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Currently, the nature of self-assembly of three-dimensional epitaxial islands or quantum dots (QDs)

in a lattice-mismatched heteroepitaxial growth system, such as InAs/GaAs(001) and Ge/Si(001)

as fabricated by molecular beam epitaxy (MBE), is still puzzling. The purpose of this article is to

discuss how the self-assembly of InAs QDs in MBE InAs/GaAs(001) should be properly understood

in atomic scale. First, the conventional kinetic theories that have traditionally been used to interpret

QD self-assembly in heteroepitaxial growth with a significant lattice mismatch are reviewed briefly

by examining the literature of the past two decades. Second, based on their own experimental data,

the authors point out that InAs QD self-assembly can proceed in distinctly different kinetic ways

depending on the growth conditions and so cannot be framed within a universal kinetic theory,

and, furthermore, that the process may be transient, or the time required for a QD to grow to

maturity may be significantly short, which is obviously inconsistent with conventional kinetic the-

ories. Third, the authors point out that, in all of these conventional theories, two well-established

experimental observations have been overlooked: i) A large number of “floating” indium atoms are

present on the growing surface in MBE InAs/GaAs(001); ii) an elastically strained InAs film on

the GaAs(001) substrate should be mechanically unstable. These two well-established experimental

facts may be highly relevant and should be taken into account in interpreting InAs QD formation.

Finally, the authors speculate that the formation of an InAs QD is more likely to be a collective

event involving a large number of both indium and arsenic atoms simultaneously or, alternatively,

a morphological/structural transformation in which a single atomic InAs sheet is transformed into

a three-dimensional InAs island, accompanied by the rehybridization from the sp2-bonded to sp3-

bonded atomic configuration of both indium and arsenic elements in the heteroepitaxial growth

system.
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1 Introduction

Since the first half of the 20th century, the epitaxial

growth technique has been developed to fabricate atom-

ically flat thin films on a solid substrate (see, for ex-

ample, Ref. [1]); it involves simply depositing atoms or

molecules from ballistic particle beams, the vapor phase,

or the liquid phase on a solid surface. With significant de-

velopments in both the ultrahigh vacuum technique and

surface science during the last decades, the thickness of

an epitaxial film that is smooth at the atomic scale can

now be precisely controlled down to the submonolayer

regime in modern epitaxial growth techniques such as

molecular beam epitaxy (MBE). In addition, in the last

two decades, an increasing number of three-dimensional

(3D) nanostructures [e.g., clusters, wires, and quantum

dots (QDs)] have been experimentally observed to self-

assemble themselves when a few atomic layers of a metal

or semiconductor are epitaxially deposited onto a planar

substrate. However, much of both the energetics and ki-

netics of the mechanism underlying the spontaneous for-

mation or self-assembly of these surface nanostructures

remains a puzzle. Here, the word self-assembly implies

that the formation of these self-assembled nanostructures

cannot be controlled by just adjusting the growth param-

eters, such as the substrate temperature T and epitaxial

flux rate F .

The self-assembly of QDs in heteroepitaxial growth is

a very fundamental and important phenomenon in many

basic research fields, such as nanoscience, solid-state

physics, surface science, growth phenomena, and two-

dimensional (2D) physical systems. In addition, owing to

the quantum confinement effect in them, these 3D nanos-

tructures have great potential in nanotechnology for pos-

sible use in next-generation nanodevices in technological

fields such as catalysis, optoelectronics, and data stor-

age. For example, InAs QDs fabricated on the GaAs(001)

substrate by MBE may be used in mid- and far-infrared

detectors (see, for example, Refs. [2, 3]), terahertz emit-

ters [4, 5], vertical-external-cavity surface-emitting lasers

(see review article, Ref. [6]), and single-photon emitters

(see review article, Ref. [7]). These QD-based nanode-

vices are expected to outperform those based on tradi-
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tional materials, such as semiconductor quantum wells.

However, at present, the structural parameters of epi-

taxial QDs (e.g., their size, shape, and chemical com-

position) cannot be properly controlled during epitaxial

growth, and these structural parameters are expected

to significantly influence the QDs’ physical properties

and, in consequence, greatly affect the nanodevice per-

formance. To realize greater control over the epitaxial

growth of self-assembled QDs to improve the device per-

formance, an adequate theoretical understanding of the

process or underlying physical mechanism is necessary.

InAs QDs in MBE InAs/GaAs(001) may serve as a

model system or paradigm for self-assembled semicon-

ductor QDs. In the last two decades, a number of kinetic

theories have been proposed, and a huge amount of ex-

perimental data have been accumulated on the InAs QD

formation process in the literature. However, the mech-

anism underlying the phenomenon remains a hard chal-

lenge. The purpose of this article is to discuss how an

InAs QD self-assembles itself during MBE heteroepitax-

ial growth of InAs/GaAs. This article contains six sec-

tions. Section 2 presents a general description of the phe-

nomenon. Section 3 briefly reviews the current conven-

tional kinetic theories for heteroepitaxial growth of QDs

in the literature. Section 4 summarizes the experimen-

tal observations made by the authors. Section 5 briefly

reviews and discusses two well-established experimental

facts in the literature: the presence of a relatively large

amount of “floating” indium on the growth surface dur-

ing the epitaxial growth of InAs/GaAs(001), and the me-

chanical instability of an elastically strained InAs film on

the GaAs(001) substrate. In addition, it is pointed out

that these two well-known phenomena may be highly

relevant to the self-assembly of InAs QDs and should

be properly taken into account in the interpretation of

InAs QD formation. Finally, in Section 6, by consider-

ing these experimental facts, which should be relevant

to the topic but have been overlooked in the conven-

tional kinetic theories, the authors speculate that InAs

QD formation should be a collective event involving a

large number of atoms simultaneously on the growth sur-

face or, alternatively, a morphological/structural phase

transformation in which a single atomic InAs sheet is

transformed into a 3D compact InAs island or a QD, ac-

companied by simultaneous rehybridization from the sp2

to the sp3 atomic configuration in both the indium and

arsenic elements in the system.

2 General description

In this section, a general description of InAs QD forma-

tion in the MBE InAs/GaAs(001) system is presented.

2.1 MBE growth of InAs QDs on GaAs(001)

More than two decades ago, the spontaneous forma-

tion of dislocation-free epitaxial 3D islands at the

nanoscale was experimentally observed in the lattice-

mismatched heteroepitaxial growth of Ge/Si(001) [8, 9]

and InAs/GaAs(001) [10–13]. These epitaxial 3D islands,

after being capped by a Si or GaAs capping layer, effec-

tively confine excitations, electrons, or holes, and have

since been called QDs. The epitaxial growth of these QDs

was traditionally classified as the Stranski–Krastonov

(SK) growth mode, in which the formation of a wetting

layer (WL) of a few atomic layers in thickness is followed

by the epitaxial growth of 3D islands. The SK growth

and the classification of the epitaxial growth modes are

currently explained in terms of energetics and thermo-

dynamics. However, up to the date, the atomistic details

of QD growth or the physical mechanism underlying the

dynamical growth process remains a puzzle.

In the epitaxial growth of InAs QDs on the GaAs(001)

substrate, the substrate temperature T is generally kept

within 480–530◦C, and the As pressures PAs are kept

within (2–8)× 10−6 Torr. Before indium deposition, the

clean GaAs(001) surface exhibits c(4×4) or (2×4) recon-

struction depending on the substrate temperature and

arsenic flux, as revealed by the in-situ streaky reflec-

tion of high-energy electron diffraction (RHEED) pat-

tern. With an indium deposition flux F of 0.01–1 mono-

layer per second (ML/s), a flat or 2D InAs WL of about

1.5 ML forms first. With additional InAs deposition, an

ensemble of QDs develops progressively on the surface

of the InAs WL [10–13]. Leonard et al. [13] performed

an MBE growth experiment on InAs/GaAs(001) under

the conditions of T = 530◦C, PAs = 7 × 10−6 Torr, and

F = 0.01 ML/s. They found that InAs QDs begin to

appear on the WL around a critical InAs coverage θc

of ∼1.5 ML, and the QDs’ areal density Ndot increased

sharply from zero to more than 1 × 1010/cm2 with in-

creasing InAs coverage θ. The experimental data can be

fitted well to the curve represented by the power law

Ndot = N0(θ − θc)
1.76, where N0 is a constant indepen-

dent of θ. In addition, the InAs QDs grew in size at a

remarkably rapid rate, and with an additional coverage

of ∆θ ∼ 0.01, their average height increased by about

9 nm or 30 monolayers, which is 1000 times more than

the increment in θ. At 1.6 ML, the QDs’ average base di-

ameter as measured by atomic force microscopy (AFM)

was about 30 nm, and the average height was about 9

nm. Hereafter, this rapid growth behavior of InAs QDs is

called “super-epitaxial growth” and will be further dis-
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cussed in Section 3.5.2.3. The QDs’ size distribution was

significantly narrow, and the standard deviations in the

histograms of the island height and base diameter were

7% and 10%, respectively. This uniformity in QD size

was rather amazing, and some unknown physical mech-

anism is expected to underlie this self-limited growth or

self-organization phenomenon. More amazingly, both the

average QD diameter and height varied in a rather odd

way: As θ increased further above 1.6 ML, both the av-

erage diameter and average height decreased instead of

increasing. At θ = 1.85 ML, the average diameter de-

creased from 30 nm to less than 20 nm, and the av-

erage height decreased from 9 nm to less than 8 nm.

Above a coverage of θ = 1.85 ML and a QD density

Ndot = 4 × 1010/cm2, these dislocation-free QDs were

converted into dislocated 3D islands.

Since these pioneering experimental investigations of

epitaxial growth of InAs QDs on the GaAs(001) sub-

strate by the MBE method, a huge amount of experimen-

tal data have been accumulated in the literature; these

investigations demonstrated that the evolution of an en-

semble of InAs QDs with increasing InAs coverage de-

pends sensitively on the experimental conditions in MBE

growth. For example, Zorozaryov et al. [14] performed

their MBE growth experiment on InAs/GaAs(001) at

T = 500◦C and F = 0.2 ML/s, and they observed

that the QD density increases linearly with increasing

InAs coverage, in contrast to the power law obtained by

Leonard et al. [13]. A linear increase in the QD den-

sity was also experimentally observed by Wu et al. [15]

in their InAs QD sample fabricated by the so-called

mobility-enhanced epitaxy method. In addition, Wu et

al. [16, 17] found that their experimental data on the QD

density can be fitted well by the exponential expression

Ndot = N0 exp[k(θ−θc)] in a given range of θ, where their

MBE growth conditions were T = 520◦C and F = 1.0

ML/s.

2.2 Formation of InAs QDs is difficult to understand

To further describe the nature of the problems relevant

to the QD formation process, we divide all the scien-

tific problems that a researcher may encounter in nature

or in the laboratory into two types: “easy” and “com-

plex.” At least in principle, it is relatively easy to find a

universal law or build a generic model for a large num-

ber of phenomena that are apparently distinct from each

other in some details but are the same in some fundamen-

tal characteristics, such as symmetry and dimensionality.

The conventional scientific method for theoretically un-

derstanding these distinct phenomena with a fundamen-

tally important characteristic in common is to construct

a simple model by concentrating on only a small number

of presumably important factors and disregarding other

details, which are thought to be trifles. In doing so, the

researcher usually manages to make the model as simple

as possible so that the fundamental concepts and sophis-

ticated mathematical technical theories well-established

in elementary textbooks can be used or applied directly

to the problem. Undoubtedly, such a strategy is usually

successful for many problems in physics as well as mate-

rials science (e.g., to describe the thermodynamic equi-

librium state of a rare gas contained in a sealed container

of a certain volume at room temperature, to analytically

describe the spinodal decomposition processes occurring

in a binary solid alloy, to find a power-law function for an

equilibrium or self-organized critical phenomenon, or to

numerically simulate homoepitaxial growth of a simple

metal film on a solid surface at a relatively low substrate

temperature). Here, problems of this type are defined as

“easy” or “simple.” In contrast, it is usually much more

difficult to theoretically describe a realistic process or

phenomenon in a practical physical system, which may

proceed in several distinct stages successively, involves a

large number of constituents or particles interacting with

each other in some delicate or subtle ways, and is highly

sensitive to or susceptible to a variety of external or envi-

ronmental factors. Frequently, in dealing with problems

of the latter sort, the task should be to understand their

particularities, specificities, or exclusive characteristics,

instead of abstracting a law universal to many others.

In contrast to the easy problems defined above, these

latter problems are called “difficult” or “complex” here-

after. These complex problems, which are encountered

in a variety of scientific and technical fields, seem to be

very perplexing and usually remain a hard challenge for

many decades.

A theoretical understanding of the physical nature of

InAs QD formation in MBE InAs/GaAs(001) should un-

doubtedly be a paradigm for the complex problems. The

difficulties in interpreting the phenomenon are both ex-

perimental and theoretical. The experimental difficulties

arise mainly from two facts: i) To date, no microscopy

technique has been available for direct in situ observa-

tion of the InAs QD growth process; as Grosse and Gyure

[18] commented, the experimental atomistic microscopy

techniques available to observe epitaxial growth, such

as scanning tunneling microscopy (STM) and AFM,

are incompatible with the InAs MBE process on the

GaAs(001) substrate. To use these techniques to mea-

sure the growth morphology in MBE InAs/GaAs(001),

the sample has to be transferred to the STM charac-

terization chamber, and its temperature must be re-

duced. The measured surface morphology is therefore
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not necessarily identical to the real growth surface. ii)

In a subtle way, the outcome of epitaxial growth of MBE

InAs/GaAs(001) is highly sensitive to the experimental

conditions such as the growth temperature and deposi-

tion rate. For example, Leonard et al. [13] found that

at a substrate temperature T = 530◦C and an indium

flux F = 0.01 ML/s under sufficiently arsenic-rich con-

ditions, even in the earliest InAs QD growth stage after

the critical InAs thickness for the transition from the 2D

growth mode to the 3D growth mode (θInAs ∼ 1.6 ML)

was reached, both the average height and base diameter

of InAs QDs stopped increasing with increasing θInAs, as

observed in an AFM measurement. In contrast, on the

basis of their experimental observations under growth

conditions of T = 465◦C and F = 0.0088 ML/s, Taka-

hasi et al. [19] concluded from X-ray diffraction (XRD)

measurements that the average InAs QD height increases

continuously with increasing θInAs up to 2.7 ML. Theo-

retically, the formation of InAs QDs seems to be a highly

nonlinear process under the conditions far from equilib-

rium; it is notoriously difficult to obtain an analytical

formula and solution of the problem. Furthermore, in-

stead of one or a small number of well-defined dynami-

cal variables, a myriad of dynamical issues or questions

must be addressed to understand InAs QD formation,

e.g., the physical origin of the InAs WL, the nucleation

and nanocrystal growth processes of an individual InAs

QD, the self-limited growth or self-organization mecha-

nism, and the dynamic evolution of the size distribution

of InAs QDs in the ensemble. Moreover, each of these

questions seems to have its own subquestions. For exam-

ple, for the nucleation and growth of an individual QD

as a nanocrystallite on the growth surface, one has to

consider how uphill mass transport occurs for the QD to

grow in the vertical direction, how nucleation of a new

atomic layer occurs on nanocrystalline facets, the kinet-

ics of adatom attachment to the step edges, and so on.

The experimental data currently available in the lit-

erature for InAs QD formation are puzzling as well as

divergent, rather than tending toward some consensus,

and a variety of difficulties are encountered in theoreti-

cally handling the formation of InAs QDs. However, to

the eye of both the theoretical and experimental commu-

nities working on the topic, the physical nature of InAs

QD formation seems to be rather plain and “easy” and

can be understood in terms of some universal law or a

generic model describing the motion of individual atoms

on the growth surface (see, for example, Refs. [20–24]).

From this viewpoint, the formation of QDs should be

an ordinary epitaxial growth process as implemented via

individual atomistic events (deposition, adatom diffusion

and attachment to step edges) on the growth surface. The

process of QD formation is currently modeled as a well-

known physical scenario, e.g., aggregation of randomly

diffusing adatoms on the growing surface, or nanocrys-

tal growth via the classical step-flow growth mode, or a

first-order phase transformation from a uniformly flat

strained InAs film into a rough surface, or a surface

morphological relaxation process initially induced by the

well-known Asaro–Tiller–Grinfeld instability. Neverthe-

less, there seems to be no sound reason to regard such

a complicated problem as the formation of InAs QDs

in a heteroepitaxial growth system as one of these well-

known simple physical processes a priori. The popularity

of these conventional theories and simple physical sce-

narios among the researchers concerned with the for-

mation of InAs QDs might be due simply to the fact

that these theories and scenarios are well-known or well-

established in the literature and textbooks, and the dy-

namics of the QD formation process can be expressed in

terms of them as a set of linear or nonlinear partial dif-

ferential equations or simulated numerically as a series of

random atomistic events that can be approximated as a

Markovian chain, which is an ideal task for kinetic Monte

Carlo (KMC) computer simulations. In addition, by us-

ing these conventional concepts and theoretical frame-

works, all the difficulties that are encountered could be

reduced to the mathematical complexities of the formu-

lation and solution [25] and the limited computational

power of computers [26, 27].

Note that in the all of the conventional theoret-
ical models currently used to understand the InAs
QD formation process, three significant, well-established

experimental facts have been omitted: i) A relatively
large amount of “floating” indium exists on the growth
surface at the moment when the InAs QDs are self-

assembling; ii) an epitaxially or coherently strained InAs
film on the GaAs(001) substrate should be mechanically

unstable due to the lattice compression caused by the lat-

tice mismatch between the film and the substrate, which
is about 7%; iii) the formation process of an InAs QD
is transient or remarkably rapid, which is obviously in-

consistent with the conventional kinetic theories based

on single atomic events on solid surfaces. It should be

emphasized that these three experimental facts may be

significant and key to the formation process of InAs QDs

during MBE growth; however, if they are incorporated

into a theoretical understanding of the phenomenon, the

traditional theoretical framework suitable for ordinary

epitaxial growth of an epitaxial film should obviously

be inapplicable to the formation of InAs QDs. In the

conventional theoretical interpretation of QD formation,

neglecting these three phenomena that are highly rele-

vant to the issue may be, on deliberation, seen as a wise
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strategy for dealing with “simple” phenomena, as these

three experimental observations cannot be embraced by

the conventional kinetic theories, or taking them into ac-

count would make the task too complex for conventional

theoretical or numerical methods. Another reason for

this neglect may be unconscious. It is well known that

the literature contains a huge amount of data on appar-

ently separate topics such as QD formation, many com-

plex phenomena in epitaxial growth occurring in appar-

ently different materials systems, the physical behavior

of a 2D system supported by a solid surface, the behav-

ior of a crystalline solid under a relatively high pressure,

the relationship between the size and the atomic config-

uration of a nanocrystallite, and so on. These data in

different fields may be highly relevant and shed light on

each other; however, it seems to be inevitable to be un-

known each other, sometimes among different research

communities, owing to the diversity of modern scientific

research. The situation of disregarding other data in pre-

senting one’s own experimental results can occur even

when the investigators are working on the same topic. For

example, in the homoepitaxial growth on the GaAs(001)

substrate, as pointed out by Tiedje and Ballestad [28],

Cho [29] had experimentally demonstrated that the ho-

moepitaxial growth of GaAs(001) with a planar growing

surface is highly stable in the early 1970s, while John-

son et al. [30–32] interpreted their experimental results

on the GaAs(001) homoepitaxial growth in terms of the

growth instability due to the kinetic roughening effect in

the 1990s. Cho’s result is currently regarded as classical,

whereas the work of Johnson et al. has frequently been

cited positively in the GaAs(001) homoepitaxy commu-

nity to date. In addition, Martini et al. [33, 34] experi-

mentally confirmed that the strong decay of the oscilla-

tion in the RHEED intensity during growth of an InGaAs

film on the GaAs(001) substrate arises from floating in-

dium resulting from indium surface segregation; alter-

natively, many other research groups have persistently

interpreted the phenomenon in the literature as progres-

sive roughening of the growing surface due to the lattice

misfit.

3 Theoretical models of the QD formation
process in heteroepitaxial growth

In the literature, as mentioned above, it has long been

a convention to theoretically interpret QD formation

in lattice-mismatched heteroepitaxial growth in terms

of individual atomistic events on the growth surface.

These events include deposition of atoms or molecules

on the surface from a mass flux, surface diffusion of

adatoms, and their attachment to step edges. This sec-

tion briefly reviews these conventional theoretical de-

scriptions, which are classified as three different surface

processes or phenomena: i) the morphological instabil-

ity of an elastically strained flat film on the substrate,

ii) adatom aggregation, and iii) nanocrystal growth. In

addition, the timescale consistent with these theoretical

processes, the physical nature of the WL in heteroepitax-

ial growth, and size selection in QD growth are described.

3.1 Surface morphological relaxation of an elastically

strained film on a substrate

It is well known that if the surface or interface morphol-

ogy of a thin epitaxial film on a substrate has been driven

out of thermodynamic equilibrium or into a metastable

state by an external force or an agent such as surface ten-

sion or elastic strain, it will spontaneously relax toward

its equilibrium state through a quasi-spinodal process or

a first-order phase transformation, and the mechanism

for mass transfer is drift surface diffusion driven by the

capillary effect and/or a gradient in the surface stress

field. In the literature, QD formation has frequently been

modeled either as a surface relaxation process driven by

the Asaro–Tiller–Grinfeld–Srolovitz (ATGS) instability

of an elastically strained film or as the kinetics of the

first-order phase transformation from an atomically flat

elastically strained film to an ensemble of 3D islands on

the growth surface. The two types of kinetic theory are

briefly described in Sections 3.1.1 and 3.1.2, respectively.

3.1.1 Asaro–Tiller–Grinfeld–Srolovitz instability

According to the ATGS instability theory [35–38], the

planar surface of an elastically strained solid is unstable

to morphological perturbations at certain wavelengths

as specified by the stress level and surface tension. Sim-

ilarly, a flat elastically strained thin film in mismatched

heteroepitaxial growth is also unstable because of the

same effect. By taking account of the wetting effect of

the film, it can be theoretically demonstrated that an

elastically strained atomically flat film that is unstable

as a result of the ATGS instability should relax, reach-

ing a thermally stable state with a regular array of 3D

epitaxial islands, which are identified as self-assembled

QDs in the literature [39–58].

The QD formation theory in terms of the ATGS in-

stability can be described in a way similar to that for-

mulated by Herring [59] and Mullins [60] for surface re-

laxation driven by the capillary effect. If the unstable

planar film is slightly perturbed and becomes inhomoge-

neous in both the surface morphology and surface stress,

the surface begins to roughen according to the dynamic
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law

∂h

∂t
= D(1 + |∇sh|2)1/2∇2

sµ, (3.1.1.1)

where h is the surface height, t is the time, ∇2
s is the

surface Laplacian operator, and D is a parameter de-

termined by the surface adatom diffusivity, adatom den-

sity, adatom volume, and absolute surface temperature

T . The surface chemical potential µ of an adatom or

atom on the surface in Eq. (3.1.1.1) can be written in

the simplest form as [38]

µ = µ0 + ω − κγ, (3.1.1.2)

where µ0 is the reference chemical potential (the ref-

erence state is the planar geometry of an epitaxially

strained film), ω = σijεij/2 is the density of the strain

energy (σij is the stress tensor, and εij is the strain ten-

sor), and κ and γ are the mean surface curvature and

surface free energy, respectively. However, with the sur-

face chemical potential defined in Eq. (3.1.1.2), Ostwald

ripening will occur among 3D epitaxial islands induced

to form by the ATGS instability. Therefore, to theoreti-

cally establish a thermally stable or metastable ensemble

of regular QDs via Eqs. (3.1.1.1) and (3.1.1.2), other ad-

ditional ingredients and contributions to the chemical po-

tential µ have to be considered, such as the anisotropy in

the surface energy γ(θ), and the wetting interaction be-

tween the film and the substrate. If these two additional

terms are considered, the chemical potential should have

the form [58]

µ(r) = µ0 +

[

ω − (g(h) + γ(θ))κ +
∂g

∂z
nz + ∇ · ∂γ

∂n

]

,

(3.1.1.3)

where g(h) is the wetting interaction between the thin

film and the substrate, n is the surface orientation, and

γ(θ) is the orientation-dependent surface tension. By us-

ing the chemical potential µ(r) expressed in Eq. (3.1.1.3),

the time evolution equation (3.1.1.1) can be solved nu-

merically to produce a regular array of 3D islands stable

against Ostwald ripening out of the originally planar epi-

taxially strained film.

3.1.2 First-order phase transformation

In general, dynamically evolving phenomena in mate-

rials science or condensed matter physics are hard to

investigate theoretically, as these problems are very dif-

ficult to model using simple physical arguments and to

analytically formulate in the language of mathematics.

One of several exceptional cases is the classical nucle-

ation and growth theory (CNGT) for the kinetics of the

first-order phase transformation, which occurs in a large

variety of material systems, for example, condensation

from vapor; boiling of a liquid; and crystallization, melt-

ing, and formation of a new phase in binary solid or

liquid solutions. Since the 1920s–1930s, a systematic ki-

netic theory of classical nucleation and growth has been

developed on the basis of thermodynamics theory [61].

To date, the CNGT is most frequently employed in un-

derstanding kinetic phenomena in materials science and

condensed matter physics (see, for example, Ref. [62]).

In the CNGT, the kinetics of a first-order phase trans-

formation occurring in a system is divided into three suc-

cessive stages: i) nucleation, ii) steady-state growth, and

iii) coarsening or Ostwald ripening. In the first stage,

a nucleation event is a spatial local atomic event in

which a new stable phase forms locally from the pristine

metastable phase through thermal fluctuations. Many of

these nuclei that form may be converted back into the

thermodynamic state of the original phase. However, if

a nucleus of the new phase as formed via the nucleation

event is larger than a critical size, it will become sta-

ble against this conversion and grow into a larger size;

the driving force for a successful nucleation event and

its subsequent growth is the difference in the Gibbs free

energy between the metastable and stable phases. One

of the central issues for the theoretical description of nu-

cleation events is the critical nucleus of the new phase,

which defines the free energy barrier that has to be sur-

mounted by thermal fluctuation for the nucleation event

to occur. The most important dynamical variable in the

CNGT for the nucleation regime is the number of stable-

phase nuclei that form per unit volume and per unit time,

or the nucleation rate of the stable phase, which is given

by the Zeldovich equation [63, 64]. In the second stage,

steady-state growth, the predominant kinetic event is the

growth of the new-phase nuclei into clusters of various

sizes by local consumption of the surrounding material in

the old metastable phase. The dynamical behavior of this

regime is generally described in terms of n(s, t), the clus-

ter size distribution as a function of time t and the num-

ber of atoms s contained in a cluster. In general, the time

evolution of n(s, t) is controlled by the discrete Becker–

Doring equations [65] or continuum Fokker–Planck equa-

tion [66]. In the third stage, the coarsening stage, all the

material in the old phase has been consumed by the for-

mation of the new phase, and the system now consists

entirely of an ensemble of stable-state clusters of vari-

ous sizes. Now, the system evolves in time, driven by the

capillary effect via Ostwald ripening. According to the

Gibbs–Thomson relation, ∆µ ∝ 2γ/r (where ∆µ is the

increment in chemical potential due to surface curvature
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of a cluster, γ is the surface tension of the cluster mate-

rial, and r is its curvature radius), a smaller cluster has a

larger chemical potential than a larger cluster. Driven by

this difference in µ, atoms will detach progressively from

smaller clusters, migrate thermally via surface diffusion,

and become attached to clusters larger than a charac-

teristic size of the cluster ensemble, as characterized by

a characteristic chemical potential µ̄. The dynamics of

the Ostwald ripening process can be described by the

classical theory by Lifshitz and Slyozov [67] and Wagner

[68] (LSW theory). Ostwald ripening or coarsening is a

significantly slower process than the two earlier stages,

nucleation and steady-state growth, as it is controlled

by the µ̄ value of the system and proceeds via surface

diffusion driven by the capillary effect, which is much

weaker.

Osipov et al. [69, 70] and Dubrovskii et al. [71–73]

systematically applied the CNGT, as outlined above, to

explain QD formation in lattice-mismatched heteroepi-

taxy. These authors assumed that an elastically strained

epitaxial flat film forms first as the metastable phase

with a thickness h significantly exceeding a critical value

heq, below which the film is thermodynamically stable;

the corresponding “supersaturation” or superstress is de-

fined in terms of ζ ≡ h/heq −1. QD formation, as a first-

order phase transformation, starts from the metastable

strained film, and the new stable phase (the QDs) nu-

cleates by thermal fluctuations. The nucleation event of

a QD nucleus is a local competition between the strain

energy and surface energy of the epitaxially strained film

[74], in which a stable 3D island having a size s larger

than the critical nucleus sc is formed. For example, with

the application of materials parameters suitable for MBE

InAs/GaAs(001) and according to the Zeldovich equa-

tion, the nucleation rate of InAs QDs can be expressed

as [75]

Jθ = 2 × 1019 exp[−G(sc)/(kT )], (3.1.2.1)

where G(sc) represents the energy barrier that has to

be overcome for an InAs QD to form via the nucleation

event. In the steady growth regime, QD nuclei grow de-

terministically according to the Becker–Doring equations

or the Fokker–Planck equation, as mentioned above. Fi-

nally, these InAs QDs become coarsened in the asymp-

totic time limit.

In the above two kinetic theories for QD formation,

on the basis of the physical concepts associated with

the ATGS surface morphology instability and the first-

order phase transformation, it has to be assumed that

an unstable or metastable elastically strained flat thin

film must form before QD formation. This situation can

occur only when the latter process is significantly slower

than the incident flux during heteroepitaxial growth. If

this were the situation, QD formation would apparently

be similar or equivalent to the de-wetting of an unsta-

ble solid metal [76] or semiconductor film [77, 78] from a

solid surface to form nanocrystallites, which is currently

under intensive investigation in materials science, micro-

electronics, and nanotechnology; see, for example, Refs.

[79, 80].

3.2 Adatom aggregation

In the literature, there are two distinct theories for nucle-

ation and growth phenomena occurring in both nature

and a laboratory or an industrial process. Section 3.1.2

briefly described one of them as the CNGT, which is

based on the macroscopic concepts of thermodynamics.

In contrast, the other NGT is based entirely on micro-

scopic kinetic concepts such as random particle diffusion,

collision, capture, and emission by a cluster of particles.

To distinguish the two different NGTs, the latter theory

based entirely on the kinetic concepts of particle (atom

or molecule) motion is usually termed the standard nu-

cleation and growth theory in the literature. Hereafter,

for a homoepitaxial growth in the submonolayer regime,

the theoretical process described by the standard NGT

is called adatom aggregation on the substrate surface,

where an adatom is defined as an isolated atom chemi-

cally adsorbed on the growth surface in epitaxial growth.

As an alternative to the theories involving a relaxation

process, during which an unstable or a metastable ma-

terial system enters a thermodynamically stable state,

as described in the last two subsections, the QD forma-

tion process is more often modeled or theoretically de-

scribed in the literature as adatom aggregation driven by

epitaxial deposition. This section describes the adatom

aggregation theory of the QD formation process during

heteroepitaxial growth.

3.2.1 Physical scenario in the submonolayer regime of

homoepitaxial growth

The formation of QDs in lattice-mismatched heteroepi-

taxial growth is frequently interpreted as an adatom ag-

gregation process on a growth surface [81–92], which is

very similar to the well-known physical scenario for epi-

taxial growth of 2D islands in the submonolayer stage in

homoepitaxial growth. In the conventional description of

homoepitaxial growth in the submonolayer regime, the

growth process of 2D epitaxial islands is divided into

three distinct regimes: nucleation, steady growth, and

coalescence; this is very similar to the kinetic theory

of first-order phase transformations. It is generally as-
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sumed that atoms from vapor, once they land on the

growing surface, immediately become adatoms and then

diffuse randomly from site to site. These adatoms inter-

act with each other only via the short-range chemical

interaction. Upon meeting each other on collision, these

adatoms aggregate into 2D islands and settle down the

surface. These adatom clusters or 2D epitaxial islands

grow further by capturing more adatoms. In the very

early stage, because few 2D islands exist, the probabil-

ity that an adatom will find an adatom counterpart is

much larger than that of being captured by a 2D is-

land nucleus; thus, nucleation events should be much

more frequent than growth events in which an adatom

is captured by a pre-existing 2D island. This early stage

is called the nucleation stage. As deposition continues,

more and more 2D islands nucleate; finally, their num-

ber density becomes so large that almost all adatoms

landing on the surface are captured by growing 2D is-

lands, and nucleation events happen very seldom. This

growth regime is called the steady-state growth stage. As

these 2D epitaxial islands grow further, they come into

contact with each other and coalesce into much larger

ones; this regime is called the coalescence stage in the

submonolayer range of epitaxial growth.

In the submonolayer regime in homoepitaxial growth,

the most interesting and extensively investigated issues

are the total number density of 2D islands ntot(F, T ) as a

function of the flux F and temperature T , and the tem-

poral evolution of their size distribution with increasing

coverage in the steady growth regime. With some sim-

plifying assumptions, the total 2D epitaxial island den-

sity in the steady growth regime can be analytically ob-

tained by the mean-field rate equations (MFREs), which

are further expounded in Section 3.2.2. Physical intu-

ition suggests that the 2D epitaxial island size distri-

bution (ISD) in the steady growth regime can be ex-

pressed as a function of the coverage θ (or time t) and

the number of atoms s contained in a 2D island, nisl(s, t),

which is generally believed to determine the quality of

an epitaxial film in the multilayer stage of homoepitaxial

growth. Unlike the total density of 2D islands ntot(F, T ),

the ISD cannot be deduced from the MFREs. However,

there is a well-known assumption that the time evolution

of the 2D island size distribution in the steady growth

stage with increasing θ should be consistent with the

well-established scaling invariance ansatz in the theoret-

ical investigation of aggregation phenomena. Both the

MFREs and the scaling invariance ansatz are an impor-

tant theoretical tool for investigation of the nucleation

and growth of 2D epitaxial islands in the submonolayer

regime in epitaxial growth, and they will be briefly de-

scribed in Sections 3.2.2 and 3.2.3, respectively.

3.2.2 Mean-field rate equations (MFREs)

The mean-field (MF) approximation is made by neglect-

ing both the local effect in the area around individual 2D

islands and the effect of the spatial correlation among

these 2D islands on their nucleation and growth pro-

cesses. According to the MF approximation and the sim-

ple physical scenario described in Section 3.2.1, the dy-

namical behavior of the average density nisl(s, t) of 2D

epitaxial islands with size s and the adatom density n1

can be described by a set of the coupled MFREs (see the

review articles [93–95]):

dn1(t)

dt
= F − 2Dσ1n

2
1 − Dn1

∑

s>1

σsnisl(s, t), (3.2.2.1)

dnisl(s, t)

dt
= Dn1[σs−1n(s−1, t)−σsnisl(s, t)],(3.2.2.2)

where σs is the capture coefficient of islands of size s, and

D is the adatom diffusion coefficient. Both Eqs. (3.2.2.1)

and (3.2.2.2) are appropriate only when the total de-

position amount is very small and the total area cov-

ered by 2D epitaxial islands is negligible compared with

the entire surface area. The first term F in Eq. (3.2.2.1)

represents the increase in n1 due to the deposition flux

F , the second term represents the collision event of two

adatoms to form an ad-dimer, and the third term rep-

resents the fact that all the 2D islands in the ensemble

capture adatoms and cause n1 to decrease. The first term

in Eq. (3.2.2.2) represents the event in which a 2D island

of size s−1 becomes an island of size s by capturing one

additional adatom, and the second term is the event in

which an island of size s grows into size s + 1 at the mo-

ment t by capturing an additional adatom. Furthermore,

adatom aggregation is assumed to be an irreversible pro-

cess, and therefore, in Eqs. (3.2.2.1) and (3.2.2.2), the

detachment of an atom from a 2D island to become an

adatom again is neglected. In principle, the entire set of

MFREs can simply be integrated to obtain all the den-

sities for adatoms and 2D islands of various sizes at any

moment t during epitaxial growth. However, the number

of dynamical equations in the MFREs is infinite; in ad-

dition, the σs variables should have a complicated phys-

ical meaning and a remarkably complex mathematical

expression. Therefore, no satisfactory analytical expres-

sions for the adatom and 2D island densities have ever

been found by direct integration of the MFREs expressed

by Eqs. (3.2.2.1) and (3.2.2.2) [96–98].

For a more qualitative discussion of epitaxial growth

of 2D islands in the submonolayer steady growth stage in

terms of the MFREs, these dynamical equations must be

further simplified. If only the total number island density

ntot(t) =
∑

s�2 nisl(s, t) and the adatom density n1 are
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considered, the unit of the density is per adsorption site

on the surface, and σs = σ1 = 1, the number of MFREs,

as expressed by Eqs. (3.2.2.1) and (3.2.2.2.), can be re-

duced to the following two equations in simpler form:

dn1(θ)

dθ
= 1 − 2Rn2

1 − Rn1Ntot, (3.2.2.3)

dntot(θ)

dθ
= Rn2

1, (3.2.2.4)

where θ = Ft is the coverage amount at time t, and

R = D/F . By directly integrating Eqs. (3.2.2.3) and

(3.2.2.4), the expressions for ntot and n1, respectively,

can be obtained in the nucleation and steady growth

submonolayer regimes [99]. In the first regime, where the

deposition amount θ is very small, ntot ≪ 1 and n1 ≪ 1.

The last two terms in Eq. (3.2.2.3) can be neglected;

thus, we have, by integration

n1(θ) = θ, (3.2.2.5)

ntot(θ) ∼ θ3. (3.2.2.6)

In the second regime, nucleation of a 2D island has oc-

curred many times, and the inequality n1 ≪ ntot is sat-

isfied. The island density ntot and adatom density n1 are

obtained as follows:

n1(θ) = θ−1/3, (3.2.2.7)

ntot(θ) ∼ θ1/3, (3.2.2.8)

respectively. In the above description, it was assumed

that the smallest stable 2D islands on the surface during

epitaxial growth are ad-dimers. This may be appropriate

only when the substrate temperature T is relatively low.

As T increases, the relatively small islands may disso-

ciate into isolated adatoms again, and only sufficiently

large 2D islands are kinetically stable and can grow irre-

versibly in size. Therefore, in a more refined description,

it is necessary to define the critical size for 2D epitaxial

islands, i∗ = si − 1, where si is the size of the smallest

kinetically stable island. For si > 1, Frankl and Venables

[100] deduced the expression for the total number den-

sity of stable 2D epitaxial islands in the steady growth

stage on the basis of the MFREs:

ntot ∝ (F/ν)(i
∗+1)/(i∗+3)

× exp{(Ei∗+(i∗+1)Ediff)/(i∗+3)kBT },(3.2.2.9)

where Ei∗ is the binding energy of a 2D critical nucleus

with i∗ atoms, i.e., the energy required to decompose

a 2D critical island into a number of single adatoms,

and Ediff is the energy barrier for adatom diffusion. In

general, Eq. (3.2.2.9) is in agreement with experimen-

tal observations of homoepitaxial growth of some metals

without surface reconstruction at relatively low substrate

temperatures [95].

3.2.3 Scaling invariance ansatz

Irreversible aggregation of a large number of moving

isolated single particles into particle clusters of various

sizes is a dynamic process that occurs in a variety of

systems under conditions far from thermodynamic equi-

librium, as the case of adatom aggregation in the sub-

monolayer regime in the homoepitaxial growth. The sim-

ilar phenomena have long been a fundamental issue in

many traditional scientific fields and practical technolo-

gies, such as physics, chemistry, astronomy, biology, ma-

terials science, surface science, and metallurgy. In partic-

ular, the topic is currently paramount in nanotechnology

and nanoscience. In these irreversible aggregation pro-

cesses, the average size S(t) of the aggregates or clusters

is expected to increase with the time t in accordance with

the power law

S(t) ∼ tz, (3.2.3.1)

where z is generally called the growth exponent and de-

pends on the mass transport mechanism in the system.

Earlier studies on the adatom aggregation processes fo-

cused on the growth morphologies of these aggregates.

In diffusion-limited aggregation models in two dimen-

sions, in which individual Brownian particles on a solid

surface irreversibly stick together without any restruc-

turing processes, the aggregates are highly ramified and

scale-invariant in geometry or structure (fractal shape or

geometry), and these fractal structures possess the rela-

tively low fractal dimension D ∼ 1.4–1.5 [101–104]. Since

1983 [105, 106], the size distribution function of the ag-

gregates of particles (which is a function of the time and

average cluster size) began to appear as an important

topic in the investigation of aggregation processes. The

time evolution of the size distribution of these aggregat-

ing clusters became the main dynamic characteristic of

great interest; however, it remains theoretically challeng-

ing for many aggregation processes to date. Although

no systematic theory is available for investigation of this

topic yet, the well-known scaling invariance ansatz is ap-

propriate and is universally applicable to many practical

situations. In the ansatz, it is presumably assumed that,

in the long time limit, the cluster size distribution can be

expressed as a function of time t and size that is invariant

in form with increasing time t when the cluster sizes in

the system are rescaled by a characteristic length, which

varies with time t according to a power law with tz (see,

for example, Ref. [107]). This section briefly describes

the scale invariance ansatz.

In general, it is hard to theoretically analyze the time
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evolution of the cluster size distribution in a given sys-

tem. However, an exceptional case exists in which the

mathematical expression for the cluster size distribu-

tion as a function of time has been obtained analyt-

ically. When a solid binary mixture is quenched from

the disordered phase into the coexistence region in the

phase diagram, the minority component condenses into

spherical droplets of various sizes in the matrix of the

majority component. Ostwald ripening occurs among

these droplets, in which larger droplets grow at the ex-

pense of smaller ones via diffusion and/or evaporation–

condensation. The classic theory for the dynamical evo-

lution of the droplet size distribution in the long-time

limit was theoretically established by Lifshitz and Sly-

ozov [67] and Wagner [68] (LSW theory) using the ana-

lytical method. It was found that in the long-time limit,

the dynamical evolution of the droplet size distribution

f(R, t) obeys the scaling invariant form:

f(R, t) = g

(

R

R

)

/R
4
, (3.2.3.2)

where g is the scaling function, R represents the diame-

ter of a spherical droplet if atomic diffusion is the rate-

limiting process, R = (Kt)1/3 is the characteristic length

for Ostwald ripening, and K is the asymptotic growth

rate of the droplets.

The scale-invariant form of the cluster size distribu-

tion has been observed in many Monte Carlo simula-

tions and relevant experimental observations. For exam-

ple, using the KMC simulation method, Family et al.

[108, 109] proposed the following dynamic scaling rela-

tion for the droplet size distribution formed by diffusion-

limited growth in vapor-deposited thin films:

n(s, t) ∼ s−θf(s/S(t)), (3.2.3.3)

where n(s, t) is the number of droplets of size s at in-

stant t, S(t) ∼ tz is the average droplet size, and f is the

scaling function. The exponents θ(= 5/3) and z(= 3) de-

scribe the scaling and growth law. On the experimental

side, as reviewed in Ref. [110], it was practically observed

that in the coarsening processes of spherical clusters of

several metals and semiconductors on the Si surface, the

cluster size distribution on long timescales approaches

the scaling invariant form fs:

f(r, t) → fs(r/rc(t)), (3.2.3.4)

where rc(t) ∝ t1/n is the characteristic cluster radius,

and the exponent n depends on the rate-limiting factors

for the growth and the dimensionality of the system; e.g.,

n = 4 for 3D clusters on a surface where surface diffu-

sion is the rate-limiting factor for the aggregation pro-

cess. In addition, Vicsek and Family [106] performed a

KMC simulation of an aggregation process occurring on

a solid surface. In their simulation model, initially a fi-

nite number of single particles randomly hop across the

surface lattice sites. On meeting with each other or with

a cluster of particles, the single particles permanently

stick together to form a cluster that continues to move

randomly. In this simulated dynamic system, the cluster

size distribution n(s, t) evolves according to the scaling

law after a long time t elapses:

n(s, t) ∼ t−ws−τf(s/rc(t)), (3.2.3.5)

where rc(t) ∼ tz is the characteristic size of the clusters,

and the power law t−w describes the decay of ns(t) with

time t for every cluster size s; τ is a constant called the

static exponent. The three examples above demonstrate

that the scaling invariance ansatz should be universal for

a variety of irreversible aggregation processes of individ-

ual particles.

In particular, in the irreversible aggregation process as

represented by the nucleation and growth of 2D epitaxial

islands in the submonolayer regime, the island size distri-

bution should be consistent with the scaling invariance

ansatz in the steady-state growth stage. If the average

2D island linear size sav ∼ tz is taken as the character-

istic length of the system, it can be deduced that the

scaling law for the island size distribution n(s, θ) of 2D

epitaxial islands should have the form [111, 112]

n(s, θ) = (θ/s2
av)f(s/sav), (3.2.3.6)

where θ = Ft is the amount of coverage; the scal-

ing function f(s/sav) depends on the ratio R of the

adatom diffusion constant D to the deposition flux F ,

R = D/F ∼ 104–108, and sav = θ2/3(D/F )1/3 accord-

ing to the scaling analysis [113, 114]. The scaling law

(3.2.3.6) has been confirmed by experimental observa-

tions of 2D island homoepitaxial growth of Fe/Fe(001)

[115] and 2D InAs islands in the submonolayer regime on

GaAs(001) [116, 117], as well as KMC simulations [118,

119]. Note that the scaling function f(s/sav), which de-

pends on the growth parameters, such as θ and F as well

as T , enters Eq. (3.2.3.6) only through sav.

The scale invariance, Eq. (3.2.3.6), is a fundamental

hypothesis for stochastic aggregation phenomena of ran-

domly moving adatoms. Although its validity in some ho-

moepitaxial growth systems has been demonstrated by

both experimental observations [115–117] and computer

simulations [118, 119], its physical nature or origin is not

properly understood yet. A number of investigators at-

tempted to provide a physical explanation or meaning

and to fix the scaling function f(s/sav) in Eq. (3.2.3.6).

For example, Mulheran and Blackman [120, 121] sug-

gested a geometrical model based on the concept of the
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capture zone of an epitaxial island. In their model, an

island nucleus is formed via a collision event involving a

number of adatoms in dynamical Brownian motion, and

it grows further by capturing more adatoms deposited in

its capture zone, which is defined as the regions closer to

that island than to any others. Hence, the island growth

rate and its volume are proportional to its capture zone,

where the size distribution of the capture zones is in ac-

cordance with the scale-invariant form. Fanfoni et al. [89]

and Ratto et al. [122] proposed that all the epitaxial is-

lands can be nucleated simultaneously or within a very

short period. Therefore, the entire growth surface can be

statistically subdivided into Voronoi cells according to

the principle of Voronoi tessellation on the basis of the

islands’ distribution: The Voronoi cell of one reference

island represents the fraction of the surface closer to that

island than to any other and is constructed by drawing

the axes of the segments joining that island’s center of

mass to its neighbors’ mass centers (see, for example,

Ref. [91]). It can be proved that the areal size distribu-

tion of Voronoi cells, which are equivalent to the capture

zones of epitaxial islands, is consistent with the scaling

invariance ansatz [89], which should be the physical ori-

gin of the scale-invariant island size distribution given by

Eq. (3.2.3.6).

3.2.4 Fitting experimental data on the density and

size distribution of the InAs QDs with the MFREs and

the scaling invariance ansatz

In the effort to understand the spontaneous formation of

InAs QDs, it has long been customary to assume that

the process should be essentially similar to adatom ag-

gregation in the submonolayer regime during epitaxial

growth, as described in Section 3.2.1. Therefore, the ex-

perimental data on the InAs QD number density and

size distribution should be well fitted by the two uni-

versal laws for the adatom aggregation processes, Eqs.

(3.2.2.9) and (3.2.3.6), respectively. In the literature,

some authors [123–126] have claimed that their exper-

imental data on InAs QD number density are fitted well

by the Arrhenius law, Eq. (3.2.2.9). Moreover, by such

a fitting, Shiramine et al. [125] even obtained a criti-

cal island size of 1–10 atoms for InAs QD formation via

adatom aggregation and a thermal activation energy of

2.0 eV for the corresponding Arrhenius behavior. Even

further, some authors [127, 128] have successfully fitted

their experimental observations of the InAs QD size dis-

tribution with the scale invariance ansatz, Eq. (3.2.3.6),

even though InAs QD formation is generally regarded as

a self-limited growth phenomenon from the experimental

viewpoint, which will be further discussed in the remain-

der of this section.

In the literature, the above experimental observations

[89, 123–128] have often been taken as strong experimen-

tal evidence to support the view that InAs QD forma-

tion should be a surface process remarkably similar to

adatom aggregation in homoepitaxial growth in the sub-

monolayer regime. However, it will be further demon-

strated in Section 4 that the outcome of practical epi-

taxial growth of InAs QDs depends sensitively on the

growth parameters, such as the flux rate F and temper-

ature T ; although some experimental data in the liter-

ature obtained under certain growth conditions seem to

be consistent with Eqs. (3.2.2.9) and (3.2.3.6), these two

famous laws for adatom aggregation are obviously not

universally applicable to a number of distinct situations

involving InAs QDs obtained under various experimen-

tal conditions. In addition, Eqs. (3.2.2.9) and (3.2.3.6)

are appropriate only in the steady growth regime when

a saturated 2D island density is well defined. However,

for InAs QDs, no such a saturated island density has

been well-defined experimentally [13]. Furthermore, for

the scale-invariant form, Eq. (3.2.3.6), to be appropriate,

it has to be assumed that adatom aggregation proceeds

exclusively via random adatom diffusion, and the aver-

age size sav of the ensemble of adatom aggregates grows

with increasing amount of deposition θ according to the

power law sav ∝ θz . In contrast, from the experimental

viewpoint, InAs QD formation is definitely a self-limited

growth process, and the growth power law sav ∝ θz for an

aggregation process makes no sense for InAs QD growth

behavior. Therefore, the apparent fitting of the exper-

imental data reported in these references [89, 123–128]

may only demonstrate that both the universal laws, Eqs.

(3.2.2.9) and (3.2.3.6), are very versatile and flexible in

fitting experimental data obtained in a large number of

cases, and may provide little insight into the nature of

the InAs QD formation process.

3.2.5 MFREs tailored to QD formation in

heteroepitaxial growth

In the conventional MFREs, the nucleation and growth

of a 2D epitaxial island during epitaxial growth are as-

sumed to proceed via the atomic events of adatom dif-

fusion and adatom attachment to the island edges, and

the possible restructuring of a 2D island after an adatom

sticks to it irreversibly is not considered. By taking ac-

count of the additional atomic events by which a 2D

epitaxial island is transformed into a 3D island in the

atomic aggregation model of QD formation, Dobbs et al.

[81] extended the MFREs to describe 3D epitaxial island

growth or QD formation in heteroepitaxial growth. By
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defining a critical island size i∗, Dobbs et al. [81] divided

all the 2D epitaxial islands initially formed into two cat-

egories: stable and unstable. A stable 2D island, with a

size larger than i∗, grows by capturing more adatoms at

its step edges; simultaneously, the edge atoms may de-

tach from the step edge and become mobile again, and

the detachment rate would increase with increasing 2D

island diameter r. Adatoms detached from the 2D island

edge may drift away as an adatom, or hop upward to nu-

cleate a new 2D island atop the original 2D island. Once

a second atomic sheet or a smaller 2D island nucleates

on top of a pre-existing 2D island, it is said that a 3D

island has nucleated and, from then on, all the atoms

detaching from the original 2D island edges climb up to

the higher-level atomic layers of the 3D island instead of

migrating away. Given the foregoing, the MFREs that

are applicable to the densities of adatoms n1, 2D islands

n2D, and 3D islands n3D are given as follows:

dn1

dt
= F − D[(i∗ + 1)σi∗ni∗ + σ2Dn2D + σ3Dn3D]n1

+
n2D

τ
,

dn2D

dt
= Dσi∗ni∗n1 − γn2D, (3.2.5.1)

dn3D

dt
= γn2D,

where σi∗ , σ2D, and σ3D are the capture numbers of

the critical 2D island, 2D island, and 3D island, respec-

tively; γ is the transition rate from 2D to 3D islands.

By properly choosing the kinetic parameters in the rate

equations, Eq. (3.2.5.1) can be solved numerically to ob-

tain the variation in n3D as a function of the coverage θ,

which shows a “dog-leg” curve in the n3D − θ diagram

[81].

In Dobbs’ MFREs for QD formation, Eq. (3.2.5.1),

there are only three dynamical variables, n1, n2D, and

n3D. Furthermore, as an island’s base diameter grows,

its lateral growth rate is progressively reduced. However,

atoms detaching from the edges of the island base hop

up the island, which should make it grow increasingly

faster vertically. Obviously, in the model, there is no

self-limited growth mechanism and no information about

the island size distribution. To address these two short-

comings, the MFREs formulated for QD formation by

Dobbs et al. [81], or QD-MFREs, were extended further

by Heyn [92] and Nevalainen et al. [90]. In these fur-

ther extended QD-MFREs, a growing QD is assumed to

have a truncated pyramid shape, and its growth rate R

is assumed to be in accordance with the expression

R ∝ 1 − Vs/Vp, (3.2.5.2)

where Vs is the volume of the growing truncated pyra-

mid, and Vp is the volume of a fully pyramidal island.

Artificially imposing such a relationship between the

growth rate and the volume of a growing QD ensures that

after a QD grows into a full pyramid, its growth stops

automatically. With these assumptions, the QD-MFREs

can be solved numerically. The results show that the is-

land size distribution of QDs evolves naturally from an

initially quite broad one into a sharp peak at the size

fixed by the pyramid [90, 92].

3.3 Reaction kinetic model

In Section 3.2, QD formation in heteroepitaxial growth
is assumed to be entirely mediated by random adatom
diffusion and irreversible attachment upon direct con-
tact between a diffusing adatom and the step edges of a
growing epitaxial island, and the atomic events should be
independent of the energetics and the size of the island
besides Section 3.2.5. Alternatively, in the reaction ki-

netic model, as described in this subsection for the nu-
cleation and growth of a QD, the probability that an
epitaxial island will capture an adatom and grow in size

depends on the energetic factors, which can be given as
an explicit analytical expression in terms of the island
size. In addition, the capture of an adatom by a growing
island of any size is reversible, and the adatom located
on the edge of a growing island can detach from it at any
moment with a certain probability.

In the reaction kinetic model [129–135], the growth

of a QD via individual adatom events of atomic attach-

ment to and detachment from the epitaxial island can be

expressed in the form of a chemical reaction,

A1 + As ↔ As+1, (3.3.1)

where A1 and As are identified as an adatom and a clus-

ter of size s in the ensemble of QDs, respectively. The

chemical reaction (3.3.1) indicates that an adatom may

attach to an island of size s to convert it into an island

of size (s + 1); inversely, an island of size (s + 1) can

be decomposed into an island of size s and an isolated

adatom. This reaction kinetic model is also mean-field in

nature, and the time evolution of the densities ns of epi-

taxial islands of different sizes s induced by the reaction

in (3.3.1) can be expressed by the MFREs as follows:

dn1

dt
= F − 2σ1n

2
1 − n1

∑

s�2

σsns + κγ2n2 + κ
∑

s�2

γsns,

(3.3.2)

dns

dt
= σs−1ns−1n1 − σsnsn1 + κγs+1ns+1 − κγsns.

(3.3.3)
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In these MFREs for the reaction kinetic model, F is

the atomic flux, and κ is a parameter defined as the

ratio between the attachment and detachment rates σs

and γs. These two sets of kinetic parameters are size-

dependent, and their analytical expressions can be ob-

tained by the principle of detailed balance and the self-

consistent scheme of Bales and Zangwill [133]:

σs = sq/(1 + e
∆s
kT ), (3.3.4)

γs = sq/(1 + e−
β∆s−1

kT ), (3.3.5)

where ∆s = Es+1 − Es, and Es is the formation energy

of an island of size s.

Together, Eqs. (3.3.2) and (3.3.3) can be reduced to

the Becker–Doring equation [70] of the form

dns

dt
= σs−1ns−1 − (σs + γs)ns + γs+1ns+1

+(n1 − 1)(σsns − γs−1ns−1), (3.3.6)

which can be further reduced to a continuum equation

when the island size s becomes so large that it can be

treated as a continuous variable x. This continuum equa-

tion is a Fokker–Planck equation of the form

∂n(x, t)

∂t
= − ∂

∂x
[J(x, t)], (3.3.7)

J(x, t) = v(x, t)n(x, t) − ∂

∂x
[D(x, t)n(x, t)], (3.3.8)

where J(x, t) is the flux in the configurational space of
the cluster sizes. The first term in Eq. (3.3.8) is called the
drift term, whereas the second term is called the diffusive
term, where v(x, t) and D(x, t) are the time- and size-
dependent drift and diffusion coefficients, respectively.
The Fokker–Planck equation (3.3.8) is also generally re-
garded in the literature as a standard approach to study-
ing time-dependent nucleation, growth, and evolution of

an ensemble of nanostructures [136, 137]. By using some
further mathematical tricks and physical assumptions,
Eq. (3.3.8) can be solved by numerical methods to ob-
tain the time evolution of the QD size distribution n(x, t)

[135, 136].
To describe the time evolution of an ensemble of QDs

taking into account the island growth energetics, Ross
et al. [83] adopted an alternative approach that is sim-
pler than that used by Bales and Zangwill [133]. Ross et
al. [83] expressed the formation energy of a 3D island in
terms of its volume V in the dimensionless formula

E = V 2/3α4/3 − V α, (3.3.9)

µ = ∂E/∂V = 2V −1/3α4/3/3 − α, (3.3.10)

where α is a constant determined by the facet angle of

a 3D island. In addition to the growth in the mean-field

island size driven by the deposition flux F , a coarsening

process occurs in which islands with a smaller chemical

potential µ than the mean-field value µ̄ grow at the ex-

pense of those islands with a larger µ than µ̄. With an

appropriate scaling of the units of time, island growth is

governed by the dimensionless equation

dV/dτ = V 1/3(µ̄ − µ). (3.3.11)

The mean-field chemical potential µ̄ is determined by

the constraint that the rate of volume change integrated

over all the QDs must equal the total flux incident on

the surface. Again, the time evolution of the island size

distribution of a QD ensemble governed by Eqs. (3.3.9),

(3.3.10), and (3.3.11) can be expressed by the Fokker–

Planck equation (3.3.7) and Eq. (3.3.8). In addition,

the approach developed by Ross et al. [83] was also

adopted by Bimberg et al. [138, 139] and Bergamas-

chini et al. [140] to identify a metastable state with a

narrow Gaussian-type QD size distribution established

by an anomalous coarsening process in an ensemble of

QDs during growth or annealing.

Note that in the conventional kinetic growth theories
(as described in Sections 3.2 and 3.3), only some statisti-
cal average quantities such as the total island density, av-
erage size of islands, and island size distribution in an en-
semble of QDs can be provided. In addition, it is implic-
itly assumed in these theories that once an adatom is cap-
tured by a growing QD, the QD instantaneously restruc-

tures itself and accommodates the newly incorporated
adatom to a proper position in the growing 3D island or
nanocrystallite with a geometrically compact shape. This
seems to be inappropriate and inconsistent with the well-
established experimental fact that the rate of adatom
diffusion along a step edge and around a step corner,

as well as that of migration up a 3D epitaxial island,
should be much slower than that of adatom diffusion on
a smooth terrace [20]; in the former diffusion events, an
adatom has more nearest neighbors to break off than an
isolated adatom on a terrace. Without restructuring after
aggregation of a large number of adatoms on the surface,

the aggregate of adatoms should be dendritic or fractal
in geometrical shape or structure, similar to the situa-
tion in diffusion-limited growth (see the review in [141])
or diffusion-limited aggregation [142]. Therefore, with-
out considering how an atomic aggregate restructures it-
self or relaxes from a fractal object to a compact 3D

epitaxial island, modeling the formation of a QD as just
an adatom aggregation phenomenon differs significantly

from the realistic situation for the formation of a com-

pact 3D epitaxial island or a QD during epitaxial growth.

3.4 Kinetic Monte Carlo simulation

As mentioned above, in the theoretical community inves-

tigating epitaxial growth from the vapor phase, it is com-
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monly believed that the time evolution of the growth sur-

face morphology is due to atom deposition and random

adatom diffusion, as well as the attachment of adatoms to

step edges on the growth surface. One important reason

for the popularity of this dynamic growth scenario may

be that it can be fully implemented by a KMC simulation

[143–148], in addition to being expressible in analytical

form on the basis of the surface diffusion equation and

MFREs. At present, the KMC simulation is generally

regarded as the only method capable of describing sur-

face evolution with atomistic details on experimentally

relevant time and length scales. In KMC simulations of

homoepitaxial growth, the fundamental atomistic pro-

cesses are deposition and individual adatom diffusion,

whose kinetics is approximated by thermal hopping from

site to site on the surface, and the temporal resolution is

in the range of 10−4–10−6 s. The stochastic and discrete

nature of adatom motion and their thermal fluctuations

are fully taken into account, and the KMC simulation

method is currently regarded as the most atomistically

detailed, faithful, useful, and promising way to describe

the dynamics of epitaxial growth of both a thin film and

an ensemble of 3D islands. At each numerical step dur-

ing the KMC simulation of an epitaxial growth system,

all the atomistic events on the M ×M lattice sites (e.g.,

with cubic symmetry and an M value of a few hundreds)

are listed, and a periodic boundary condition is imposed;

then the occurrence probability of each of these atomic

events is calculated. In homoepitaxial growth, the hop-

ping rate pi of the adatom on lattice site i is expressed

by the Arrhenius law

pi = v exp

(

−Es + niEn

kBT

)

, (3.4.1)

where v is the relevant pre-factor (typically 1012–1013/s),
Es is the binding energy to the growth surface, En is the
binding energy to a single nearest neighbor, ni gives the
number of nearest neighbors to the adatom, and kB and
T are the Boltzmann constant and absolute tempera-
ture, respectively. Among all the listed atomistic events,
one is randomly chosen to occur in each simulation step

according to its relative probability. The probability for
deposition of an adatom on a lattice site at a given mo-
ment is expressed as

Pd =
F

F +
∑M2

j=1 pj

, (3.4.2)

and the probability of the adatom on the lattice site i

making a hop is

Pi =
pi

F +
∑M2

j=1 pj

. (3.4.3)

The generic KMC model based on these three expressions

has been successful in revealing some qualitative trends

in epitaxial growth, such as a scaling law for island size

distributions, and quantitative predictions, such as the

occurrence and decay of the RHEED signal (see, for ex-

ample, Ref. [148]).

In KMC simulations of QD formation in heteroepitax-

ial growth, such as MBE InAs/GaAs(001), in addition

to the chemical bonding energy, the elastic strain energy

caused by lattice mismatch has to be taken into account

in determining the adatom hopping probability, and the

Arrhenius law, Eq. (3.4.1), for the probability of adatom

diffusion is transformed into the form [149–151]

pi = v exp

(

−Es + niEn + Ec(x, y)

kT

)

, (3.4.4)

where Ec(x, y) is the local strain energy at the plane

position of (x, y) and is a long-range field, instead of be-

ing local like the effects of Es and niEn [152–155]. The

elastic strain is expected to affect adatom diffusion by

reducing the binding energy of an adatom to the surface

and to other surface atoms, and the value of Ec(x, y)

is always negative in Eq. (3.4.4). Therefore, an adatom

should move more rapidly in places where the absolute

value of Ec(x, y) is relatively large, which causes more

adatoms to drift from the highly strained surface re-

gions toward regions where the lattice is less strained.

On the basis of physical intuition, it is well known that

the top of a 3D island is more elastically relaxed than

the regions at its base. In consequence, in the KMC sim-

ulation of QD growth, adatoms are driven uphill a 3D

island by the gradient in the elastic strain field, and the

3D island grows in height as well as lateral size. Indeed,

Eq. (3.4.4) seems to be versatile in describing the for-

mation of 3D growth morphologies in the SK growth

mode. Moreover, by adding a wetting energy to the nu-

merator in Eq. (3.4.4), the formation of a WL with a

certain critical thickness can be observed [156, 157] in

the KMC simulation. Furthermore, by taking account of

the anisotropy in the surface free energy and surface dif-

fusion [158], the faceting of the side wall of a 3D island

or QD is also realized in the KMC simulation.

Note that although the atomistic model used in KMC

simulations of QD formation is very simple in its phys-

ical concepts, it is somewhat computationally expensive

in numerical simulation. In taking account of the local

strain energy Ec(x, y) in Eq. (3.4.4), it has to solve the

elastic equations at every numerical time step; the re-

sult is the inverse of the diffusion constant and often

O(10−6s) or smaller. Therefore, when the KMC method

is applied to heteroepitaxial growth, the system must be

rather small [159, 160] compared with the system size

when it is applied to homoepitaxial growth.
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In combination with the use of density functional the-

ory to calculate the microscopic parameters obtained

from first-principles calculations, KMC simulation of

an epitaxial growth system describes the physical sce-

nario on the growth surface in terms of an ensemble

of atomic deposition and diffusion events. The KMC

method seems to reliably account for the lattice discrete-

ness, non-equilibrium condition, and stochastic nature

of each atomistic event. Therefore, a KMC simulation

is generally expected to faithfully reproduce the surface

morphological evolution and 3D epitaxial island growth

in lattice-mismatched heteroepitaxial growth. This ex-

pectation for the KMC method seems to be successfully

realized in some simple metallic systems without lat-

tice mismatch [161–164]. However, it is well known that

a growth process that can be simulated by the KMC

method is Markovian, so the consequence of one step of

the process has no influence on the next step. In addi-

tion, the movement of individual adatoms is regarded

as the only thermally activated motion in a KMC sim-

ulation. Therefore, in a KMC simulation, any form of

collective motion simultaneously involving a large num-

ber of adatoms and any possible correlation in adatom

motion in both the temporal and spatial range are com-

pletely ignored. More importantly, the epitaxial growth

that can be simulated by the KMC method has to be a

very time-lengthy process in practice (this topic will be

further explored in Section 3.5 and Section 3.6), which

is obviously inconsistent with experimental observation

of InAs QD formation, as demonstrated in Section 4.

3.5 Building a QD

Although the literature contains many theoretical in-

vestigations of QD formation, as described in the last

four subsections, the fundamental concepts of the phe-

nomenon still seem to be rather confused. According to

the surface relaxation theory in Section 3.1, QD for-

mation should result from a morphological relaxation

process of an elastically strained thin film on a lattice-

mismatched substrate. In Sections 3.2 and 3.3, QD for-

mation is described as an adatom aggregation process

via adatom diffusion and attachment to the step edges

of epitaxial islands. In KMC simulations, as described

in Section 3.4, QD formation is a 3D growth process

driven by both atom deposition and lattice mismatch,

with mass transfer via surface diffusion. In fact, each of

these different theoretical descriptions should be appro-

priate to a different physical scenario. However, in the

literature, they have all been regarded, implicitly or ex-

plicitly, as alternative and effective approaches to inter-

pret the QD formation. From these theories, it is still not

clear whether the QD formation process should be mor-

phological relaxation, adatom aggregation, or nanocrys-

tal growth driven by deposition, which differ distinctly

from each other in their physical nature. Moreover, the

theories listed above provide no or little information on

how a compact crystalline QD is built from individual

atoms, or how nanocrystal growth proceeds on the sur-

face. The purpose of this section is to describe how a

QD can be constructed in the framework of traditional

kinetic theories.

3.5.1 Surface morphological relaxation

From the viewpoints of Sections 3.1 and 3.2, QD forma-

tion has to undergo a relaxation process driven by elastic

strain and surface tension. In Section 3.1, QD formation

is simply described as a surface morphological relaxation

process from a 2D flat film into a 3D surface morphol-

ogy, and the relaxation process is driven by the gradi-

ents of both the elastic strain and the capillary effect,

whereas in Section 3.2, QD formation is described as an

aggregation process in which a large number of adatoms

aggregate into an ensemble of QDs. In the latter case,

the formation of a compact 3D epitaxial island has to

exhibit two successive distinct stages owing to the well-

known fact that adatom diffusion on a smooth terrace is

much faster than atomic motion either along a step edge

or upward on a 3D epitaxial island. Because of the differ-

ence in the surface diffusion behaviors in the formation of

a QD, as described at the end of Section 3.3, first a large

number of adatoms aggregate into an epitaxial island via

terrace diffusion, which should be fractal or dendritic in

geometry, and then a morphological relaxation process

follows, during which the adatom aggregate restructures

itself and transforms from a fractal object or dendrite

to a compact 3D epitaxial island to further reduce the

associated strain energy and surface free energy.

Before the morphological relaxation process occurring

during QD formation is described, the concept of ther-

mal roughening of a crystalline surface of a solid should

be recalled. It is well known that the roughening tem-

perature TR of the crystalline atomic plane is defined as

the temperature at which it transforms from a flat (or

faceted) morphology to a rough one at the atomic scale

in thermodynamic equilibrium. Whether the crystalline

surface is atomically rough or faceted has an important

impact on the kinetics of the surface morphological re-

laxation as well as the crystal growth process. If the tem-

perature is above TR and the surface is microscopically

rough, there should be a large number of binding or ad-

sorption sites on the surface lattice for adatoms to settle

down, and the rate of the surface morphological change

108101-16 Ju Wu and Peng Jin, Front. Phys. 10, 108101 (2015)



REVIEW ARTICLE

is determined only by adatom diffusion. In this case, the

surface relaxation process occurring on a relatively large

object can be described by the mathematical continuum

theory established by Herring [59] and Mullins [60]. An

important conclusion of this continuum theory is that the

time teq required for the system to reach the equilibrium

morphological state scales with the fourth power of its

linear dimension. This result is consistent with the com-

mon experience that a macroscopic solid maintains its

non-equilibrium shape indefinitely. In contrast to macro-

scopic solid bulk objects, nanocrystallites can rapidly

change their shape by means of surface diffusion, and

their behavior resembles that of a liquid droplet [165].

The topics related to the timescale of the relaxation pro-

cess associated with crystalline surface morphology will

be further discussed in Section 3.6.

Below their TR, the sidewall facets of a crystallite are

all faceted and atomically flat. During the surface re-

laxation process, diffusing adatoms on these crystalline

facets have to find a step edge to settle down, and the rate

of the surface relaxation process depends on the proba-

bility of the nucleation of a new 2D atomic layer on a flat

facet, which may encounter a quite large energy barrier

for the formation of the step. Therefore, the morpholog-

ical change or surface relaxation of a faceted 3D island

proceeds via events such as nucleation of new atomic lay-

ers and advancing or receding of the atomic steps on a

singular crystalline plane [166], and the continuum the-

ory, which is appropriate to a thermally roughened crys-

talline surface when T > TR, can no longer be applied.

Herring [167] pointed out that in the absence of screw

dislocations or surface catalysts, nucleation of a new

atomic monolayer on a flat crystalline facet is likely to

constitute an insuperable barrier to any surface-tension-

motivated morphological change that requires the growth

of low-crystalline-index planes. This argument was fur-

ther emphasized by Mullins and Rohrer [168, 169]. For

this reason, at temperatures below TR, nanocrystallites

can be trapped for a relatively long time in a sequence

of metastable configurations before finally reaching the

equilibrium morphology. Therefore, the timescale for a

morphological change process occurring in a small crys-

tallite should be much longer below TR than above TR,

and this has been well confirmed by both experiments

and KMC simulations [170, 171].

The surface morphological relaxation theory described

in Section 3.1 for QD formation is currently popular in

the literature. However, it has a very obvious drawback

that has been overlooked by researchers who favor the

theory: The surface morphological relaxation should be,

in essence, an annealing process driven by the capillary

effect and/or strain energy, instead of a crystal growth

process driven by the deposition flux. The former pro-

cess requires much more time than the latter. However,

as will be shown in Sections 3.6 and 4, experimental InAs

QD formation is practically a much more rapid process

than the deposition flux. Therefore, the morphological

relaxation theory for the QD formation process should

be simply unreasonable in terms of the relevant experi-

mental timescale.

3.5.2 Uphill mass transfer and 3D epitaxial island

growth

In describing epitaxial growth of 2D islands in the sub-
monolayer regime of an epitaxial growth system, only
the lateral mass transfer on the flat terrace needs to be
considered. In contrast, if a 3D epitaxial island develops
out of the growth plane with a growth rate significantly
faster than the deposition flux (as in InAs QD forma-

tion), an effective uphill mass transfer or flux along the
island sidewall has to occur at a much more rapid rate
than the deposition flux. In this subsection, a few of the
various mechanisms suggested in the conventional theo-
ries for uphill mass transfer and the associated 3D growth
morphology are described briefly.

3.5.2.1 Kinetic roughening

In MBE growth, if an adatom’s movement is limited to
the neighborhood nearest its landing site by some geo-
metrical mechanism (i.e., the trapping effect of the local
lowest atomic positions), the growth surface will become
increasingly rougher, resulting in an irregular 3D surface
morphology due to the stochastic nature of both the

deposition flux and adatom diffusion. This phenomenon
is called kinetic roughening and has been extensively
studied, mainly theoretically and by numerical simula-
tion, in the past three decades as a topic interesting in
both fundamental research and a large number of practi-
cal systems [172–174]. In the theory, to quantitatively ex-
press the growth surface morphology, the growth surface
width is defined as

W (L, t) = 〈1/L2〉
L2

∑

i

(h2
i − h̄2)1/2, h̄ = 〈1/L2〉

L2

∑

i

hi,

(3.5.2.1.1)

where hi is the height of the atomic column at site i of a

growth surface lattice of dimensions L. According to the

solid-on-solid model, where no overhangs or vacancies

exist inside the growing lattice structure, the dynamic

evolution of W (L, t) is described by the coarse-grained

continuity equation:

∂h

∂t
+ ∇ · j = FΩ + η(x, t), (3.5.2.1.2)
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where j is the local surface current, F is the incom-

ing flux, Ω is the surface cell volume, and η(x, t) is a

Gaussian-uncorrelated white noise. With some simplify-

ing assumptions, Eq. (3.5.2.1.2) can be solved numeri-

cally [172–174], which demonstrates that, in the early

growth period, W (L, t) increases with time t according

to the power law

W (L, t) = tβ , (3.5.2.1.3)

where β is called the growth exponent. It was theoreti-

cally confirmed that the maximum value of the growth

exponent, β = 1/2, occurs when surface diffusion is

completely suppressed and a deposited adatom remains

at the site where it initially landed. The situation with

β = 1/2 is called Poisson growth in the literature. The

situation is also referred to in the literature as the statis-

tical growth or random deposition limit (see the review

article Ref. [177] and references therein). This period of

time in epitaxial growth is called the growth regime when

Eq. (3.5.2.1.3) holds. For a long limit or an asymptotic

time, the growth phenomenon approaches the steady

state, at which the surface width remains constant and

is characterized by the power law

W (L, t) = Lα, (3.5.2.1.4)

where α is the roughness exponent.

More generally, both Eqs. (3.5.2.1.3) and (3.5.2.1.4)

satisfy the dynamic scaling form as proposed by Family

and Vicsek [175]

W (L, t) = tβf(L/t1/z), (3.5.2.1.5)

where β = α/z in Eq. (3.5.2.1.5) is a growth exponent

that describes the short-term growth behavior, and the

scaling function f(u) has asymptotic properties such that

f(u) ∼ const for u → 0 and f(u) ∼ uα for u → ∞.

The roughness exponent α and dynamic exponent z de-

scribe the asymptotic behavior of the growing interface

on the large length scale and long timescale, respectively.

In theory, all dynamically evolving interfaces controlled

by stochastic and random deposition and diffusion and

satisfying Eq. (3.5.2.1.2) can be classified into a limited

number of different universality classes according to the

values of the exponents α and β. The classification is de-

termined mainly by the structural symmetry and space

dimensionality of a growth system, independent of its

particular microscopic details.

3.5.2.2 Formation of growth mounds and huts in

homoepitaxial growth

According to conventional kinetic theory of epitaxial

growth of a film on a substrate, if there is no additional

restriction preventing an adatom on the upper terrace

from crossing a step downward to the lower terrace via

diffusion, the film will grow via the 2D or layer-by-layer

growth mode, and no 3D features or islands will develop

on the growth surface. This is because, in atomic kinetic

theory, the average adatom diffusion length on a terrace

is intrinsically assumed to always be larger than the max-

imum lateral size of the 2D islands before they coalesce

into a complete atomic layer across the entire growth

surface. This guarantees that an adatom atop a 2D is-

land can always step down and be incorporated into the

atomic step edges bounding the 2D island, rather than

forming a new nucleus with its counterparts on the top of

the 2D island [176, 177]. The layer-by-layer growth mode

can usually be achieved by controlling the experimental

parameters such as the temperature T and incident flux

F . If some intrinsic physical mechanism becomes domi-

nant over the effect of T and F so that the layer-by-layer

growth mode becomes out of control, a growth instabil-

ity is said to occur; this generally results in 3D growth

features or morphologies at the nanoscale [178]. This sub-

section focuses on the growth instability induced by the

additional energy barrier an adatom meets when it steps

down a step edge on the growth surface.

During epitaxial growth, if the adatom movement of

stepping down an atomic step is hindered to some ex-

tent by an additional energy barrier induced by the pres-

ence of the step, nominal uphill mass transport occurs,

and 3D mounds will develop with a regular geometrical

shape; these 3D growth mounds are often called “wed-

ding cakes” in the literature. In practice, a wedding cake

typically occurs in homoepitaxial growth of metals at a

relatively low substrate temperature and has been sys-

tematically investigated both theoretically and experi-

mentally (see, for example, Refs. [179, 180]). In this case,

a step-edge energy (SE) barrier that prevents an adatom

from stepping down a terrace at its edges is usually en-

countered, and the adatom tends to be reflected by the

downward step at one side of the terrace toward the up-

ward step on its other side. Therefore, the effect of the SE

barrier produces a nominal uphill current of adatoms Jup

[181–183]. In addition, an equivalent mechanism leading

to the formation of growth mounds during MBE growth

was also proposed by Amar and Family (AF) [184], in

which adatoms on terraces are attracted toward the base

of a step because of a short-range attractive force. Simi-

lar to the SE barrier, the AF mechanism causes atoms on

terraces to preferentially collect at up-steps rather than

down-steps, leading to the mounded morphology or wed-

ding cakes.

In their numerical simulations of QD formation in het-

eroepitaxial growth using the KMC simulation, Brunev
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et al. [185] interpreted QD formation in terms of the

upward adatom current Jup induced by the SE energy

barrier. They defined the ratio of Jup to the downward

current Jdown, R = Jup/Jdown, and their result shows

that QDs can form only when the value of R is suffi-

ciently large [186]. However, it has been proven that,

even when the SE barrier is infinitely large, the step-

down motion of an adatom is completely prohibited; i.e.,

at R = ∞, a 3D growth mound grows to a height h,

which is equivalent to the surface width W (L, t) defined

in Eq. (3.5.2.1.1), with a deposition amount θ (mono-

layer) according to the Poisson growth law, as defined in

the last subsection (see, for example, Refs. [177, 187,

188]). This is obviously a remarkably inefficient mass

transport mechanism for the self-assembly of QDs, at

least in the MBE InAs/GaAs(001) system.

3.5.2.3 Super-epitaxial growth

In the conventional kinetic theories, the mass transfer
necessary for the formation of 3D growth morphologies
in epitaxial growth occurs via adatom diffusion, and the
height of a 3D epitaxial growth feature should increase
progressively with increasing deposition amount θ. As
demonstrated in the last subsection, if there is no genuine
uphill mass transport during epitaxial growth, and the

3D growth morphologies on the surface are simply in-
duced by the combined effect of the stochastic nature in-
herent to both the deposition flux and adatom diffusion,
as well as the effect of an infinitely large SE barrier at the
step edges, the surface width W increases with increasing

θ according to the Poisson growth mode, W (L, t) ∝ θ1/2.
If a practical or genuine upward mass transport is caused
by some mechanism other than the stochastic nature
of the deposition/diffusion or the SE effect, the growth
width of the surface will also increase with increasing
θ according to the power law W (L, T ) = θβ with a
growth exponent β > 1/2. Hereafter, the growth behav-

ior with a growth exponent β > 1/2 is called “super-
epitaxial growth behavior.” In the conventional kinetic
theory, QDs are generally considered to grow via up-
hill mass transport of adatoms driven by the lattice-
mismatch strain [189], which can be implemented well

in KMC simulations [190–194]. In their KMC simulation
of the heteroepitaxial growth (with the elastic property

of the system similar to semiconductors) at a lattice mis-

match of 5%, Ratsch et al. [192] observed the formation

of 3D islands that grow according to the super-epitaxial

growth law

h ∝ θ0.7. (3.5.2.3.1)

This simulated result demonstrates that the elastic strain

is slightly more efficient in driving uphill mass transport

than the stochastic nature of the deposition and diffusion

as well as the SE barrier in the Poisson growth. However,

it has been experimentally shown that an InAs QD can

rapidly grow into a mature height of more than 30 ML

with an additional deposition of about 0.01 ML of InAs,

with the former being about 3000 times larger than the

latter [13]. This super-epitaxial growth behavior is in-

deed astonishing and extraordinary from the viewpoint

of the conventional kinetic theory.

In fact, super-epitaxial growth behavior has report-
edly occurred in many experimental studies of epitaxial
growth. For example, Buatier de Mongeot et al. [195] ob-
served super-epitaxial growth of Al huts on the Al(110)
substrate due to the faceting instability of an unstable or
metastable smooth crystallographic plane. These regular
3D Al islands have precise slope selection with the major

and minor sidewalls terminated by the {111} and {100}
planes or facets, and are 10 times taller than the Al depo-
sition amount of 10 ML. The discovery of the formation
of Al huts of unusual height is claimed and applauded as
a significant step toward self-assembly of nanostructures

during epitaxial growth by Fichthorn and Scheffler [196],
and cannot be attributed purely to insufficient downward
adatom diffusion induced by the SE barrier; in this situa-
tion, more significantly massive uphill adatom transport
is obviously required [197, 198].

Incidentally, the super-epitaxial growth phenomenon
defined above has also been experimentally observed
in metal/semiconductor heteroepitaxial systems, where
3D epitaxial metal islands form with a preferred height

because of quantum size effects (QSEs) or electronic
growth [199, 200]. Among these systems that exhibit a
QSE-induced height, 3D Pb islands in the Pb/Si(111)
system stand out for their remarkably efficient super-
epitaxial growth [201]. It was observed that during epi-

taxial growth of Pb on the Si(111)-(7×7) substrate with
a slow deposition rate of 0.025 ML/min and a substrate

temperature of 240 K [202], 3D Pb islands of 4–6 ML

formed at a deposition coverage of θ = 1.5 ML. When the

Pb coverage increased by ∆θ = 0.25 ML, these 3D Pb is-

lands grew by several monolayers. Furthermore, these Pb

islands also exhibit an unanticipated fast lateral expan-

sion on the Si(111) substrate. These behaviors are obvi-

ously inconsistent with the conventional kinetic growth

theory based on adatom diffusion. On the basis of ex-

perimental observations [200, 201], it was suggested that

the mass transfer for such super-epitaxial growth at a low

temperature proceeds via continuous spreading of the Pb

WL across the growth surface [201, 202].

3.5.3 Nanocrystal growth

From the viewpoints of both simple physical intuition
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and conventional growth kinetic theories, building a QD

on a growth surface in heteroepitaxial growth should be

very similar to the construction of a skyscraper on the

ground. The entire job can be divided into two parts,

transporting building materials (adatoms) to the con-

struction site and putting them into position. The first

job can be conventionally described by adatom aggrega-

tion, as mentioned in Section 3.2; the second job can be

traditionally described as nanocrystal growth in terms of

the classic step-flow picture originally proposed by Bur-

ton, Cabrera, and Frank [203]. In models of nanocrys-

tal growth, the growth surface is regarded as having the

well-known terrace-step-kink structure model for a vic-

inal crystalline surface, and the key atomic events are

intralayer transport of adatoms and their attachment to

the kink sites or step edges [204, 205]. Currently, two

speculative simple physical scenarios are frequently re-

ferred to in the literature on nanocrystal growth during

the self-assembly of a QD. One of them is the method

used by ancient Egyptian farmers to build a pyramid

for their Pharaohs by using a large number of pieces

of stone. In the pyramid-building kinetic pathway for

nanocrystal growth [206–211], a square atomic layer with

its length determined by the misfit-epitaxial stress is laid

down first; then a second atomic square with a smaller

size is laid down upon it, followed by a third atomic

square with a still smaller size, and so on. Although it

is efficient for building a pyramid with a square base,

the pyramid-building method cannot deal with a mul-

tifaceted QD. Another kinetic pathway is the so-called

facet growth mode. In the facet growth kinetics, a very

small 3D precursor, which may be a small mound sur-

rounded by a set of atomic steps [212, 213], forms first, ei-

ther as the result of a thermal fluctuation or as a stochas-

tic perturbation. As its size increases, the 3D precursor

somehow becomes a small faceted 3D island with a reg-

ular geometric shape, such as a pyramid bound by the

{105} facets in a Ge/Si(001) system or by the {137} face

facets in InAs/GaAs(001). Once the faceted sidewalls are

fully formed around the 3D island, classical 2D layer-

by-layer nucleation and growth occur on these sidewall

facets [214–222]. As the 3D island increases in size by

facet growth, at some critical point, steeper facets suc-

cessively appear on its sidewalls. It was also suggested

that a QD forms by a combination of these two types

of growth kinetics [223, 224]: the 3D island first grows

in the layer-by-layer mode along the direction normal

to the surface of the substrate, and then sidewall facets

with certain crystallographic orientations are formed on

it, and layer-by-layer growth proceeds on these sidewall

facets.

According to the above physical scenario or classical

step-flow growth mode, the nucleation of a new atomic

layer on the sidewall facets is neglected, and there must

be a train of steps for growth to proceed continuously.

However, it is well known that the geometrical shapes

of QDs are highly faceted in both InAs/GaAs(001) and

Ge/Si(001), and the layer-by-layer growth process occur-

ring on the nanofacets in the conventional kinetics should

involve the repeated nucleation of a new atomic layer on

these sidewall facets. To date, this topic has not been

systematically discussed. It can be speculated that, sim-

ilar to the surface relaxation process of a small crystallite

below the roughening temperature, as discussed in Sec-

tion 3.5.1, these nucleation events may also encounter

a quite large energy barrier in the nanocrystal growth

process, which would make QD formation a much longer

process; this is significantly inconsistent with the exper-

imentally observed timescale of InAs QD formation, as

will be discussed further in the next subsection.

3.6 Timescale and nature of QD formation

Experimentally estimating and discussing the timescale

on which an InAs QD forms can illuminate the nature

of the process. In this subsection, the timescales consis-

tent with the kinetic pathways for QD formation sug-

gested in the conventional kinetic theories are analyzed

and discussed.

3.6.1 Surface relaxation processes

In theory, the timescale for a surface relaxation to pro-

ceed should be determined by the surface kinetic coeffi-

cients or parameters, such as the adatom diffusion coef-

ficient Ds and adatom concentration, which depend on

the material parameters and the substrate temperature

T . For MBE InAs/GaAs(001), these relevant material

parameters are mostly unknown at present. However, we

can obtain a basic idea of the timescale by looking at two

relevant experimental observations in the literature.

As experimentally observed by Watanabe et al. [225],

the flat surface morphology in MBE Si0.75Ge0.25/Si(001)

formed with a relatively rapid deposition flux (� 1.9

ML/s) at T = 600◦C progressively roughened with a

characteristic length scale Lc owing to the ATGS insta-

bility after the fluxes were turned off. According to the

ATGS instability theory in the linear regime [226, 227],

the roughening rate ωc can be expressed as

ωc = Dsn0

(

σ2
0

2MkT

)

Ω2L3
c , (3.6.1.1)

where Ds, n0, and Ω are the diffusivity, concentration,

and volume, respectively, of the adatoms responsible for
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mass transport on the surface; M is the plane strain

modulus. The timescale for 3D morphology to form with

a characteristic length scale can be defined as τc = 1/ωc.

For Si0.75Ge0.25/Si(001) at the substrate temperature

T = 600◦C and Lc = 80 nm, it is theoretically estimated

that τc ≈ 20 s, whereas in an experimental measurement

of the material system, τc ≈ 80 s [225]. It will be shown

in Section 3.6.4 that this order of magnitude (20 s or

80 s) for the timescale is remarkably larger than that

experimentally observed for InAs QD formation in MBE

InAs/GaAs(001), which is usually smaller than a fraction

of 1 s. In addition, in the conventional relaxation theory

of the nature of the QD formation process, it has to

be assumed that an unstable or a metastable epitaxially

strained film much thicker than the critical thickness of

the WL should be well developed before the appearance

of QDs, and, therefore, the timescale for QD formation

should be much longer than the incident flux F . This is

also obviously inconsistent with practical situations for

the material system.

In the above case of surface morphological relaxation,

the surface morphology changes via adatom diffusion,

and no nucleation of a new atomic layer on the singular

crystalline facet is involved; this corresponds to the sit-

uation above the roughening temperature of the surface.

However, it has been well established experimentally that

most of the sidewalls of an InAs QD are faceted, and, in

theory, the corresponding relaxation process as well as

the nanocrystal growth process has to involve the nucle-

ation of new atomic layers on these faceted sidewalls of

the nanoscale, which is much more time-consuming than

the relaxation process that proceeds only via adatom sur-

face diffusion.

It can be experimentally demonstrated that if the nu-

cleation of new atomic layers on the facet is involved in

the surface morphological relaxation, the timescale of the

process will increase tremendously [228]. For example, an

ice film 1 nm in average thickness formed by vapor depo-

sition on a Pt substrate at 140 K is unstable [229], and

it de-wets to form ice nanoislands on the surface during

annealing. Just after epitaxial growth at 140 K, epitaxial

ice islands about 3 nm in height were embedded in the

one-bilayer ice WL on the Pt substrate. These ice islands

have a flat top facet. The epitaxial structure is unstable

and de-wets further, and the epitaxial ice islands grow

via the nucleation of new molecular layers on the flat top

facets. After 1 h of annealing, these ice epitaxial islands

grew by just a few molecular layers in height [229].

Another example that involves a surface morphological

change via a relaxation process below TR and the nucle-

ation of new atomic layers is an epitaxial micrometer-

sized Pb crystallite formed by vapor deposition on the

Ru(0001) substrate [230]. A Pb crystallite about 1 µm

in diameter with a stable morphology can be achieved

by lengthy annealing at a relatively high temperature. If

the temperature is quenched to a relatively low tempera-

ture TL, the surface morphology will relax toward a new

steady state. In this surface morphological relaxation

process, according to the Wulff–Herring reconstruction

[231, 232] and Andreev mapping [233], the radius of

the top facet of the Pb crystallite increases; this can be

achieved only by layer-by-layer peeling of the atomic lay-

ers, and no nucleation of a new atomic layer is necessary.

Experimentally, one atomic layer can be peeled off within

half an hour if the temperature is quenched from 300◦C

to 150◦C. In contrast, if the temperature is increased

from 110◦C to 205◦C, the radius of the top facet of a

crystallite will decrease, and this change in the surface

morphology can be brought about only by the nucleation

of new atomic layers on the facet. Experimentally, within

a few days, no new Pb atomic layer can be observed to

nucleate after the temperature is increased, and the orig-

inal shape of the crystallite is trapped for a significantly

long time [166].

According to the theory of relaxation processes, the

situation that is most apparently similar to the formation

of InAs QDs is the de-wetting of a Si film a few nanome-

ters in thickness from the SiO2 substrate [234], the so-

called silicon-on-insulator system. In the de-wetting pro-

cess, it was experimentally observed by low-energy elec-

tron microscopy [234] that voids exposing the substrate

surface in the Si film are formed by heterogeneous nucle-

ation at defects in the Si film. The area of a void grows

linearly with time, and the Si material expelled from the

void is accumulated as a rim around the void. The rim

is crystallographically faceted, and its top facet is in the

(001) orientation. As de-wetting proceeds, the area of the

void is enlarged, and the height of the rim increases. The

growth of the rim proceeds through the nucleation and

growth of atomic layers on the (001) top facet, and the

rate-limiting step is the nucleation of a new atomic layer

on the top facet [234, 235]. At 770◦C, the time interval

between two atomic layer nucleation events is about 100 s

[234]. Incidentally, the rims break down into separate

silicon nanocrystallites. From these examples of relax-

ation processes occurring in small crystallites below the

roughening temperature, as illustrated above, it should

be clear that the surface relaxation process below the

roughening temperature should proceed at a very slow

rate.

3.6.2 Adatom aggregation

As shown in Section 3.2, it has long been conventional to
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speculate that QDs form in heteroepitaxial growth by an

adatom irreversible aggregation process. However, it can

easily be shown that this speculation makes no sense for

QD formation, at least in MBE InAs/GaAs(001), when

we consider the difference in timescale between the re-

sults estimated according to the concepts of adatom ag-

gregation and those obtained in experimental observa-

tions. We can have some idea of the time required for

an adatom aggregate to form by examining the case of

noble-metal clusters formed in metal vapor [236]: The

typical metal vapor temperature Tv and pressure pv are

on the order of 1000–1500 K and 1–10 mbar, respectively.

From the kinetic theory of an ideal gas, the atomic flux

onto the surface sites of a spherical metal cluster of 100–

200 atoms is estimated to be Φv ∼ 107 s−1. Thus, a clus-

ter of 103 atoms is formed on a timescale of a fraction

of a millisecond [21]. In contrast, if a QD is formed via

an adatom-diffusion-mediated aggregation process on a

substrate, its growth rate should be proportional to the

total number of adatoms, which is directly related to the

incident flux F . If F is in the range of 0.1–0.01 ML/s,

which is usually the case in MBE InAs/GaAs(001), the

timescale to provide a sufficient number of adatoms for

an InAs QD to form should be on the order of minutes at

least, which is obviously inconsistent with experimental

observations, as will be shown in Section 3.6.4. Further-

more, in vapor or in free space, metal atoms migrate with

the thermal speed, which can be as high as several hun-

dred meters per second. In contrast, on the growth sur-

face in MBE InAs/GaAs(001), adatoms are chemisorbed

on the lattice sites, and their speed in random motion is

much slower. Hence, the extra time required for adatom

diffusion has to be considered, which makes it impossible

to speculate that an InAs QD should form via adatom

diffusion and aggregation.

In the standard nucleation and growth theory men-

tioned in Section 3.2.3 for the adatom aggregation pro-

cess on a surface, the average size of the adatom clus-

ters should be consistent with the power law in Eq.

(3.2.3.1), which has been experimentally confirmed in the

Pb/Cu(111) epitaxial growth system [237, 238]. This im-

plies that the growth rate of an adatom cluster formed by

aggregation should be relatively small in comparison to

the deposition flux F . In addition, a KMC simulation can

also be used to estimate the timescale if QD formation

proceeds via the adatom aggregation process. In KMC

simulations, QD formation is essentially described as a

strain-biased stochastic surface diffusion during which

adatoms aggregate, and they have to climb up atomic

step edges on a 3D epitaxial island driven by epitaxial

strain. The QD grows in height h with coverage θ accord-

ing to the power law h ∝ θ0.7 at a lattice misfit of 5%

[192], which should require more time in comparison to

the incident flux F = θ/t. In their KMC simulation us-

ing kinetic parameters suitable for Ge/Si(001), Gaillard

et al. [158] obtained similar results for the slow growth

rate of Ge QDs considered as an adatom aggregation

process.

3.6.3 Structural phase transformation

As illustrated in Sections 3.1–3.5, the conventional ki-

netic theories in terms of the individual atomic events

of QD formation in heteroepitaxial growth have been

extensively explored in the last two decades. Among

these theoretical processes, the surface relaxation process

above the roughening temperature TR should be the most

rapid, as it involves only surface diffusion and no nucle-

ation of a new atomic layer on a crystallographic facet

at the nanoscale. Another type of dynamical processes

that has been extensively studied in condensed matter

physics is structural phase transformations in solids or

crystalline materials induced by variation in a thermo-

dynamic parameter such as the temperature or pressure.

In general, a structural transformation requires no long-

distance atomic diffusive motion, and it proceeds very

rapidly through the entire body via atomic rearrange-

ment or atomic displacement within the unit cells or in

a crystallographic plane in the material system. There-

fore, a structural transformation is often called a collec-

tive phase transformation and is similar to a sort of the

“military” action. Three examples are presented below

to illustrate the rapidness of a structural phase transfor-

mation in solid matter.

The first example is the structural evolution of an alu-

minum film 20 nm in thickness as it underwent an ul-

trafast laser-induced solid–liquid phase transition [239].

Under normal conditions, a solid should melt through

equilibrium fluctuations. However, by using short-pulsed

lasers to deposit heat at a rate faster than the thermal ex-

pansion, it is possible to prepare extreme states of solid

matter at temperatures well above the normal melting

point, Tm, by exciting electron states in the matter [240].

The energy stored in electrons can be transferred to the

lattice within a fraction of a picosecond [240]. Solid alu-

minum in such an extreme state can be transformed into

the liquid state within 3.5 ps, which can be measured by

the femtosecond-resolved electron diffraction technique

(see the review article Ref. [241]).

The second example is the solidification of a metallic

alloy from its undercooled liquid. In the usual physical

scenario for the solidification of metallic or semiconduct-

ing materials, atoms in the liquid independently jump

across an interface and join the solid structure [242].
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At the interface, the atoms should be incorporated into

the crystalline structure more easily and rapidly than

the diffusive process in the liquid. Therefore, under a

certain undercooling condition, the rate at which the

solid–liquid interface in a metal material advances can

be approximated by the diffusive speed VD = DL/a0,

where DL is the liquid diffusive constant, and a0 is an

interatomic spacing. In general, for a metallic material,

DL ∼ 10−6 m2/s and a0 ∼ 10−10, and VD can be as high

as few tens of meters per second [219, 243]. Therefore,

the timescale for solidification on the nanometer scale

should be nanoseconds.

The third example is the bcc–hcp (body-centered

cubic–hexagonal close-packed) structural phase transfor-

mation in iron. At room temperature and ambient pres-

sure, the so-called α-iron is in the bcc lattice structure.

It is well known that under increasing pressure, iron ex-

hibits a structural phase transition at ∼13 GPa from the

bcc to the hcp structure. The transformation occurs by

a non-diffusive martensitic process and can be viewed as

a combination of an anisotropic compression in the (100)

direction of the bcc phase with a shuffle in the (011) plane

[244]. Therefore, the bcc–hcp structural phase transfor-

mation can be propagated in iron at a speed as high as

the sound velocity, 5 × 105 m/s [245, 246].

As shown in the next subsection and Section 4, it can

be experimentally demonstrated that the timescale for

the MBE InAs QD formation process on the GaAs(001)

substrate is quite short, which is obviously inconsistent

with the kinetic models based on surface relaxation,

adatom aggregation, and nanocrystal growth described

in the previous subsections of this section. The observed

timescale suggests that QD formation in a heteroepitax-

ial growth system such as MBE InAs/GaAs(001) is more

likely to be a sort of structural transformation.

3.6.4 Experimental observations of the timescale of

InAs QD growth

Experimentally, direct observation of epitaxial growth on

the atomic scale is very difficult because of limitations

in both the spatial and temporal resolution. In MBE

InAs/GaAs(001), the dynamic evolution of an ensem-

ble of QDs was generally monitored in situ via either

RHEED [247–251], the photoluminescence optical prop-

erties [252], or XRD [253]. From these experimental ob-

servations, a timescale of at least a few seconds for InAs

QD growth was extracted; this was regarded as quite fast

in comparison with the deposition rate (which is usu-

ally � 0.1 ML/s). However, these experimental measure-

ments were made on an ensemble of InAs QDs instead of

an individual QD; therefore, in interpreting the results of

these experiments, it has to be assumed artificially that

a large number of InAs QDs nucleate randomly or sta-

tistically within a very brief nucleation stage, and then

that all these QD precursors grow simultaneously in a

later stage during epitaxial growth. It should be obvious

that these assumptions are inconsistent with experimen-

tal practice for the MBE InAs/GaAs(001) system, which

will be further demonstrated in Section 4.

To perform in situ experimental observations under

realistic growth conditions without a quenching process,

during which the temperature of a sample for STM imag-

ing is lowered from the growth temperature to room tem-

perature, Tsukamoto et al. [254, 255] placed the STM in-

side the MBE growth chamber; this technique was called

STMBE. They observed that the local 2D–3D transi-

tion occurs at the critical InAs coverage on the WL very

rapidly in comparison to an ultralow deposition flux,

in which a 3D feature 1.45 nm in height and 7.5 nm

in width is well developed within a coverage interval of

0.01 ML, corresponding to a time of a few seconds. How-

ever, the experimental observation of Tsukamoto et al.

[254, 255] was performed at a very low F and a growth

temperature of T = 400◦C, which is considerably lower

than the normal growth temperature (by about 100◦C).

Note that the substrate temperature significantly affects

the growth dynamics in MBE InAs/GaAs(001). Hence,

the dynamics of InAs QD formation may differ signif-

icantly between these two growth temperatures, 400◦C

and 500◦C.

As will be demonstrated in Section 4, a QD in MBE

InAs/GaAs(001) can self-assemble itself instantaneously

or within a time less than 2×10−5 s under a given growth

condition, which is remarkably inconsistent with the clas-

sical kinetic theories describing individual atomic move-

ments according to the solid-on-solid model. In Section

6, a novel physical scenario will be presented for a rea-

sonable interpretation of the instant formation of InAs

QDs in the MBE InAs/GaAs(001) system.

3.7 Wetting layer (WL)

Although, like many other issues in the formation of InAs

QDs, the physical nature of the InAs WL is still poorly

understood [256], the basic physical picture of WL for-

mation in the SK growth mode often seems to be rather

clear and simple in many theoretical models as well as

in the interpretation of experimental observations in the

literature: A planar WL grows into a critical thickness

via the layer-by-layer growth mode on the substrate be-

fore 3D epitaxial islands begin to form or the 2D-to-3D

morphological transition occurs, and the WL thickness

should be uniquely determined by either the energetics or
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the thermodynamics [257–267]. Therefore, the main task

in a theoretical investigation of the mechanism of WL

formation in the SK growth mode should be to identify

various contributions to the formation energy of the WL

and the QDs by a technical theory such as first-principles

calculations.

In experimental practice, it is well known that there

are a large variety of heteroepitaxial growth systems that

are traditionally classified as the SK growth mode: One

or two flat atomic layers of the deposited material form

first on the bare substrate, and the formation of 3D crys-

tallites follows. However, each of these has its own partic-

ular physical or chemical mechanism for WL formation,

which is determined exclusively by such factors as the

lattice mismatch, chemical bonding (metallic versus co-

valent), surface reconstruction, and surface segregation

effect. Therefore, there should be no common growth

mode (such as layer by layer) or universal factor (such as

energetics) suitable for all of the heteroepitaxial systems

in which the so-called SK growth phenomenon occurs, as

idealized by many theoreticians in the literature. For ex-

ample, it is generally considered that group-III or group-

V metals on a semiconductor substrate, such as Si(111)-

(7 × 7), are typical systems for the SK growth mode.

At a relatively high substrate temperature, it commonly

occurs that when 1/3 ML of metal has been deposited,

the surface reconstruction is transformed from Si(111)-

(7×7) to the (
√

3×
√

3)R30◦ one [268, 269]. In each unit

cell of this reconstruction, one metal atom is chemically

bonded by three Si adatoms (each having one dangling

bond) to form a metal–Si3 unit, such as Ga–Si3 on the

Si(111) substrate [270]. As the metal coverage increases

further up to one or two atomic layers, a large number of

surface reconstruction phases or exotic surface structures

occur in sequence before epitaxial 3D islands form at the

2D-to-3D growth mode transition with increasing cover-

age [271]. Another prototypical form of heteroepitaxial

growth, in which the SK growth mode is considered to

occur, is found in the bimetal epitaxial growth system

Pb/Cu(111) [272–274]. It has been experimentally ob-

served in this system that below 0.4 ML of Pb coverage,

an ordered surface Pb–Cu alloy is formed; when the Pb

coverage is increased further, the surface alloy decom-

poses or de-alloys, and 2D Pb islands are formed [273].

Increasing the Pb coverage further causes a Pb film in the

(111) orientation to form with a lattice constant close to

the Pb bulk value until a complete film is formed [272].

Upon further Pb deposition, atoms are initially squeezed

into this first layer, compressing the film laterally by up

to 3%. During the formation of the compressed Pb layer,

its lattice constant increases smoothly with increasing

coverage independent of the substrate, indicating that

the film is incommensurate with the substrate and float-

ing on it. Deposition of more Pb finally forms the second

Pb layer. At high temperatures above 300 K, 3D Pb is-

lands subsequently grow. There may be different reasons

for compression of a monolayer; one of them is that the

binding energy of the adatoms to the substrate is high, so

as many adatoms as possible will try to bind [272]. This

process for the formation of a WL, which proceeds via

the alloying and de-alloying stages in sequence as the cov-

erage is increased, is very common for metal–metal het-

eroepitaxy. Obviously, growth processes leading to WL

formation that are as complicated as those encountered

in the Ga/Si(111) and Pb/Cu(111) systems cannot be

described by the relatively simple layer-by-layer growth

mode.

For MBE InAs/GaAs(001), Yu and Tersoff [275] at-
tributed WL formation to surface segregation of indium,
and they estimated the InAs WL critical thickness hc by
considering the effect of segregation. Walther et al. [276]
experimentally studied the crucial role played by In seg-
regation in InGaAs/GaAs(001) and concluded that 3D
island formation begins when the average concentration

of indium segregated at the surface reaches a value of
∼85%. Belk et al. [277] and Krzyzewski et al. [278]
found experimentally that during the growth of an InAs
WL, a variety of surface reconstructions can be observed,
including c(4 × 4), (1 × 3), and (2 × 4). Prohl et al.
[279, 280] studied the evolution of the InAs WL with in-
creasing InAs coverage during epitaxial growth in MBE
InAs/GaAs(001)-c(4 × 4) using STM and observed that
the WL growth behavior is much more complicated than
the conventional layer-by-layer growth mode as which it
is usually regarded. They observed that at an InAs cov-

erage of less than 0.6 ML, indium signatures appear on
the hollow sites of the unperturbed GaAs(001)-c(4 × 4)
reconstruction. The number of these indium signatures
increases proportionally with increasing InAs coverage.
However, their atomic structure is not clear, and it is not
known whether they are crystalline. When the indium

coverage increases to 0.6 ML, the surface transforms into
an atomic alloyed In2/3Ga1/3As layer with (4×3) recon-
struction, which was previously proposed on the basis

of XRD data [281]. At an InAs coverage of 1.42 ML,

the growing surface become an InAs(001)-(2 × 4) recon-

structed surface. Subsequently, InAs QDs begin to form

as the InAs coverage increases further.

In Section 6, a very simple “mechanical” mechanism

will be proposed for the formation of the WL in the MBE

InAs/GaAs(001) system.

3.8 Size limitation on the growth of InAs QDs

After growing to a certain volume, an InAs QD is ex-
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perimentally stable against further growth and seems to

have a “magic” size under ongoing deposition flux, as

first noticed by Leonard et al. [13]. The phenomenon of

self-limited growth or self-organization in InAs QD size

cannot be properly explained by the conventional the-

oretical descriptions. Like many issues on the topic of

the self-assembled QDs, the mechanism of the InAs QD

stability against further growth remains a puzzle. An en-

semble of QDs may have a global average size favored by

thermodynamics, which may contribute to producing a

uniform size distribution against Ostwald ripening; how-

ever, it cannot explain the island stability against further

growth under an ongoing incident flux. Because the QD

stability against further growth occurs uniquely in het-

eroepitaxial growth systems, such as InAs/GaAs, with

an appreciable lattice misfit, it is tempting to interpret

the stability in terms of the relaxation of the misfit strain

[282], which can be theoretically proved for 1D and 2D

systems [283, 284], such as atomic chains and disks, that

are coherent to the substrate with a smaller lattice pa-

rameter. As noted by Tokar and Dresse [283], in these 1D

and 2D cases, their free ends or edges relax outwardly,

thus providing a mechanism for strain relief with an ener-

getically favorable length or diameter. However, for InAs

QDs, 3D epitaxial islands grow in the vertical direction,

and the strain relaxation mechanism is no longer appli-

cable. This subsection describes the interpretations of

the self-limited growth and stability against the growth

mechanisms for InAs QD formation.

The QDs’ stability against further growth under an

incident flux may call to mind atomic clusters of met-

als or inert gases containing a magic number of atoms

owing to electronic or atomic shell effects in the gas

phase [285, 286] or magic metal clusters supported on

a surface, which are either induced by QSE [287, 288]

or mediated by surface reconstruction [289, 290]. How-

ever, these magic metal clusters are much smaller than

an InAs QD containing more than 104 atoms, as they are

usually composed of a number of atoms ranging from a

few up to several hundreds, or have a height of a few

atomic layers. Furthermore, the stability of these magic

clusters is relatively weak, and there may be peaks of

several sizes simultaneously representing magic clusters

of different sizes in the system. In contrast, the “magic”

size of the InAs QDs in an ensemble is unique.

To explain the narrow QD size distribution, Priester

and Lannoo [291] suggested a model of QD formation in

terms of thermodynamic concepts, via which an ensem-

ble of 2D islands forms first with a narrow peak in the

island size distribution, as the islands have a thermody-

namically favored size. Then, a morphological transfor-

mation occurs somehow in which these 2D epitaxial is-

lands spontaneously transform into 3D islands, and the

number of atoms in each epitaxial island remains un-

changed. Alternatively, Heyn [92] suggested a more sim-

plified mechanism for the QD stability against further

growth; he simply formulated the growth rate R of a

3D island in the form R ∝ (1 − Vs/Vp) (where Vs is

the volume of the growing island, and Vp is a pre-fixed

volume). It can easily be seen that the QD growth rate

decreases as its volume increases during its growth, and

the growth automatically stops at the mature volume

Vp. In discussing their experimental results, Leonard et

al. [13] suggested that the stability of the InAs QDs

against further growth is associated with a very high en-

ergy barrier for the formation of misfit dislocations in

the interface area underlying an InAs QD. Alternatively,

Kudo et al. [292] supposed that the stability of a mature

QD results from its stable faceted sidewalls, which do

not incorporate additional atoms after formation.

The stability of 3D epitaxial islands of a certain size

against further growth with ongoing deposition in het-

eroepitaxial growth seems to be unique to group-IV,

III-V, and II-VI semiconductors. In contrast, epitaxial

metal islands in epitaxial growth usually exhibit unlim-

ited grow with increasing deposition. For example, 3D

epitaxial metal islands (e.g., Au/NaCl(001) [293] and

Pd/TiO2(110) [294]) obtained in Volmer–Weber growth

may be uniform in size [295, 296]; however, these metal

epitaxial islands always grow continuously with increas-

ing coverage.

4 Experimental observations of MBE
InAs/GaAs(001)

In this section, a remark is first made on the diverse

nature of the experimental data accumulated to date for

InAs QD formation in MBE InAs/GaAs(001) in the liter-

ature. Next, the experimental observations on this topic

made by the authors themselves are summarized to show

more clearly the diversity of InAs QD formation under

different growth conditions, and to demonstrate that an

InAs QD can form within a time as short as < 10−5 s

under a certain growth condition.

4.1 A large variety of experimental data in the litera-

ture on the formation of InAs QDs

We can divide all the phenomena of scientific and techno-

logical interest into two categories: static or equilibrium

phenomena and evolving or dynamic ones. The phenom-

ena in the first category are usually simpler and more

uniquely defined; in contrast, dynamic phenomena usu-
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ally depend on the initial conditions and proceed by a

large variety of different pathways, as noted by Levi and

Kotrla in an article on the simulation and theory of crys-

tal growth [297]. Sometimes, via these different paths, an

evolving system may arrive at an equilibrium state inde-

pendent of both the initial conditions and the pathway

it has taken. More frequently, the evolving system may

be locked into one of the kinetically limited states in the

middle of the pathway it has taken by a very large ki-

netic energy barrier; alternatively, the temporally evolv-

ing system is highly sensitive and susceptible to a number

of external factors that significantly affect the evolution

process. In consequence, when a dynamical process is in-

vestigated, a large variety of distinct phenomena may be

observed in practice.

The epitaxial growth of InAs QDs is a very complex

experimental phenomenon, as it is highly delicate and

sensitive to slight variations in the MBE growth condi-

tions. In other words, the process seems to be chaotic,

and slight variations in the initial conditions and environ-

ment during the process may cause an enormously large

change in the outcome [298]. Therefore, the experimental

data accumulated on the topic to date in the literature

provide only a kaleidoscope through which a large vari-

ety of QD growth behavior can be observed, instead of

suggesting some consensus that might be framed within

one of the conventional kinetic theories that have been

thought to be appropriate to epitaxial growth phenom-

ena. For example, it was experimentally observed that

the variation in the InAs QD density as a function of

InAs coverage may be a power-law function [13, 299],

a linear form [15], or an exponential function [16, 17],

depending on the respective growth conditions, such as

the substrate temperature, incident flux, and deposition

method.

It seems that the experimentally observed diversity in

InAs QD epitaxial growth makes the phenomenon re-

markably flexible and benefits the theoreticians working

with distinctly different technical theories in formulating

the QD growth process, as each of them can always find

some experimental evidence in the literature for their

own theoretical models. To further illustrate this situa-

tion, some examples are listed below:

1) Zhang et al. [48] attributed the formation of QDs

in heteroepitaxial growth to the ATGS instabil-

ity and analyzed the kinetics of QD formation by

numerically solving a nonlinear evolution equation

for the film surface shape and morphology. They

found that their calculated results were fitted well

by the experimental observations made by Floro et

al. [300] on the heteroepitaxial growth system of

SiGe/Si(001).

2) Chen and Washburn [82] suggested that QD for-

mation is similar to an adatom aggregation process

for the formation of a 2D island. In their model,

initially, a number of adatoms irreversibly aggre-

gate into a 2D epitaxial island, which grows pro-

gressively in size. At a critical number of atoms Nc,

as determined by the energetics, the 2D island spon-

taneously changes to a 3D island, which continues

its progressive growth by collecting more adatoms.

Hence, the evolution of the island size distribution

with increasing coverage can be expressed by Eq.

(3.2.3.6), n(s, θ) = (θ/s2
av)f(s/sav). By direct in-

tegration, NQD =
∫

∞

Nc
n(s, θ)ds, the QD density

NQD can be obtained using the scaling function

f(u) = 1.1 exp(−0.27u3.7) and sav ∝ θ [119]. Chen

and Washburn successfully fitted their calculated

data with the experimental results of Leonard et

al. on InAs/GaAs(001) [13].

3) Similar to Chen and Washburn [82], Dobbs et al.

[81] also suggested that the QD formation process

is equivalent to adatom aggregation that results in

the formation of 2D epitaxial islands, which then,

at a critical 2D island size, spontaneously become

3D ones. Dobbs et al. theoretically estimated the

variation in the QD density with increasing cov-

erage θ using the MFREs and obtained a dog-leg

curve, which was experimentally supported by ex-

perimental data on metalorganic vapor phase epi-

taxy growth of InP islands on the GaP-stabilized

GaAs(001) substrate.

4) In addition, Meixner et al. [301] simulated QD

formation using the KMC simulation method and

found rather good agreement between their simula-

tion results for the island density and experimental

results for both Ge/Si(001) and InAs/GaAs(001).

5) In comparison with the theoretical works of Chen

and Washburn [82] and Dobbs et al. [81], Wang et

al. [302, 303], suggested an entirely different sce-

nario. They subdivided the QD formation process

into three distinct stages. In the first stage, nucle-

ation, a regular array of 3D island nuclei with a

fixed number density is formed. In the second stage,

growth, these 3D nuclei grow in size with increas-

ing coverage θ. Finally, coarsening occurs in the is-

land array. However, before the process arrives at

the third stage, the growth stage can be trapped in

a constrained thermodynamic equilibrium state in

which both the 3D island shape and size are uni-

form. Wang et al. [302, 303] theoretically calculated

the formation energy of a 3D island required to fix

its shape and size by trapping it in the second stage
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and found that their calculation results were con-

firmed by the experimental data of Moison et al.

[12] and Polimeni et al. [304] on InAs/GaAs(001).

6) As described in Section 3.1.2, Osipov et al. [69,

70] suggested a kinetic model on the basis of the

CNGT for QD formation in terms of the first-order

phase transformations. It is intrinsically different in

nature from either the adatom aggregation model

used by Chen and Washburn [82] and Meixner et

al. [301] and the model of Wang et al. [302, 303]; in

the kinetic model of Osipov et al. [69, 70], QD nu-

cleation occurs in a well-developed uniformly elas-

tically strained film of thickness h trapped in a

thermodynamic metastable state characterized by

a “supersaturation” ζ ≡ h/heq − 1. In this model,

the QD nucleation rate, QD growth rate, and evo-

lution of the island size distribution with increasing

coverage can be calculated theoretically using the

mathematical formula established for the kinetics of

the first-order phase transformation. Their calcula-

tion results for the average island size and island

density were found to be consistent with the ex-

perimental data obtained from an InAs/GaAs(001)

system [73].

In addition, many experimentalists have successfully

managed to fit their own experimental observations on

the QD formation without much difficulty on the QD for-

mation with one of the theoretical approaches that have

been formulated by theoreticians from different theoret-

ical schools. For example, as mentioned in Section 3.2.4,

Leon et al. [124] and Shiramine et al. [125] successfully

fitted their experimental data for InGaAs/GaAs(001) to

Venables’ theoretical expression for the saturated density

of 2D epitaxial islands [93], which was established origi-

nally for 2D epitaxial islands in the submonolayer regime

of homoepitaxial growth. Furthermore, in general, InAs

QDs are experimentally observed to be uniform in both

size and shape; i.e., the island size distribution is quite

narrow. Therefore, an underlying mechanism for self-

limited QD growth is firmly believed to exist in the liter-

ature; however, both Ebiko et al. [127] and Fafoni et al.

[89] experimentally found that the island size distribu-

tion of QDs is in accordance with the scale-invariant form

n(s, θ) = (θ/s2
av)f(s/sav), which had been confirmed to

be suitable only for diffusion-mediated atomic aggrega-

tion processes on a solid surface without any regulation

or limitation on their size during epitaxial growth.

To comprehensively review these divergent experimen-

tal observations is very challenging and difficult. Hence,

in the following, the authors simply summarize the ex-

perimental observations of InAs/GaAs(001) QD growth

performed in their own lab to emphasize the divergence

of the experimental observations and to further reveal

the significant rapidness of InAs QD formation.

4.2 Progressive epitaxial growth mode of InAs QDs

Much of the condition in our experiments described here

has been published previously [15–17]. For readers’ con-

venience, they are described in detail as follows. A buffer

layer was grown on a GaAs(001) substrate at T = 580◦C;

it consisted of 500 nm GaAs, 10 periods of an AlAs (2

nm)/GaAs (2 nm) superlattice, and 10 nm GaAs, in

growth sequence. Subsequently, T was reduced to 500◦C

or 520◦C in 5 min for deposition of 1.8 ML of InAs to

fabricate InAs QDs under an As4 atmosphere to main-

tain a c(4× 4)-reconstructed growth surface on the bare

GaAs(001) substrate. At T = 500◦C, the incident in-

dium flux was 0.1 ML/s, whereas at T = 520◦C, it was

1.0 ML/s. After the deposition of 1.8 ML of InAs, the

grown sample was immediately quenched to room tem-

perature. During InAs deposition, substrate rotation was

stopped to obtain inhomogeneous InAs coverage ranging

from 1.5 ML to 3.0 ML at 0.1 ML/s and 500◦C and from

1.6 ML to 2.2 ML at 520◦C across the 2-in. diameter of

the GaAs(001) substrate. Morphological measurements

using AFM were made step by step along the [110] di-

rection; the steps were separated by 0.15 mm or 0.5 mm,

which can be converted to the increment of ∆θ = 0.004

ML or ∆θ = 0.006 ML, respectively. The variation in

the InAs coverage with the distance along the substrate

diameter was assumed to be approximately linear.

Experimental observation of the variations in the areal

density NQD(θeff) and the average size of the InAs QDs

with increasing effective coverage θeff = θ − θc is a sim-

ple and straightforward macroscopic way to study the

evolution of an ensemble of InAs QDs, where θ is the

nominal InAs deposition, and θc is the critical cover-

age at which the formation of the WL is completed and

QD formation begins. Under the normal growth con-

ditions (T ∼ 500◦C, F ∼ 0.1–0.01 ML/s, As pressure

4 × 10−6 Torr), it is frequently observed that the QD

formation process exhibits a progressive growth regime

during which an InAs QD precursor progressively grows

to mature height with increasing θeff . This progressive

QD growth behavior is called the “progressive growth

mode” hereafter. The authors have reported that under

the MBE growth conditions of T = 500◦C and F = 0.1

ML/s, the formation process of a QD ensemble exhibits

two distinctive growth regimes characterized by differ-

ent power laws, NQD(θeff) ∝ θ1.8
eff and NQD(θeff) ∝ θ0.6

eff ,

respectively, as shown in Fig. 1 [299]. Note that the

distinct InAs QD growth regimes characterized by these
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Fig. 1 Areal density of QDs N vs. effective InAs coverage θeff .

power laws are very analogous to the growth regimes

characterized by Nx ∝ θ3 and Nx ∝ θ1/3, respectively,

for the nucleation and growth of 2D epitaxial islands

in the submonolayer growth regime in homoepitaxial

growth, as described in Section 3.2.2. More generally,

a rapid nucleation stage followed by a relatively long

growth stage, each of which is characterized by a different

power law, is a universal phenomenon in the nucleation–

condensation processes that occur in a large variety of

physical, chemical, and biological systems [305, 306].

The AFM snapshots and corresponding QD height his-

tograms in Fig. 2 represent the two growth regimes char-

acterized by the two power laws. At the moment when

θeff is infinitely small in the first growth regime, there

are only a few QD precursors, all shorter than 1 nm,

as shown in the height histogram [Figs. 2(a) and (b)].

With slightly more InAs coverage, the height histogram

evolves into a decreasing function of θeff , as shown in

Figs. 2(c) and (d). These figures demonstrate that at the

very beginning of QD formation, QD precursors of very

low height begin to nucleate, and they grow in height

progressively with increasing InAs coverage; as these first

QD precursors grow in size, an increasing number of new

QD precursors nucleate and grow in a temporal sequence,

and the average height histogram shown in Fig. 2(d) is a

Fig. 2 (a, c, e) AFM images of QDs under F = 0.1 ML/s and T = 500◦C; (b, d, f) corresponding height histograms.
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monotonically decreasing function. At about θeff = 0.042

ML, where the height histogram [Fig. 2(f)] has become a

Gaussian type, the first growth regime, characterized by

the power law N(θeff) ∝ θ1.8
eff , terminates, and the growth

behavior crosses over into the second growth regime. In

the second regime, characterized by N(θeff) ∝ θ0.6
eff , the

QD number density increases with increasing InAs cov-

erage at a much lower rate.

In the second growth regime, new QD precursors still

nucleate but at a much slower rate than that in the

first growth regime. As shown in Fig. 2(f), in the sec-

ond regime, the height histogram of the InAs QDs is a

Gaussian type centered around 5 nm, instead of a de-

creasing function of height as in the first growth regime,

as shown in Fig. 2(d). This implies that the manner of

QD growth in the second regime should differ signifi-

cantly from that in the first regime. In the first growth

regime, different QD precursors nucleate at different in-

stants, and the QD height histogram has the form of a

decreasing function [Fig. 2(d)]. In contrast, in the sec-

ond growth regime, a QD may grow very quickly after

nucleation instead of progressively with increasing cov-

erage as in the first growth regime, and the rapid QD

growth results in the Gaussian-type height histogram in

Fig. 2(f). These experimental observations even suggest

that these QDs are in the same ensemble and grow under

the same experimental conditions; they grow in different

growth modes only because their local environments, as

determined by the local QD density, are different from

each other.

The variations with increasing coverage in the average

QD height and base diameter are also distinctly differ-

ent in the two growth regimes. As shown in Fig. 3, the

average QD height h and QD width w both increase

with increasing coverage in the first growth regime. In

contrast, at the beginning of the second growth regime

at about 0.042 ML, h decreases rapidly from more than

5 nm to about 4.2 nm as the coverage increases from

Fig. 3 Average height and width of QDs, have and wave, vs. the
effective InAs coverage for F = 0.1 ML/s.

0.042 ML to 0.044 ML; simultaneously, w decreases from

32 nm to 29.5 nm. Subsequently, w fluctuates at very

small amplitudes, whereas h decreases continuously from

4.2 nm to 3.4 nm with increasing InAs coverage. The

reduction in h with increasing InAs coverage and QD

density has been experimentally observed [307], and the

phenomenon was interpreted as a result of repulsive elas-

tic interactions between these 3D islands [307].

In Section 3.6, it was mentioned that the timescale

for QD growth completion was estimated by techniques

such as RHEED [247–251], photoluminescence [252], and

XRD [253]. A more direct and accurate measurement

method for extracting the timescale is based on snap-

shots obtained in neighboring regions on the growth sur-

face using STM and ATM. For example, at T = 490◦C

and F = 0.017 ML/s [12], the first mature QD appears in

the STM snapshot at θeff = 0.06 ML InAs; on the basis

of the experimental data and the expression θ = Ft, the

time an InAs QD requires to self-assemble itself into a

mature state is estimated to be 0.06/0.017 = 3.5 s, which

is somewhat longer than the value (0.06 ML/0.1 ML/s

= 0.6 s) estimated from the AFM snapshots in Fig. 2

in the first growth regime in the progressive growth of

MBE InAs QDs.

4.3 Instantaneous epitaxial growth mode of InAs QDs

The authors found that, under the MBE growth condi-

tions of T = 520◦C, F = 1.0 ML/s, and PAs = 6 × 10−6

Torr, the epitaxial growth behavior of InAs QDs is ob-

viously distinct from the progressive growth mode de-

scribed in Section 4.2. In contrast to the progressive

growth mode, the growth behavior described here is

termed the “instantaneous growth mode,” and the ter-

minology will be further explained in the following. As

shown in Figs. 4(a)–(f), even at the beginning of InAs

QD formation when θeff is infinitely small, only a very

few mature QDs 13 nm in height were observed at num-

ber densities below 107/cm2, and there was no sign of

very short QD precursors as observed in the progressive

growth mode described in Section 4.2. These experimen-

tal observations using AFM indicate that the InAs QDs

shown in Fig. 4 have not undergone a progressive epitax-

ial growth process with increasing InAs coverage θ, and

these QDs seemed to grow into maturity instantaneously

or within a very short time after their nucleation. A sim-

ilar instantaneous growth mode of InAs QDs was also

reported by Guimard et al. [308] in metalorganic chem-

ical vapor deposition growth with a low growth rate of

0.01 ML/s and T = 520◦C. Similarly, the instantaneous

growth mode has also been experimentally observed in

MBE Ge/Si(001) [140]: only quite large and uniform Ge
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Fig. 4 (a, c, e) AFM images of QDs under F = 1.0 ML/s and
T = 520◦C; (b, d, f) corresponding height histograms.

QDs were observed to increase in number density with

increasing Ge coverage, and no trace of Ge QD precur-

sors appeared in a certain range of Ge coverage under

the given growth conditions.

For the instantaneous InAs QD epitaxial growth mode,

the upper limit of the timescale for a mature InAs QD

to form can be estimated using sequential AFM snap-

shots, as shown in Fig. 4. These AFM images reveal that

the QD density increases continuously with increasing

θeff . The increment ∆θeff in the InAs coverage can be

converted into the increment ∆t in time via the rela-

tion ∆θeff = F∆t. The increment in the QD density

∆N(θeff) is easily discernible by comparing the two AFM

images taken at two regions a few micrometers apart on

the surface. Without substrate rotation, θeff varies ap-

proximately linearly across a diameter (50 mm) of the

GaAs(001) substrate, and the total variation is about

20% [309]. In our experiment, the nominal total InAs

deposition is 1.8 ML. On the basis of these experimen-

tal data, the variation in θeff across a distance of 5 µm

should be ∼ 2 × 10−5 ML, which can be converted to

2 × 10−5 s for F = 1.0 ML/s. Incidentally, such a short

time is equivalent to the effective frequency of the diffu-

sion hop of an adatom from site to site on a crystalline

lattice in the normal growth condition for homoepitaxial

growth on the GaAs(001) substrate [26]. The additional

InAs QDs across a distance of 5 µm must grow into matu-

rity within 2×10−5 s in the instantaneous growth mode.

Such a remarkably rapid growth process for an InAs QD

to form cannot be implemented via individual atomic

events on a surface, such as atomic diffusion and adatom

attachment to step edges one by one, as in a conventional

kinetic theory of a nanocrystal growth process that takes

at least more than a few seconds, as demonstrated in Sec-

tion 3.4. Therefore, the self-assembly of an InAs QD in

the instantaneous growth mode should be a collective

atomic event involving more than 104 atoms simultane-

ously, more similar to a structural transformation in con-

densed matter, instead of conventional epitaxial growth

or a surface relaxation process that can be properly de-

scribed by the conventional kinetic theory described in

Section 3. In Section 6, a novel physical scenario for the

formation process of InAs QDs will be proposed to ex-

plain the rapidness of InAs QD formation.

As shown in Fig. 5, the experimental data for N(θeff)

versus θeff obtained from the AFM images in Fig. 4 are

fitted well by the exponential function

N(θeff) = N0 exp(Aθeff) (4.3.1)

when θeff � 0.05 ML, where N0 and A are constants

independent of the effective coverage θeff . When the ef-

fective InAs coverage θeff > 0.05 ML, the QD number

density N(θeff) tends to be saturated as θeff increases

further. These experimental observations indicate that

in the instantaneous growth mode, InAs QDs are formed

sequentially (which will be further explained in this sub-

section), instead of a large number of QD precursors

randomly nucleating almost together at first and then

growing simultaneously to maturity, as in the progressive

growth mode. Figure 6 shows that initially, the average

width and height of the mature QDs remain constant

with increasing θeff . However, when θeff increases above

around 0.08 ML and the QD density is 6 × 109 cm−2,

the average height and diameter both decrease signif-

icantly. This experimental observation indicates that,

similar to the situation in the progressive growth mode,

a mature QD in the instantaneous growth mode is stable

against further growth but unstable against a reduction

Fig. 5 Areal density of QDs N vs. effective InAs coverage θeff .
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Fig. 6 Average height and width of QDs, have and wave, vs. the
effective InAs coverage for F = 1.0 ML/s.

in size, probably because of elastic interactions among

themselves when the QD areal density increases to a rel-

atively large value [84, 307]. However, the progressive

and instantaneous growth modes differ remarkably in the

relationship between the InAs QD size and the InAs cov-

erage. In the first growth mode, the average height and

diameter of the InAs QDs decrease or vary monotonously

with increasing InAs coverage or QD number density in

a continuous way. In contrast, the average height and

diameter of the InAs QDs in the instantaneous growth

mode remain almost constant and decrease abruptly at a

certain θeff or QD number density with increasing InAs

coverage.

The instantaneous growth of InAs QDs as well as the

physical mechanism underlying Eq. (4.3.1) are described

phenomenologically as follows. After the InAs WL is

formed in the instantaneous growth mode, the first 3D

island precursors appear spontaneously, and they grow

instantaneously into mature QDs. Because there are only

a few isolated QDs in a relatively large area on the sur-

face at first, the formation of a single QD may use up

all the indium material available in that region on the

growth surface, which is perhaps as large as a few hun-

dred square micrometers (as estimated from the QD den-

sity of ∼ 1 × 107/cm2). After the first QDs form, more

of them are formed in the same way successively with

as θeff increases further. To explain the exponential rela-

tionship between the InAs QD density and the effective

InAs coverage, Eq. (4.3.1), it seems necessary to assume

that the production rate of QDs should be proportional

to the additional θeff , that is, dN(θeff)/dθeff ∝ θeff . The

effective InAs coverage, θeff , should have two sources.

The first source is the direct impingement of atoms from

the growth flux onto the unoccupied area on the sur-

face, whereas the second source is lateral mass transport

from the area occupied by mature QDs to the unoccu-

pied area, where new QDs will be self-assembled. In con-

sequence, θeff may be expressed as the sum of the two

terms: θeff = A1F + A2N(θeff), where A1 and A2 are

proportional constants independent of θeff . If the num-

ber density N(θeff) of InAs QDs increases continuously

and F is fixed, the effective area on the growth surface

that can accommodate indium atoms and is available for

the formation of new QDs is progressively diminished. In

comparison with the rapid growth rate of an In As QD in

the instantaneous growth mode, the flux F is very small

and can be neglected. Then, we have a simple ordinary

differential equation

dN(θeff)

dθeff
= A2N(θeff), (4.3.2)

which is well-known for having a quite simple mathemat-

ical solution,

N(θeff) = N0 exp(A2θeff), (4.3.3)

which has exactly the same form as Eq. (4.3.1).

5 “Floating” indium on the growth surface
and mechanical instability of an epitaxially
strained InAs film on the GaAs(001) substrate

In the conventional kinetic models of InAs QD forma-

tion in MBE InAs/GaAs(001), as described in Section 3,

three important experimental phenomena are overlooked

or ignored: i) the presence of a large amount of “floating”

indium on the growth surface, ii) the mechanical instabil-

ity of a coherently strained InAs film on the GaAs(001)

substrate, and iii) the significantly short timescale for

QD formation. To more properly interpret InAs QD for-

mation, these three well-established experimental facts

have to be taken into account. The rapidness of InAs

QD formation has been described in Sections 3.6.4 and

4. In this section, both the presence of floating indium

on the growth surface and the mechanical instability of

the epitaxially strained InAs film are described.

5.1 Floating indium on the growth surface

In the literature, it is well known that, owing to sur-

face segregation, a large number of indium atoms are

floating or physisorbed on the growth surface in MBE

InxGa1−xAs/GaAs(001). To fully understand InAs QD

formation, the role played by these floating indium atoms

has to be considered.

5.1.1 Indium floating

The conventional theories of epitaxial growth of InAs on

the GaAs(001) substrate generally assume, implicitly or

explicitly, that once an indium or a gallium atom from
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the ballistic beam lands on the growth surface, it im-

mediately reacts and forms at least one chemical bond

on the adsorption site with the surface lattice, becom-

ing an adatom, and that its kinetic energy is dissipated

quickly and it reaches thermal equilibrium with the sur-

face within ∼ 1 ps. However, this simple physical sce-

nario may be plausible only for a limited range of epi-

taxial growth systems, such as homoepitaxy on a simple

unreconstructed metal surface under a given growth con-

dition.

For MBE InAs/GaAs(001), the lattice constant of

InAs, aInAs, is significantly larger than that of GaAs,

aGaAs [(aInAs − aGaAs)/aGaAs = 0.07], so an InAs film

would be formed in perfect crystalline registry with the

GaAs(001) substrate under a very large compressive

strain. By physical intuition, the atoms in the elastically

compressed InAs film on the GaAs(001) substrate will

be squeezed toward each other in the lateral direction

to a relatively large extent, and, owing to the Poisson

effect, the chemical bonds will be extended in the direc-

tion normal to the surface; the chemical bond strength

is expected to be significantly weaker than that in the

unstrained bulk state. A chemical bond in a group-IV

or group-III-V semiconductor in the diamond or zinc-

blende structure is well known to be highly directional

and very brittle. It is highly possible that the lattice mis-

match between InAs and GaAs may cause these chemical

bonds in the film to reach their limit for distortion and

extension, and thus to break! Bond breaking may oc-

cur after the InAs WL is established (the formation of

the WL will be explained in Section 6.1). This intuitive

physical scenario implies that after the formation of the

InAs WL, the growth surface may be forced to be “chem-

ically” unreactive because of the epitaxial compression or

strain to additional indium atoms and arsenic molecules

from the incident flux, and they should be forced to float

or become temporarily physisorbed on the growth sur-

face, instead of being chemically incorporated instanta-

neously into the surface lattice structure. The scenario

described above is apparently consistent with experimen-

tal observations [310] of the chemical properties of an epi-

taxially strained Ru(0001) film. The chemisorption of O

atoms and CO molecules to the compressively strained

Ru(0001) surface is experimentally observed to be re-

markably reduced. In contrast, the chemisorption of O

atoms and CO molecules to the surface is considerably

enhanced by tensile strain on the same surface. These

changes in the chemisorption property of a strained film,

induced by epitaxial strain, can be explained by density

functional calculations [311], which indicate that lattice

compression (expansion) down- (up-) shifts the metal d

bands, and that the overlap of electron clouds between

the adsorbate and the film is significantly reduced (en-

hanced).

A considerable amount of experimental evidence for

the existence of floating or physically adsorbed indium on

the growth surface in MBE InxGa1−xAs/GaAs(001) has

been accumulated in the last two decades. In the litera-

ture, these floating indium atoms were generally assumed

to be produced by surface segregation, which may result

from three main driving forces: i) relative surface stress,

ii) chemical interactions, and iii) size mismatch. For ex-

ample, Muraki et al. [312] demonstrated that because

of surface segregation of indium on the growth surface

of an InxGa1−xAs alloy, the surface chemical composi-

tion may reach the point x > 1, which is possible only

when excess indium is floating on the surface [313] in-

stead of chemically bonded to it. Garcia et al. [314], by

in-situ measurements of the epitaxial stress, experimen-

tally demonstrated that only 50% of the indium could

be incorporated into the lattice after 2.3 ML of InAs

were deposited on the GaAs(001) substrate. Cullis et al.

[315, 316] proposed that there should be a highly mo-

bile indium population that was inhibited from being

incorporated into lattice sites on the growth surface of

MBE InAs/GaAs(001). By using in-situ STM, Honma

et al. [317] directly observed that there is a large por-

tion of indium atoms floating on the growth surface in

MBE InAs/GaAs(001). In addition, the floating indium

atoms have been referred to in the literature to explain

the chemical composition of an InAs QD [315, 316] and

as the agent of rapid surface mass transport [318].

5.1.2 Structures that may result from floating indium

As mentioned above, to these floating indium atoms,

the strained InAs film under compression seems to be

chemically inert or inactive. However, these floating in-

dium atoms may interact strongly among themselves,

and some novel atomic configuration may develop from

them. For a long time, these floating indium atoms have

been considered and intensively investigated as an im-

pediment to the formation of a sharp interface in the

InGaAs/GaAs system [319]. However, there have been

almost no experimental data or systematic theoretical

considerations in the literature on what type of possible

atomic configurations may develop from floating indium.

In this section, this issue is briefly discussed.

To have some idea of how floating indium atoms

behave on the inert growth surface in the MBE

InAs/GaAs(001), let us first look at the epitaxial growth

of a number of metal or semiconductors elements on

an inert substrate, such as highly oriented pyrolytic

graphite (HOPG) and molybdenum disulphide (MoS2)
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[320–323]. In all of these cases, atoms of different ele-

ments are deposited and aggregate into nanoclusters or

nano-crystallites on the inert substrates, and the process

is generally portrayed as 3D island growth in the Volmer–

Weber growth mode. However, the morphologies of these

nanostructures on the inert substrate are case-dependent

and associated with the experimental conditions. Here,

the focus is on indium deposition on the HOPG and

MoS2 substrates [322], which should be the most sim-

ilar to the topic discussed here. When 0.6 nm of indium

is deposited on the HOPG substrate at room tempera-

ture under ultrahigh vacuum, triangular 3D indium is-

lands with body-centered tetragonal lattice structure are

formed with an average height of 5.6 nm, and they have

no fixed orientation with respect to the substrate. On the

MoS2 substrate, the 3D epitaxial indium islands have an

average height of 2.4 nm and are aligned in the crys-

talline orientation with respect to the substrate, indicat-

ing that the indium element has a significant tendency

to wet the substrate. If floating indium atoms on the

growth surface in MBE InAs/GaAs(001) aggregate into

3D indium liquid droplets or nanocrystallites, as occurs

in both the In/HOPG and In/MoS2 systems, they should

be easy to observe experimentally using AFM or STM,

as observed in the two latter cases. However, no such

experimental evidence has been provided to date, and it

can be concluded that the morphologies and structures

of the nanostructure resulting from floating indium in

InAs/GaAs(001) should differ from those of nanostruc-

tures on the HOPG and MoS2 substrates. The difference

may be attributed mainly to the fact that in the MBE

InAs/GaAs(001) system, indium is deposited under an

arsenic-rich condition as well as a relatively high sub-

strate temperature.

It has been experimentally demonstrated that during

MBE growth of InGaAs under As-deficient, Ga-rich con-

ditions at about 350◦C on a GaAs(001) substrate with

a (4 × 2)-reconstructed surface, the excess indium float-

ing on the growth surface of MBE GaAs(001) aggregates

into liquid indium droplets nanometers in size, which

can subsequently be transformed into InAs QDs when

a sufficiently large As flux is introduced [324–328]. In

the traditional MBE method, in which InAs QDs were

commonly formed under As-rich conditions on a c(4×4)-

reconstructed bare GaAs(001) surface, the atomic con-

figuration of the floating indium may differ remarkably

from that under the indium-rich condition. To date, al-

though the existence of floating indium on the surface

is undeniable, no indium droplets have ever been ex-

perimentally observed under As-rich conditions in MBE

InAs/GaAs(001). In Ref. [329], it was suggested that

floating indium may form small indium atomic clusters

(trimers, for instance), or floating indium atoms may be

locally and temporarily stored on the In-terminated As-

rich reconstructed InAs surface.

In discussing the behavior of floating indium on the

growth surface, the presence of arsenic molecules from

the arsenic flux under the arsenic-rich condition has to

be taken into account. To discuss the possible configura-

tion resulting from floating indium under the influence

of arsenic molecules, investigations of the kinetics of the

reaction of gallium atoms with arsenic molecules in ho-

moepitaxial growth of GaAs(001) are briefly reviewed.

In the 1960s and 1970s, Arthur [330–332] and Foxon and

Joyce [339, 334] investigated MBE growth of GaAs(001)

under various As fluxes; to properly interpret their re-

sults, it was suggested that As2 or As4 molecules from

the arsenic flux are first deposited into a reservoir of ar-

senic precursors, denoted by As∗2, and physisorbed on

the surface [335, 336]. It was further assumed that gal-

lium atoms and As∗2 precursors are independent of each

other before they are incorporated into the surface lattice

sites [337–342]. A similar situation was also suggested in

KMC simulations of homoepitaxial growth of InAs(001)

[18] and InGaAs [343], and growth of an InAs film on

GaAs(001) [344]. However, it is not unreasonable to ex-

pect that gallium (indium) atoms may react chemically

with As molecules before they are incorporated into the

surface lattice sites.

As there is no experimental evidence for the formation

of 3D indium nanostructures, as happens in the epitax-

ial growth systems of In/HOPG and In/MoS2, as well as

in the InAs/GaAs(001) system under the In-rich growth

condition, it is reasonable to speculate that floating in-

dium and physisorbed As should react chemically to form

some 2D InAs structure [16, 345, 346]. Note that it is

hard to directly probe a piece of such a 2D atomic InAs

sheet with the STM or AFM methods in real space. In

addition, if these 2D atomic InAs sheets shift and ro-

tate randomly and rapidly or they are smaller than the

coherent length of the electron beam, it also could not

be detected by the RHEED pattern. The atomic con-

figuration resulting from floating indium will be further

discussed in Section 6.

5.2 Mechanical instability of a coherently strained InAs

film on the GaAs(001) substrate

In the conventional theoretical discussion of QD forma-

tion in heteroepitaxial growth, the epitaxially strained

film was almost always assumed to be mechanically sta-

ble, and its strain energy was discussed in terms of the

continuum elasticity theory. However, in these classical

theories, one important and significant possibility has
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been overlooked or ignored. Both experimentally and

theoretically, it is well known that all semiconductor ma-

terials with the diamond, zinc-blende, or wurtzite struc-

ture are mechanically unstable under a relatively high

hydrostatic pressure. At atmospheric pressure, these ma-

terials tend to adopt an open and tetrahedrally cova-

lently bonded crystal structure with a coordination num-

ber of 4. As the hydrostatic pressure increases remark-

ably, their crystalline structure is transformed from the

open one to an increasingly close-packed structure, such

as the rocksalt and hcp structures (see the review in Ref.

[347]). InAs has the zinc-blende structure at ambient hy-

drostatic pressure, which is transformed to the rocksalt

structure at a critical pressure pc(InAs) at room tem-

perature; pc(InAs) is theoretically predicted to be in the

range of 6.0–9.0 GPa [348–350] and experimentally de-

termined to be 7.0 GPa [351].

If the pressure is applied uniaxially, instead of being

hydrostatic, the value of the critical pressure at which

the structural transformation occurs in these semicon-

ductors is dramatically reduced [352–354]. For example,

the diamond-to-β-tin phase transition under uniaxial

compression in both Si and Ge was investigated with ab

initio calculations, and the critical uniaxial compression

at which the structural transition occurs was found to be

markedly lower than those under hydrostatic compres-

sion, i.e., 3.9 and 2.5 GPa under uniaxial compression

compared to 11.4 and 9.5 GPa under hydrostatic pres-

sure for Si and Ge, respectively [355, 356]. The lower-

ing of the structural transition pressure under asymmet-

ric conditions should be associated with bond bending

in the bulk material under the application of a uniax-

ial pressure. The biaxial compressive strain induced by

the lattice mismatch in MBE InAs/GaAs(001) may also

make the strained film in the zinc-blende structure me-

chanically unstable, and some structural transformation

may occur in it before the formation of 3D epitaxial is-

lands and/or the introduction of misfit dislocations. In

other words, the strained film in registry with the sub-

strate should have already collapsed or been transformed

into a crystalline structure rather than the zinc-blende

at an early stage before morphological changes or the

introduction of misfit dislocations.

In MBE InAs/GaAs(001), the InAs film is under an

elastic biaxial compression of εxx = εyy = 7% due to

the lattice mismatch. This elastic deformation can be

converted into the equivalent biaxial elastic stress and

pressure P for the InAs film in the zinc-blende structure

according to the relations

σxx = σyy =
(c11 − c12)(c11 + 2c12)

c12
εxx, (5.2.1)

Pδij = σxx = σyy. (5.2.2)

Using the values of the elastic constants c11, c12, and

c44 in the literature [357], it can be deduced that the

equivalent pressure P ≈ 4 GPa. Therefore, it is highly

possible that the thin pseudomorphic InAs film on the

GaAs(001) substrate is mechanically unstable. It is well

known that a relatively thick uniform epitaxial InAs film

in the zinc-blende structure can exist only after the epi-

taxial strain is relaxed by the formation of a network of

misfit dislocations on the interface between the InAs film

and the GaAs(001) substrate. It is highly possible that,

before 3D islands form on the growth surface and the dis-

location network appears near the interface, a series of

delicate structural transformations would have been in-

duced by epitaxial strain, and InAs QD formation is only

one of the nodes of the structural transformation process.

From the viewpoint of mechanical instability under high

pressure, a uniformly strained InAs film could not ex-

ist at all on the GaAs(001) substrate because the struc-

tural transformation due to mechanical instability of the

solid structure is tremendously rapid compared to the

morphological relaxation process. Based on their first-

principles calculations, Pedesseau et al. [350] supposed

that spherical InAs QDs in the GaAs matrix should be

in the rocksalt crystalline structure, instead of the zinc-

blende one as generally assumed, owing to the effect of

hydrostatic pressure.

It is well known that hydrostatic pressure can signifi-

cantly reduce the melting point of a semiconductor [358,

359]. Bottomly [360–362] demonstrated using thermody-

namic calculations that the melting point Tm of an elas-

tically strained InAs film on the GaAs(001) substrate

should be well below 500◦C (Tm = 942◦C in the macro-

scopic bulk form), and the film should actually be in

the liquid state. A similar theoretical computation for

thin-layer melting in heteroepitaxial systems was per-

formed on thin Ge layers on Si(001) and Si(111) by Ro-

sei and Raiteri [363]. However, unlike the situation in

pressure-induced bulk melting experiments, where hy-

drostatic pressure is externally applied, this hypothetical

InAs liquid film on the GaAs substrate cannot be ther-

modynamically stable because it can no longer sustain

the epitaxial strain after melting.

6 Structural transformation model of InAs
QD formation

In Section 3, the conventional theoretical descriptions

of QD formation based on individual adatom events on

the growth surface were briefly reviewed. As discussed
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in Sections 4 and 5, these conventional kinetic theories

are obviously inconsistent with three important exper-

imental observations in MBE InAs/GaAs(001): i) An

InAs QD can grow to maturity within a transient time

in the instantaneous growth mode; ii) a large amount

of floating indium exists on the growth surface when

the InAs QDs are formed; iii) the epitaxially strained

InAs film on the GaAs(001) substrate should be mechan-

ically unstable under compressive strain. In this section,

a novel physical scenario that takes these three experi-

mental facts into account is suggested for the formation

of InAs QDs in MBE InAs/GaAs(001).

6.1 Formation of InAs WL on GaAs(001)

An excess surface stress generally exists on a free solid

surface because of surface atom relaxation in position

and/or surface reconstruction. In heteroepitaxial growth,

a thin WL generally forms first on the substrate surface

to reduce its surface free energy. In theoretical discus-

sions, the WL is generally considered to form via the

layer-by-layer growth mode, and the WL critical thick-

ness should be simply determined by the energetics of the

system. However, as discussed in Section 3.7, many ex-

perimental observations have shown that the particular

mechanism of WL formation in heteroepitaxial growth

and the WL thickness are determined by the system’s

specific chemical bonding at the interface and/or surface

reconstruction.

At around 500◦C under As-rich conditions, epitax-

ial growth of an InAs film usually starts from the bare

GaAs(001) surface reconstructed in c(4 × 4) symmetry

[279, 280, 364, 365], which is characterized by blocks of

three As ad-dimers sitting on top of a complete surface

As layer [366, 367]. These As ad-dimers at the topmost

layer place the surface under tensile strain in both the

[110] and [11̄0] crystalline directions [279, 280] because of

stretching of the back-bonds of these ad-dimers, as well

as the significantly short bond length between the two

atoms in the ad-dimers. When epitaxial growth of the

InAs film begins, indium atoms, with a larger atomic

diameter, can be readily incorporated into the otherwise

bare GaAs(001)-c(4×4) surface, which significantly com-

pensates for the surface tensile strain induced by those

ad-dimers. Such a tensile/compressive strain compensa-

tion mechanism may work efficiently up to about 1.4

ML of InAs, at which epitaxial growth of the InAs WL

is experimentally observed to terminate, and the sur-

face reconstruction is observed to change to β2(2 × 4)

[254]. Subsequently, if the additional deposited indium

atoms form chemical bonds with the surface atoms, these

bonds must be remarkably distorted by the lattice mis-

match. The chemical bonds in group-III-V semiconduc-

tors are well known to be very brittle and highly direc-

tional. Thus, it is highly possible that these additional

indium atoms cannot be incorporated into the surface

lattice and temporarily float freely on the growth surface

or form a 2D atomic sheet together with arsenic atoms

(as discussed in the next section), waiting to be assem-

bled into InAs QDs or for some structural transformation

to occur. The situation can be described more straight-

forwardly as follows: After the InAs WL has formed and

the tensile/compressive strain compensation mechanism

has been exhausted, additional indium atoms hereafter

deposited on the surface cannot form a chemical bond

with the surface, or else the chemical bonds with the

growth surface are completely sheared off by lattice mis-

match. Therefore, the thickness (1.5 ML) of the InAs WL

is exactly tailored by epitaxial mismatch. The proposed

mechanism for the formation of the InAs WL should be

mechanical in nature, in contrast to the thermodynamic

or kinetic mechanism usually assumed in the literature.

The mechanical mechanism suggested above for the

formation of a WL in lattice-mismatched heteroepitax-

ial growth should be common to both the Ge/Si(001)

and InAs/GaAs(001) systems. In fact, there is also some

experimental evidence implying that in Ge/Si(001), me-

chanical shearing off of the chemical bonds between Ge

adatoms and the growth surface occurs before a com-

plete Ge WL is well established. It is well known that

the free surfaces of both Ge(001) and Si(001) are (2×1)-

reconstructed under the usual growth conditions. It was

experimentally observed that, during epitaxial growth

of Ge on Si(001) under the conventional growth condi-

tions, the (2×1) reconstruction rapidly changes into the

(2 × N) one at a Ge coverage of about 1 ML. In the

(2 × N) reconstruction, every Nth line of Ge dimers in

the first Ge atomic layer is removed to accommodate the

lattice mismatch, and a (2×N) reconstruction is formed

consisting of a periodic arrangement of dimer vacancy

lines (DVLs) of the (2×1) dimer reconstruction (see, for

example, [368–376]). The appearance of this reconstruc-

tion provides partial relief of the compressive strain orig-

inating in the 4.2% lattice mismatch in the Ge/Si(001)

system. In other words, every Nth line of Ge dimers is

sheared off by the epitaxial strain in excess of the ten-

sile/compressive compensation. As deposition proceeds,

the DVLs become closer together, and the value of N

decreases from about 13 to a minimum value of ∼6–

9, depending on the growth conditions. At a Ge thick-

ness larger than 2.5–3 ML, the mismatch stress cannot

be further relieved by additional dimer vacancies in the

dimer rows, and additional stress relaxation is achieved

by shearing off every Mth dimer row from the growth

Ju Wu and Peng Jin, Front. Phys. 10, 108101 (2015) 108101-35



REVIEW ARTICLE

surface to form dimer-row vacancies (see, for example,

Ref. [372]). The resulting structure is called a patched

structure or (M ×N) reconstruction [373, 374]. It is rea-

sonable to believe that at the completion of a critical

Ge WL with the (M × N) reconstruction, all the Ge

adatoms that have been sheared off of the surface are

floating as quasi-free atoms on the surface, waiting to be

incorporated into the crystalline lattice in the form of a

Ge QD, similar to the situation speculated to occur in

MBE InAs/GaAs(001) in the next section.

6.2 Structural transformation from a single InAs layer

to an InAs QD on the growth surface

In the last section, it was suggested that the InAs WL

may be formed by a “mechanical” mechanism, after

which additionally deposited indium atoms are sheared

off by the lattice mismatch of the growth surface and may

float temporarily on the surface as quasi-free atoms. In

this subsection, the fate of these floating indium atoms

is further discussed, and a novel mechanism for the for-

mation of InAs QDs is suggested.

6.2.1 Structural transformation from a 2D InAs atomic

sheet to a 3D epitaxial InAs island on the growth surface

With their chemical bonds sheared off of the growth sur-

face by compressive strain, as described above, the float-

ing indium atoms may interact strongly among them-

selves via covalent chemical bonds and form a single

atomic layer or a 2D atomic sheet on the surface. Such

an atomic sheet on the growth surface should involve

arsenic atoms from the arsenic incident flux, and here-

after the possible 2D structure is called a 2D InAs atomic

sheet. InAs, a group-III-V binary compound, is isoelec-

tronic to group-IV elements such as carbon and silicon.

Therefore, it can be speculated that the lattice struc-

ture of the 2D InAs atomic sheet may be similar to that

of a planar graphene sheet [375, 376] or low-puckered

silicene sheet [377–380] fabricated in epitaxial growth

on the chemically unreactive Ru(0001) or Ag(111) sur-

face, respectively. Both the carbon and silicon atomic

epitaxial sheets are interesting topics currently under in-

tensive investigation in the fields of surface science and

nanoscience; these two types of atomic sheets both have

a 2D hexagonal honeycomb lattice structure in which

nearest-neighbor carbon or silicon atoms are connected

by an sp2-hybridized chemical bond. It should be re-

called that in the bulk form, InAs crystallizes in the

zinc-blende lattice structure, in which nearest-neighbor

indium and arsenic atoms are connected to each other

by sp3-hybridized chemical bonds. Although an epitax-

ial 2D InAs sheet connected by sp2-hybridized chemical

bonds among In and As atoms has never been experimen-

tally demonstrated on a chemically unreactive substrate,

it has been theoretically demonstrated to be an energeti-

cally stable 2D lattice by becoming low-puckered instead

of planar in geometry with a chemically bonded configu-

ration intermediate between the sp2- and sp3-hybridized

ones [381].

It is further imagined that the low-puckered 2D InAs

sheet may be either compact, fractal, or percolated in ge-

ometrical shape on the growth surface. As indium atoms

continue to arrive from the flux, the size of the InAs

atomic sheet might increase, or the atomic sheets might

begin to overlap one another. At a critical point, the

atomic InAs sheet becomes unstable, and a structural

phase transformation occurs spontaneously, at which

a sp2–sp3-hybridized bond rehybridizes to the full sp3

bond at some specific surface sites, such as atomic step

edges. Upon rehybridization, the atoms originally in the

2D InAs atomic sheet become chemically bonded with

the growth surface again. Then, this local rehybridization

event spreads quickly across the entire 2D InAs sheet,

and all the atoms in the sheet are simultaneously folded

into a more compact form, a 3D epitaxial island or an

InAs QD, and become a portion of the crystalline lattice

structure on the surface. This possible process involving

rehybridization from sp2/sp3-type to the full sp3-type

orbital hybridization should be a series of electronic ex-

citation and relaxation events accompanied by a process

similar to the propagation of strain waves in a 2D solid,

and should be much faster than the conventional epitax-

ial growth or adatom aggregation processes. In this way,

an InAs QD may be assembled within a few nanosec-

onds. The rehybridization of chemical bonds in carbon

from the sp2 type to the sp3 type during the transforma-

tion from the graphite phase to the diamond phase under

high-pressure, high-temperature conditions can be com-

pleted within about 10−2 ps, as demonstrated by molec-

ular dynamics simulations [382].

In accordance with the two growth modes for InAs

QDs, progressive and instantaneous, as described in Sec-

tion 4, the structural transformation from a piece of the

2D InAs atomic sheet to a compact InAs QD and the

sp2–sp3 rehybridization proposed above could be either

discontinuous or continuous. In the progressive growth

mode under the specific condition of F = 0.1 ML and

T = 500◦C, as described in Section 4.2, the structural

transition might start from a critical point similar to that

in a second-order or continuous phase transformation,

during which many QDs nucleate at first and then simul-

taneously grow progressively. In contrast, in the instan-

taneous growth mode under F = 1.0 ML and T = 520◦C,
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as described in Section 4.3, the phase transformation

might occur on a point on the “coexistence curve” far

from the critical point, and the structural transformation

might be apparently discontinuous. In this discontinuous

phase transformation, once an InAs sheet physically ad-

sorbed on the surface exceeds a critical size or thickness,

it instantaneously changes into a QD. The next QD to

form has to wait for a sufficient amount of additional

floating indium. Therefore, InAs QDs form sequentially

in the instantaneous growth mode.

6.2.2 Structural transformation from an epitaxial thin

film to a 3D growth morphology in materials isoelectronic

to InAs

In the last subsection, InAs QD formation was specu-

lated to be a structural transformation accompanied by

sp2–sp3 rehybridization of chemical bonds induced by in-

creasing InAs coverage. Indeed, similar structural trans-

formations accompanied by the rehybridization of chem-

ical bonds have been observed experimentally in some

ultrathin epitaxial films (on an inert substrate) of ma-

terials with the zinc-blende or wurtzite structure, which

are isoelectronic to InAs. This subsection presents three

examples of this situation, which support the plausibility

of the speculation regarding InAs QD formation via the

structural transformation.

The first example is epitaxial growth of Sn on Si(111).

Sn, a group-IV element, can exist in two distinct crys-

talline structures. The Sn diamond crystal structure (α-

Sn) exists below 13.2◦C, above which Sn switches to the

body-centered-tetragonal structure (β-Sn). If 1/3 ML of

Sn is deposited on Si(111) at a substrate temperature

high enough to destroy the Si(111)-7× 7 reconstruction,

the well-known (
√

3×
√

3)R30◦ reconstruction occurs on

the growth surface; at 1 ML of Sn, the (2
√

3×2
√

3)R30◦

reconstruction appears. With further deposition of Sn

up to 3.5 ML at room temperature, the ultrathin Sn

film seems to remain commensurate to the substrate and

has an α-Sn-like crystalline structure. At 4 ML of de-

posited Sn, 3D β-Sn islands begin to appear [383–386];

the change in the growth morphology has to involve both

the structural transformation and sp2–sp3 rehybridiza-

tion, as speculated for InAs QD formation in the last

subsection.

The second example involves a graphene sheet on an

Ir(111) substrate [387–389]. The carbon atoms on the

Ir(111) surface, which were produced by thermal decom-

position of hydrocarbons, join to form a graphene layer

physisorbed on the Ir(111) surface. Because the lattice

constant of the graphene layer differs from that of the

Ir(111) surface by 10%, the carbon atoms in the graphene

sheet are located at three different positions with respect

to the Ir atoms on the surface: hcp sites, face-centered-

cubic hollow sites, and atop sites. This produces a moiré

pattern of the hexagonal systems in the graphene/Ir(111)

system, which corresponds to a 2D superstructure hav-

ing a supercell with a (10 × 10) graphene lattice rest-

ing on top of a (9 × 9) Ir structure [390]. When about

0.01 ML of Ir is deposited on the graphene/Ir(111), Ir

nanoclusters are formed on the graphene sheet at the lo-

cations where carbon atoms in the graphene sheet are

in the atop positions, and sp2–sp3 rehybridization oc-

curs simultaneously on the carbon atoms covered by the

Ir clusters [366]. Upon sp2–sp3 rehybridization, the car-

bon atoms under an Ir cluster become sp3-coordinated,

and they are sp3 chemically bonded alternately with an

Ir atom above in the cluster and below in the Ir surface.

The sp2–sp3 rehybridization in the graphene layer should

also occur upon hydrogen adsorption on it [391].

The third example occurs in epitaxial growth of a

ZnO film on a Ag(111) substrate. The group-II-VI bi-

nary compound is an ionic crystal to a large extent and

exhibits three polymorphs, wurtzite, zinc-blende, and

rocksalt. The wurtzite structure is the most stable and

commonly observed under ambient conditions, whereas

the latter two appear on a cubic surface under specific

growth conditions and at pressures between 8–10 GPa,

respectively. Theoretical investigation predicts that an

ultrathin ZnO film on a substrate of a different material

can be more thermally stable if it has a graphitic-like

or hexagonal boron nitride- (BN-) like structure. In the

BN-like structure, both the Zn and O atoms are in al-

most the same atomic plane and are connected via the

sp2 hybridized bonds; consequently, the polar moment is

canceled. This theoretical prediction was experimentally

confirmed by the deposition of ultrathin ZnO films on

Ag(111) [392, 393]: Up to 2 ML, the ultrathin ZnO

film is in the graphitic-like form with an atomically pla-

nar morphology; with further deposition, the ZnO film

changes spontaneously in structure from graphite-like to

bulk wurtzite, and simultaneously, the surface morphol-

ogy becomes rougher and 3D islands appear. It should be

mentioned that Ag(111) interacts with ZnO via the weak

van der Waals forces, and the substrate simply acts as

a mechanical support for the ZnO film. Therefore, the

structural transformation with increments in the cov-

erage should be simply induced by increasing the ZnO

coverage. In addition, the transformation in the ZnO ul-

trathin films from the graphite-like structure to the bulk-

type wurtzite structure was also experimentally observed

in the epitaxial ZnO/Pd(111) system, in which the crit-

ical thickness for the structural transition is 4 ML [394].
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6.3 Self-limitation mechanisms affecting the uniform

size of InAs QDs

As discussed in Section 3.8, the mechanism for self-

limited epitaxial growth of an InAs QD remains a puzzle.

In the last subsection, it was speculated that an InAs

QD might be produced by the structural transformation

from a 2D atomic InAs sheet to a 3D InAs epitaxial is-

land. This subsection discusses two possible size-selection

mechanisms in the structural transformation.

6.3.1 Critical size for the structural transformation on

the nanoscale

The first model proposed for the size-selection mecha-

nism in the formation of an InAs QD may arise from

the existence of a critical size for the structural transfor-

mation on the nanoscale, as speculated in Section 6.2.1.

It can be imagined that at the moment just after the

InAs WL is formed, there are quite a few floating indium

atoms whose behavior should be similar to that of quasi-

free particles on the surface. As their number increases,

these indium atoms aggregate, together with As atoms,

to form a piece of the InAs atomic honeycomb sheet. The

size of a 2D InAs sheet increases with increasing number

of floating indium atoms on the growth surface. At a crit-

ical size, the 2D InAs sheet is spontaneously transformed

into a compact 3D island or an InAs QD, as suggested in

Section 6.2. Therefore, all the InAs QDs resulting from

the structural transformation should be calibrated ac-

cording to the critical size for the structural transforma-

tion. The scenario in which QD formation proceeds via

the transformation from a 2D atomic disk to a 3D island

was suggested by Priester and Lannoo [291] to explain

the QD size uniformity. They speculated that adatoms

first aggregate into an ensemble of 2D atomic disks; on

the basis of thermodynamic considerations, they found

that these 2D atomic disks should have a minimal energy

per atom for a given size, and they should have the same

size. They further speculated that, at a critical cover-

age, these uniform 2D atomic disks of the given size can

spontaneously change into 3D islands. In this way, the

QD size is calibrated to be uniform.

At present, the speculated structural transformation

together with sp2/sp3 rehybridization at a critical size

in an InAs nanocluster cannot be proven either experi-

mentally or theoretically. However, it has been well es-

tablished that, at a critical size, some structural trans-

formations, together with rehybridization of the chemi-

cal bonds, indeed occur in nanoclusters of both Si and

C, both of which are isoelectronic to InAs. On the ba-

sis of experimental observations, it was concluded that

three main structural transformations occur at different

critical sizes in a Si cluster (in either free space or a

polycrystalline film) in sequence as its size increases by

incorporation of additional silicon atoms. The first oc-

curs at the first critical size of n1st
cri ∼ 27 atoms, at which

the Si cluster is transformed from a prolate geometry to a

near-spherical one or an endohedral fullerene [395–406].

At the second critical size of n2nd
cri (Si) ∼ 60, the silicon

endohedral fullerene is transformed into a structure con-

sisting of a number of subunits or magic clusters with

sizes of N = 6, 7, 9, 11 [407, 408]. At the third critical

size of n3rd
cri (Si) ∼ 200, the silicon cluster is transformed

from a metal-like or amorphous type into the diamond

structure [409–412].

There are some differences in the valence electronic

properties of carbon and silicon. All the sp1-, sp2-, and

sp3-type bonds among the carbon atoms in a carbon

cluster are significantly closer in energy than the situ-

ations in silicon. In addition, the sp2-hybridized bond is

more stable in carbon, whereas the sp3-hybridized bond

is more stable in silicon [413]. These differences in elec-

tronic structure between the two group-IV elements are

reflected in the structural transformation behavior of an

atomic cluster. According to both the experimental and

theoretical data in the literature, a very small carbon

cluster of a few atoms should be linear in structure; if

more C atoms are added, it changes to a monocyclic or

polycyclic structure at the first critical size, which is in

the range of 4 � n1st
cri (C) � 8 [414]. At the second critical

size, which is in the range of 20 < n2nd
cri (C) � 30, the C

cluster changes to the fullerene form [415–419]. At the

critical size of about n3rd
cri (C) ∼ 300 carbon atoms (or a

diameter of ∼ 1.3 nm), the carbon cluster becomes an

octahedral nanodiamond [420]. At a critical linear size

ranging from 1.5 nm to 5 nm, the C cluster should be a

spherical diamond; above this range, the cluster spreads

into a graphene sheet or becomes a three-dimensional

graphite crystallite [421]. InAs is isoelectronic to Si and

C, and an InAs cluster may exhibit the same behavior

as the atomic clusters of these elements. These structural

transformations induced by increasing the size of both Si

and C clusters support the plausibility of our speculation

regarding an InAs cluster.

In addition, it is well known that in free space, the

stable atomic configuration of a nanocluster of a mate-

rial may differ significantly from the crystalline lattice of

the bulk state because of the surface effect [422–425]. In

Section 5.2, it was mentioned that an elastically strained

and coherent InAs thin film with the zinc-blende lattice

on the GaAs(001) substrate should be mechanically un-

stable. To interpret the formation of InAs QDs on the

surface of the InAs WL on GaAs(001), it should be sup-
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posed that the formation of InAs QDs with the zinc-

blende structure may be possible because of the surface

effect, as these 3D epitaxial islands on the nanoscale

have a larger surface area than a 2D film, which may

significantly suppresses the instability of the zinc-blende

crystalline structure under the compressive strain due to

lattice mismatch.

The epitaxial growth process of an InAs film proposed

in Sections 6.1 and 6.2 can be summarized as follows: An

ultrathin InAs film is formed first as the so-called WL,

and its thickness cannot increase continuously with ad-

ditional InAs deposition because of lattice compression

due to lattice mismatch. Instead, additional InAs deposi-

tion results in floating indium atoms on the growth sur-

face; these floating indium atoms, together with arsenic

atoms, aggregate into a 2D InAs sheet. As its size in-

creases, the 2D InAs sheet is spontaneously transformed

into an ensemble of InAs QDs of a uniform size deter-

mined by a critical size, which should be stable because of

the surface effect. As additional InAs is deposited, misfit

dislocations develop at the interface, and the ensemble

of QDs collapses; subsequently, with an array of misfit

dislocations at the InAs/GaAs interface, the relatively

smooth InAs film grows continuously in thickness with

additional InAs deposition.

6.3.2 Mechanical mechanism

The second proposed size-limitation mechanism in the

structural transformation yielding QD formation is “me-

chanical” in nature. As discussed in Section 6.1, the crit-

ical thickness of the InAs WL may be mechanically tai-

lored by the epitaxial stress, and the chemical bonds be-

tween the adatoms and the surface of the WL should be

sheared off at the critical thickness of the InAs WL. We

suppose that a similar situation might also occur on the

QD sidewalls. After growing to a given shape and size, an

InAs QD could not incorporate any indium atoms into its

lattice structure, and the possible chemical bonds should

be sheared off owing to the effect of epitaxial strain. More

simply, the size and shape of a QD are exactly tailored

by the epitaxial strain. After the QD reaches its mature

size, any atoms deposited on the QD from the flux would

be rejected. Therefore, a uniform QD ensemble can be

fabricated. We call this proposed mechanism for the for-

mation of uniform QDs a mechanical one, in contrast

to the kinetic self-limitation and thermodynamic ones

that have been proposed in the literature. With further

indium deposition, misfit dislocations begin to nucleate

near the InAs/GaAs interface; the QDs become dislo-

cated, and the InAs film continues its epitaxial growth

in the traditional sense.
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149. E. Schöll and B. Bose, Kinetic Monte Carlo simulation of

the nucleation stage of the self-organized growth of quan-

tum dots, Solid-State Electron. 42(7–8), 1587 (1998)

Ju Wu and Peng Jin, Front. Phys. 10, 108101 (2015) 108101-43



REVIEW ARTICLE

150. G. Russo and P. Smereka, Computation of strained epitax-

ial growth in three dimensions by kinetic Monte Carlo, J.

Comput. Phys. 214(2), 809 (2006)

151. T. P. Schulze and P. Smereka, An energy localization princi-

ple and its application to fast kinetic Monte Carlo simulation

of heteroepitaxial growth, J. Mech. Phys. Solids 57(3), 521

(2009)

152. B. G. Orr, D. A. Kessler, C. W. Snyder, and L. M. Sander,

A model for strain-induced roughening and coherent island

growth, Europhys. Lett. 19(1), 33 (1992)

153. C. H. Lam, C. K. Lee, and L. M. Sander, Competing rough-

ening mechanisms in strained heteroepitaxy: A fast kinetic

Monte Carlo study, Phys. Rev. Lett. 89(21), 216102 (2002)

154. M. T. Lung, C. H. Lam, and L. M. Sander, Island, pit, and

groove formation in strained heteroepitaxy, Phys. Rev. Lett.

95(8), 086102 (2005)

155. T. P. Schulze and P. Smereka, An energy localization princi-

ple and its application to fast kinetic Monte Carlo simulation

of heteroepitaxial growth, J. Mech. Phys. Solids 57(3), 521

(2009)

156. F. Much and M. Biehl, Simulation of wetting-layer and is-

land formation in heteroepitaxial growth, Europhys. Lett.

63, 14 (2003)

157. J. Y. Guo, Y. W. Zhang, and C. Lu, Effects of wetting and

misfit strain on the pattern formation of heteroepitaxially

grown thin films, Comput. Mater. Sci. 44(1), 174 (2008)

158. P. Gaillard, J. N. Aqua, and T. Frisch, Kinetic Monte Carlo

simulations of the growth of silicon germanium pyramids,

Phys. Rev. B 87(12), 125310 (2013)

159. G. Russo and P. Smereka, Computation of strained epitax-

ial growth in three dimensions by kinetic Monte Carlo, J.

Comput. Phys. 214(2), 809 (2006)

160. J. N. Aqua and T. Frisch, Elastic interactions and kinetics

during reversible submonolayer growth: Monte Carlo simu-

lations, Phys. Rev. B 78(12), 121305 (2008)

161. R. Stumpf and M. Scheffler, Theory of self-diffusion at and

growth of Al(111), Phys. Rev. Lett. 72(2), 254 (1994)

162. R. Stumpf and M. Scheffler, Ab initio calculations of ener-

gies and self-diffusion on flat and stepped surfaces of Al and

their implications on crystal growth, Phys. Rev. B 53(8),

4958 (1996)

163. B. D. Yu and M. Scheffler, Anisotropy of growth of the close-

packed surfaces of silver, Phys. Rev. Lett. 77(6), 1095 (1996)

164. A. Bogicevic, J. Strömquist, and B. Lundqvist, Low-

symmetry diffusion barriers in homoepitaxial growth of

Al(111), Phys. Rev. Lett. 81(3), 637 (1998)

165. A. La Magna, Nanoisland shape relaxation mechanism, Surf.

Sci. 601(2), 308 (2007)

166. K. Thürmer, J. E. Reutt-Robey, and E. D. Williams, Nu-

cleation limited crystal shape transformations, Surf. Sci.

537(1–3), 123 (2003)

167. C. Herring, in: Structure and Properties of Solid Surfaces,

edited by R. Gomer and C. S. Smith, Chicago: The Univer-

sity of Chicago Press, 1952, pp 5–81

168. W. W. Mullins and G. S. Rohrer, Nucleation barrier for

volume-conserving shape changes of faceted crystals, J. Am.

Ceram. Soc. 83(1), 214 (2000)

169. G. S. Rohrer, C. L. Rohrer, and W. W. Mullins, Nucleation

energy barriers for volume-conserving shape changes of crys-

tals with nonequilibrium morphologies, J. Am. Ceram. Soc.

84(9), 2099 (2001)

170. N. Combe, P. Jensen, and A. Pimpinelli, Changing shapes

in the nanoworld, Phys. Rev. Lett. 85(1), 110 (2000)

171. D. N. McCarthy and S. A. Brown, Evolution of neck radius

and relaxation of coalescing nanoparticles, Phys. Rev. B 80,

064107 (2009)

172. F. Family and T. Vicsek, in: Dynamics of Fractal Surfaces,

Singapore: World Scientific Press, 1991

173. A. L. Barabasi and H. E. Stanly, Fractal Concepts in Surface

Growth, New York: Cambridge University Press, 1995

174. P. Meakin, Fractals, Scaling and Growth Far from Equilib-

rium, Cambridge: Cambridge University Press, 1998

175. F. Family and T. Vicsek, Scaling of the active zone in the

Eden process on percolation networks and the ballistic de-

position model, J. Phys. Math. Gen. 18(2), L75 (1985)

176. H. Brune, K. Bromann, H. Röder, K. Kern, J. Jacobsen, P.
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Böhm, and G. Abstreiter, Quantification of segregation and

mass transport in InxGa1−xAs/GaAs Stranski–Krastanow

layers, Phys. Rev. B 64(24), 245334 (2001)

310. M. Gsell, P. Jakob, and D. Menzel, Effect of substrate strain

on adsorption, Science 280(5364), 717 (1998)

311. M. Mavrikakis, B. Hammer, and J. K. Nørskov, Effect of

strain on the reactivity of metal surfaces, Phys. Rev. Lett.

81(13), 2819 (1998)

312. K. Muraki, S. Fukatsu, Y. Shiraki, and R. Ito, Surface seg-

regation of In atoms during molecular beam epitaxy and

its influence on the energy levels in InGaAs/GaAs quantum

wells, Appl. Phys. Lett. 61(5), 557 (1992)

313. D. Litvinov, D. Gerthsen, A. Rosenauer, M. Schowalter,
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