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Self-consistent relativistic band structure of the CH3NH3PbI3 perovskite
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The electronic structure and properties of the orthorhombic phase of the CH3NH3PbI3 perovskite are computed
with density functional theory. The structure, optimized using a van der Waals functional, reproduces closely
the unit cell volume. The experimental band gap is reproduced accurately by combining spin-orbit effects and
a hybrid functional in which the fraction of exact exchange is tuned self-consistently to the optical dielectric
constant. Including spin-orbit coupling strongly reduces the anisotropy of the effective mass tensor, predicting
a low electron effective mass in all crystal directions. The computed binding energy of the unrelaxed exciton
agrees with experimental data, and the values found imply a fast exciton dissociation at ambient temperature.
Also polaron masses for the separated carriers are estimated. The values of all these parameters agree with recent
indications that fast dynamics and large carrier diffusion lengths are key in the high photovoltaic efficiencies
shown by these materials.
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I. INTRODUCTION

Organic and inorganic perovskites have gained strong
interest as photon absorbers in thin-film solar cells. With the
first prototypes demonstrated five years ago [1], current cell
efficiencies have surpassed the 15% barrier [2–5].

Methyl ammonium lead iodide (CH3NH3PbI3) is one of
the most attractive integrants of this family. CH3NH3PbI3

presents a characteristic perovskite structure consisting of a
network of PbI−6 octahedra, with Pb2+ cations at the center
and I− anions at the corners. The octahedra are connected
through the corners (see Fig. 1), and the cavities in between are
occupied by monovalent cations, CH3NH+

3 . The large size and
aspherical shape of CH3NH+

3 cause distortions in the network
and drive several phase transitions related to the orientation
of the CH3NH+

3 ion. For temperatures below 160 K, the
structure presents an orthorhombic crystal symmetry (group
nr. 62, Pnma), and the CH3NH+

3 cations have a definite
orientation [6], as shown in Fig. 1. Between 162.2 and 327.4 K
the framework symmetry is tetragonal and the CH3NH+

3
cations keep rotating and jumping between several equivalent
orientations consistent with the crystal symmetry [6–9]. For
T > 327.4 K, the disorder of the CH3NH+

3 cations increases,
and the framework of PbI−6 octahedra adopts an average cubic
symmetry [6–8].

The understanding and improvement of this family of
solar absorbers needs a collaboration of experiments and
simulations. Considering the complex phase diagram and
the interplay between the structural distortions and optoelec-
tronic properties, it is desirable to achieve high accuracy
in the simulations. Early calculations in the framework of
density functional theory (DFT) showed a good agreement
of theoretical band gap with the experimental determinations
(see [6] and references therein). However, this agreement
results from the cancellation between the well-known gap
underestimation error in the standard DFT generalized gradient
approximation (GGA) and the neglect of the spin-orbit (SO)
interaction, which when included reduces the gap in these

systems by 1 eV [12]. Agreement with experiment has been
recently demonstrated using many-body GW calculations,
including relativistic effects, on top of DFT [13,14]. Hybrid
functionals that include a fraction of exact exchange, such as
PBE0 [15,16] and HSE [17,18] generally increase the band
gap, counteracting the mentioned underestimation error, and
improve the agreement of the predictions with the experimental
band gap of semiconductors [19]. Hybrid functionals share
formal and practical similarities with the GW Coulomb-hole
and screened-exchange (COHSEX) approximation [20,21],
and their use is currently easier and more extended than that
of GW.

Here, the band structure of the CH3NH3PbI3 orthorhombic
phase has been computed using hybrid functionals and
including the SO interaction. The functionals HSE and
PBE0 have been used in the calculations, as well as PBE0
with an optimized value of the fraction of exact exchange.
Section II describes the computational framework used. Sec-
tion III presents the structural properties and band structure.
Section IV discusses the experimental data and presents
estimations of effective masses including polaron effects.
Section V is devoted to our concluding remarks.

II. METHODS

The calculations have been performed using the Vienna
ab initio simulation package (VASP) [22]. Ion-electron in-
teraction and scalar relativistic effects are included in the
projector augmented waves approximation (PAW) [23,24].
The standard PAW potentials have been used for H, I, and
Pb elements, and soft potentials for C and N. For variable
cell relaxations, a plane-wave cutoff of 364 eV has been used,
which is 30% higher than the maximum cutoff for nitrogen.
For band calculations, the maximum default cutoff (280 eV)
was used. Test calculations were performed with hard PAW
potentials for carbon and nitrogen, which have a maximum
cutoff of 400 eV. With these hard PAW potentials, variable cell
relaxation gave a cell volume only 2% larger than with soft
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FIG. 1. (Color online) Optimized structure of CH3NH3PbI3.

potentials, and the C-N bond distance variation is smaller than
0.01 Å. The Brillouin zone has been sampled using 3 × 2 × 3
�-centered grids for calculations with GGA functionals, and
2 × 2 × 2 for hybrid functionals. Tests were made for k-point
grids up to 7 × 5 × 8, showing that the 2 × 2 × 2 grid allows
the total energy converged within 0.01 eV/atom, and the
pressures are converged within 1 kbar. For the 3 × 2 × 3 grid
the total energy is converged within 1 meV/atom. The band
gap at the � point is converged within 0.02 eV for the 2 × 2 × 2
grid.

It has been proposed on the basis of GW-type theory
and checked for several semiconductors [21,25–29] that for
the PBE0 functional, the optimal fraction of exact exchange
to reproduce band gaps can be determined as α = 1/ε∞,
where ε∞ is the electronic (high-frequency) dielectric constant,
which should be computed in self-consistency with α [27]. In
the present work, the dielectric constant has been obtained
computing the electric polarization under an external electric
field, by means of the Berry phase theory [30–32]. We call
this method PBE0α+SO. We have obtained self-consistently
the values α = 0.188 and ε∞ = 5.32. Our ε∞ is somewhat
smaller than previous DFT results in the range 5.69–6.29
[14,33], and larger than the GW result [14] εGW

∞ = 4.5. The
difference between DFT values can be attributed to differences
in the band gaps obtained with different functionals and the
treatment of the SO coupling. The GW value εGW

∞ = 4.5
was obtained with SO coupling and using the random-phase
approximation, where local field effects are usually neglected.
As can be seen in Sec. II.3 of Ref. [30], the same approximation
with the standard PBE0 functional gives ε∞ = 4.6. Hence,
our larger value 5.32 is likely due to the inclusion of local
field effects in the Berry-phase calculation. An experimental
value ε

expt
∞ = 6.5 has been estimated from diffuse reflection

measurements [34,35].

III. RESULTS

A. Structural properties

The hydrogen positions are not resolved by x-ray-based
crystallographic experimental techniques [6,8] and must be
obtained by simulations. For the tetragonal and cubic phases,
the disorder in the orientation of the C-N bond raises
the difficulty level for theoretical techniques. A simplified
technique, applied in several studies, has the CH3NH+

3 cation

substituted by more symmetrical cations, such as Cs+ or
NH+

4 , or even eliminated from the calculations [6,33]. This
method is certainly useful and has allowed researchers to prove
that the states associated with the cation have little effect on
the band structure around the gap [6]. However, the nature
of the cation modifies the structure of the different phases
and influences strongly the transition temperatures. Therefore,
CH3NH+

3 should not be substituted by other cations when the
structure is optimized by simulation. In this work, we aim
at an accurate description of the geometrical and electronic
structure of the ordered low-temperature orthorhombic phase.

As said above, the experimental determinations of the
crystallographic structure [6] do not resolve the hydrogen
positions. Hence, the hydrogen coordinates have been placed
in appropriate starting positions compatible with the space
group of the low-temperature phase and the structure has
been fully relaxed. As the ions in this structure can undergo
van der Waals interaction, three density functionals includ-
ing dispersion interactions [10,11] have been used for the
structural relaxation, as well as the PBE functional [36]. The
lattice parameters optimized with different functionals are
compared in Table I. The optB88-vdW and optB68b-vdW
functionals are seen to provide the best agreement with the
crystallographic parameters, confirming their capability for
solid-state applications [11]. Interatomic distances show the
same trend as lattice parameters, with the exception of the C-N
bond distance. The experimental C-N bond length, 1.57 Å,
is anomalously (0.05–0.09 Å) larger than our simulation
optimized lengths. This may be due to the fact that the
x-ray diffraction technique assigns the atom positions to the
centers of gravity near the maxima of the electronic density
distribution, which for CH3 and NH3 groups may deviate from
the exact positions of the C and N atoms. Auxiliary calculations
for the isolated cation CH3NH+

3 show that the optimized C-N
bond length is close to the values of Table I, either with
GGA or with hybrid functionals. Hence, no effect from the
inorganic framework is evident from simulations. Let us note

TABLE I. Lattice parameters, bond distances, and cell volumes
obtained from variable cell relaxation starting from the experimental
structure. Units are Å and Å3.

vdW- optB88- optB86b- Exptb

PBE DF2a vdWa vdWa

Volume 1008.8 1046.6 952.46 945.28 951.01
a 9.177 9.132 8.827 8.806 8.836
b 12.816 13.137 12.679 12.633 12.580
c 8.577 8.724 8.510 8.498 8.555
b/a 1.397 1.439 1.436 1.435 1.424
c/a 0.935 0.955 0.964 0.965 0.968
d(C-N) 1.49 1.52 1.50 1.50 1.571

d(I-Pb) 3.23 3.29 3.19 3.19 3.174
3.24 3.30 3.20 3.19 3.175
3.26 3.31 3.22 3.21 3.180

d(H-I) 2.58 2.66 2.56 2.56
2.60 2.66 2.58 2.58

aVan der Waals functionals: vdW-DF2 (Ref. [10]), optB88-vdW, and
optB86b-vdW (Ref. [11]).
bReference [6].
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TABLE II. Structure of CH3NH3PbI3 optimized with the van der
Waals density functional optB88-vdW.

Space group 62 (Pnma)
Lattice vectors: a = 8.8273 Å, b = 12.6793 Å, c = 8.5099 Å

Fractional coordinates:
Pb 0.00000 0.00000 0.50000
I 0.98041 0.25000 0.56319
I 0.18148 0.01821 0.17644
C 0.40839 0.25000 0.43168
N 0.55516 0.25000 0.51975
H 0.11881 0.31686 0.01029
H 0.15523 0.82116 0.96378
H 0.03804 0.25000 0.85812
H 0.93323 0.25000 0.19489

that for CH3ND3PbBr3, the C-N experimental bond distance,
measured in this case with neutron diffraction, is reported as
1.48 Å [37]; and for CH3NH3PbI3 at the room-temperature
phase [8], determined with x-ray diffraction, the C-N distance
is 1.39 Å.

For the following calculations of the electronic struc-
ture, the geometric configuration obtained with the func-
tional optB88-vdW has been employed. The coordinates of
nonequivalent atoms in the unit cell are given in Table II.

B. Electronic structure

Figure 2 shows the band structure and gaps obtained with
several GGA and hybrid functionals without and with SO
coupling. The band energies are given relative to the averaged
electrostatic potential, which is a useful reference for interface
and defect calculations [25,26,38] and is less sensitive than the
band edges to the choice of exchange-correlation functional.
More complete band diagrams are given in [30]. As illustrated
for the PBE functional, the SO coupling modifies strongly
the bottom of the conduction band (CB) and reduces the
band gap by 0.9 eV, in agreement with Ref. [12]. The same
reduction takes place with hybrid functionals (see a summary

in Table III). Maybe more important than the precise gap values
is the SO effect on the topology of the CB. The lowest CBs,
which at the � point are grouped in a range of 1 eV in the
calculation without SO, become more dispersive and are more
separated at every k point when the SO is switched on. The
SO coupling also causes some avoided crossings. On the other
hand, including a fraction of Hartree-Fock exchange increases
the band gap and also increases the dispersion of the valence
bands, while the CB shape remains with little changes. Figure
S5 in Ref. [30] shows the PBE + SO results after a scissors
shift superimposed with the HSE + SO and PBE0α + SO
bands. It can be appreciated that the scissors shift after the
PBE + SO calculation provides a good approximation to the
bands, although the valence band is 0.5–0.6 eV narrower than
with hybrid functionals. The conduction band is also narrower
in PBE + SO, although the effect is less significant than for the
valence band. Figure S5 also shows that by transitive relation,
HSE + SO and PBE0α + SO bands are also similar to each
other, the more important difference being the band gap values,
which change from 1.37 to 1.63 eV.

The standard procedure in VASP for band calculations with
hybrid functionals failed for PBE0α+SO and PBE0 + SO.
Instead, the band energies shown in Fig. 2 were taken from
fully self-consistent calculations using regular �-centered
grids with augmented density along the symmetry lines, i.e.,
14 × 2 × 2 and 2 × 10 × 2 for the X-� and �-Y lines, respec-
tively. The band energies actually computed with PBE0α+SO
are shown by circles in Fig. 2 and are joined by spline lines,
while for the other functionals, 40 k points were computed
along every symmetry line.

It can be appreciated that going from PBE to the hy-
brid functionals, the downward offset of the valence band
maximum (VBM) is much larger than the upward offset
of the conduction band minimum (CBM), giving the larger
contribution to the gap opening. The downward shift affects
all the valence bands, which also get wider.

Figure 3 shows the total (DOS) and the projected density
of states (PDOS). It can be seen that around the fundamental
band gap, only iodine and lead orbitals contribute to the DOS.
The bands from organic molecular levels are almost isolated
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FIG. 2. Band diagram of CH3NH3PbI3 computed with different functionals. The structure is optimized with functional optB88-vdW. The
energy zero is the average electrostatic potential, and the valence band maximum is indicated with a dotted line.
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TABLE III. Band parameters obtained from different exchange-correlation functionals: the band gap Eg , the energies of the conduction
band minimum (ECBM) and valence band maximum (EVBM), and the valence band width (�VBW). ECBM and EVBM are relative to the average
electrostatic potential. �VBW is measured between EVBM and the minimum of the bands shown in Fig. 2. All values are in eV units.

PBE PBE+SO HSE HSE+SO PBE0 PBE0+SO PBE0α PBE0α+SO

Eg 1.71 0.80 2.27 1.31 2.89 1.92 2.59 1.63
EVBM 1.78 1.94 1.36 2.82 1.03 1.19 1.22 1.38
ECBM 3.48 2.74 3.62 1.51 3.92 3.11 2.59 3.01
�VBW 3.38 3.62 3.83 4.06 3.90 4.14 3.78 4.02

at −4.3, −6.3, −8.5, −12.6, and −19.9 eV. Some interaction
with the levels of the inorganic framework is appreciated by
very small contributions of Pb and I PDOS at the first three
energies. The inorganic framework dominates the bands at
−18.0, −15.4, −11.2, and −7.0 eV, the top valence band in
the range from −2.6 to −1.4 eV, and the band from −7.5 to
−6.5 eV. The latter mixes with the organic band at −6.3 eV.

It is useful to evaluate if the spin-orbit coupling can be
calculated in perturbation theory instead of self-consistently,
as there are codes that implement only the first option,
while offering an efficient algorithm for hybrid functionals.
It would be also relevant for comparing with one-shot (non-
self-consistent) GW calculations [13], or with perturbative
spin-orbit within self-consistent GW [14]. To obtain this
approximation in VASP, the band diagram has been computed
without the spin-orbit interaction, followed by a single iteration
of the self-consistent cycle with the spin-orbit calculation.
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FIG. 3. (Color online) Density of states of CH3NH3PbI3 com-
puted with PBE0α+SO.

The resulting band diagram is almost equal to the fully self-
consistent SO calculation. Figure 4 shows superimposed bands
calculated perturbatively and self-consistently. The bands are
quite similar in both schemes, being the larger difference in
the higher valence band, causing a rise of the HSE gap from
1.31 to 1.37 eV. For energies higher than 2 eV or smaller than
−2 eV, the differences are smaller.

IV. DISCUSSION

The band gap of CH3NH3PbI3 at low temperature has been
estimated as 1.68 eV [39]. Our results indicate that the best
match is provided by the PBE0α + SO calculation, with the α

value computed self-consistently as explained above.
Although the band gap values with PBE0α + SO and plain

PBE (without SO) are similar, Fig. 2 and Table III show that
the offsets of both VBM and CBM relative to the electrostatic
potential which are given by PBE deviate significantly from
those given by PBE0α + SO (which is presumably more
accurate). Those PBE offsets are in the first case, respectively,
ca. 0.40 and 0.47 eV larger than those found with the second
functional. This should be taken into account when computing
band alignments at interfaces, position of defect levels relative
to the bands, or band offsets relative to the vacuum level.

Table IV presents the effective mass tensors of the highest
valence and the lowest conduction band edges. mxx and myy

correspond to �-X and �-Y directions, respectively. It can be
appreciated that missing the SO coupling the effective mass
presents high anisotropy. The anisotropy is very reduced when
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FIG. 4. (Color online) Band diagram of CH3NH3PbI3 computed
with HSE + SO, where the SO interaction is computed self-
consistently and perturbatively. The energy zero is the average
electrostatic potential.
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TABLE IV. Effective masses (in units of the free electron mass)
and ranges of the isolated conduction band and the top valence band.
�c,v are the ranges where the corresponding bands do not overlap
with the next bands.

PBE PBE+SO HSE+SO

Conduction band
mxx 0.70 0.18 0.20
myy 0.088 0.13 0.15
mzz 1.00 0.19 0.22
〈mc〉a 0.22 0.17 0.18
�c(eV) 0.23 0.50 0.52

Valence band
−mxx 0.29 0.22 0.23
−myy 0.23 0.18 0.21
−mzz 0.28 0.22 0.23
〈mh〉a 0.26 0.21 0.22
�v(eV) 0.23 0.25 0.29

a〈mc,h〉 = 3| ∑i 1/mii |−1.

SO is included, and the masses are similar for all functionals.
This agrees with the observation that the scissors shift after
the PBE + SO calculation provides a good approximation to
the band shapes near the gap. The parameters � in Table IV
are the energy ranges that the lowest CB and the top VB span
as isolated bands, which are important for the validity of the
effective mass approximation [40]. The length of the �-Y path
is 0.24 Å−1; which is the largest extension in a reciprocal
state that can have a nonperiodic electronic state [40] to be
described within the one-band effective mass approximation.
For the fitting of the effective masses, a range of 0.057 Å−1

around the � point has been used. Out of this range, roughly
one quarter of the �-Y path, the band nonparabolicity increases
the apparent effective masses. The averaged electron and hole
masses are slightly smaller than those calculated in Ref.
[41] using PBE and PBE + SO and a pseudocubic model
of the room-temperature phase. The difference is consistent
with the larger Pb-I distances and smaller mass density of
their model, optimized without van der Waals attractions, an
omission that partially compensates for the thermal expansion.
The same argument applies for comparison with the effective
masses reported in Ref. [13], which were calculated for a
low symmetry of the tetragonal room-temperature phase. The
decrease of anisotropy was also obtained in Ref. [13]. Note
that these electron effective masses are not significantly higher
than those measured for other typical semiconductors used in
photovoltaic (PV) cells, while the hole masses are smaller than
for the same semiconductors.

Taking the average masses of the HSE + SO approximation,
a reduced exciton mass of μ = 0.099 is obtained. Using the
dielectric constant ε∞, the exciton binding energy and Bohr
radius (in the Wannier-Mott model [42]) are μe4/2�

2ε2
∞ =

48 meV and �
2ε∞/μe2 = 28 Å. These values are appropriate

for the exciton appearing immediately after photon absorption,
i.e., when no atomic relaxation has occurred yet. This binding
energy agrees with the experimental value of ca. 50 meV [43]
obtained from optical absorption spectra. A similar value has
been obtained recently [44] for the CH3NH3PbI3−xClx mixed

halide perovskite in the neighborhood of room temperature.
Excitonic effects are therefore small enough that the optically
determined band gap can be used for the comparison with the
band structure calculation. On the other hand, for a sufficiently
large exciton lifetime, i.e., longer than the characteristic time of
atomic vibrations, one should consider the atomically relaxed
exciton, which is likely the state from which either electron-
hole dissociation or recombination can occur. For this situation
the Wannier-Mott model should include the static dielectric
constant (see Ref. [45] for additional arguments in favor of
using it); with the average of values reported in Ref. [33],
ε0 = 25.7, a radius of 137 Å and a binding energy of 2 meV
are obtained. This latter value implies that the exciton will be
dissociated for temperatures over 30 K.

For transport properties, relevant after exciton dissociation,
polaron masses must be considered rather than the bare elec-
tronic masses computed with fixed ions. They can be estimated
using the Fröhlich’s continuum theory of the large polaron
[46], which predicts a polaron to bare mass ratio mp/m =
1 + αp/6. The coupling constant is αp = √

me4/2�2ε2∗ELO,
where ELO is the energy of the longitudinal optical phonon, and
1/ε∗ = 1/ε∞ − 1/ε0. Using the values ELO = 38.4 meV [47],
ε∞/ε0 = 0.235 [33], and the HSE + SO effective masses, we
obtain 0.21 and 0.27 for the electron and hole polaron masses,
respectively. The polaron energy shifts, �Ep = −αpELO, are
−49 and −44 meV for the hole and the electron, respectively.

Our results differ somewhat from recent calculations for
CH3NH3PbI3 that include the SO interaction. Lang et al. [48]
still underestimated the gap using HSE + SO. Brivio et al.
[14] used a self-consistent GW approach and achieved a good
agreement with the experimental gap. However, their band
diagram shows anisotropy in valence and conduction band
dispersion around the point R, which is folded into � for our
supercell. Also, they obtained nonanalytic dispersions of the
bands around R, and several extremal points. It is difficult
to assess if this is a many-body effect or a result of an
uncontrolled approximation of the spin-orbit coupling, e.g.,
the neglect of the spin off-diagonal terms. More probably, the
differences with our results are due to different symmetries
of the structural models, which in Refs. [14,48] are restricted
to cubic lattices and smaller units cell; and, in addition, the
dipoles of all CH3NH+

3 cations point in these models in the
same direction, which may lead to fictitious internal electric
fields affecting the electronic structure. Our large and variable
supercell has more freedom to relax, and the tilting and rotation
of the PbI6 polyhedra is rather large, as is appreciated in Fig. 1.
This argument seems to be confirmed by our agreement with
GW result for the 48-atom supercell [13].

V. CONCLUSIONS

We have shown that DFT calculations with hybrid func-
tionals (preferably PBE0α) and spin-orbit coupling are able
to reproduce the experimental band gap of CH3NH3PbI3,
as well as other relevant parameters like the reduced mass
and binding energy of the optically observed exciton. Hybrid
functional DFT is less costly than GW and we have been
able to study a relatively large supercell. This opens the
way to computing the electronic structure of CH3NH3PbI3

at room temperature using large supercells that can include
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the dynamical and orientational disorder of the CH3NH+
3

cations. CH3NH3PbI3 adds to the list of semiconductors where
the PBE0α provides the best accuracy for computing the
fundamental band gap [21,25–27,29], when the fraction α

of the Hartree-Fock exchange is chosen as the inverse of the
high-frequency dielectric constant computed self-consistently.
We also show that the spin-orbit interaction modifies strongly
the effective mass tensor of the conduction band, which is
derived from the Pb 6p orbitals; if neglected, the conduction
band presents very high effective mass in certain directions.
With spin-orbit included, the conduction band becomes almost
isotropic and the effective mass gets closer to the range typical
of classical II–VI semiconductors. The low binding energy

value obtained for the exciton predicts its easy dissociation,
which differs from the behavior of organic PV absorbers.
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