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Abstract

Ensuring access to reliable and sustainable power supply is becoming more and more
challenging due to a combination of factors such as more frequent power grid outages
caused by extreme weather events, the large-scale introduction of renewable energy
resources that increases the complexity of the power system, but also aging
infrastructure, supply and demand imbalance and power theft in some areas.
Combined, all these factors can cause outages and together they can make electricity
supply unreliable. The implications of this are many, ranging from minor
inconveniences to major failures of critical infrastructures. A potential solution to ensure
power supply during outages is to use local generation in the form of renewable
resources to supply energy. This paper proposes a community-based mechanism that
demonstrates that when community members can determine for themselves how
excess energy generation is distributed, the power supply of specific members can be
ensured. Self-determination is achieved by prioritizing and differentiating between
community members as well as automatically and continuously redistributing energy,
thereby adapting to sudden changes in supply and demand. Simulation results show
that the proposed mechanism can be used to empower local communities to decide
for themselves how local resources are distributed during events such as outages,
ensuring prolonged power supply for differentiated members of affected communities.
Harnessing the potential of renewable resources and smart technologies for intelligent
coordination through empowerment of consumers to become pro-active participants
is a promising solution for the future power systems.

Keywords: Energy communities, Self-determination, Self-organization, Prioritization,
Power outages, Local generation

Introduction

Power outages present a challenge for current and future power systems. Such outages

can be caused by a number of factors including the increasing frequency and severity of

extreme weather events due to climate change, infrastructure failures and aging power

plants that require frequent maintenance, but also supply and demand imbalance. Power

outages adversely impact people and other infrastructures that rely on electricity. The

negative social impact of outages can be very severe, ranging from inconveniences to

normal daily operations to failures of critical infrastructures such as drinking water and

communication systems (Jiménez-Estévez et al. 2017). This challenge is further amplified
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by the rapid introduction of renewable energy resources. As these renewables are volatile

& non-dispatchable, they add uncertainty to and increase the complexity of an already

highly complex power system.

At the same time, renewable resources owned by local communities provide a poten-

tial to ensure reliable power supply when the backbone grid is unavailable (Ilic et al.

2010; Palensky et al. 2014). Decentralization of energy systems through such smaller-

scale initiatives that rely on local resources is a promising approach for the future of

smart grids (Panteli and Mancarella 2015; Wollenberg 2005). Existing solutions that

deal with decentralization of power systems are associated with concepts such as

microgrids and virtual power plants (VPPs), that aim to enable easier integration of

distributed renewable resources and to empower consumers and prosumers (Hatziar-

gyriou et al. 2007; Asmus 2010). VPPs are typically virtual groups of several types of

energy resources for which the main motivation for grouping is usually shared access

to an energy market for economic reasons (Asmus 2010). As such, their purpose is

not to operate independently during outages. In contrast, microgrids are subsets of

power systems that are planned to operate both in parallel with the main grid and

independent of it in an islanded mode when needed. To enable this type of indepen-

dent operation, they require sophisticated physical infrastructure and are as such tied

to specific geographic locations (Asmus 2010; Panteli and Mancarella 2015). During

outages a microgrid can be decoupled from the main grid and run in a stand-alone

islanded mode which ensures continuous power supply within the microgrid. In prin-

cipal, the rest of the power grid does not benefit from this behavior. The members of

a microgrid agree to the terms and conditions of membership, and together form the

ownership structure of a microgrid. Real-time adaptation of a membership is not com-

mon, if not impossible. This poses a constraint in case of unexpected events such as

outages, where changes in supply and demand can vary in near real-time and mech-

anisms for dynamic supply and demand matching in changing groups of consumers

and prosumers might be required (Strbac et al. 2015). During outages, multiple isolated

microgrids can be connected to form a networked microgrid cluster and gain additional

flexibility in outage response (Li et al. 2017). To harness the potential of multiple micro-

grids while still preserving their autonomy, a hierarchical outage management scheme

(OMS) is proposed in Farzin et al. (2016) to enhance resilience of distribution systems

during outages.

Community microgrids such as those in Japan (Sheldrick and Tsukimori 2017), sup-

ported by Japan’s “National Resilience Program”, and Brooklyn (Brooklyn Microgrid

2019), are a move towards more self-reliant, resilient power systems that ensure long-

term, locally generated power supply within a community. To fully use the potential

of these microgrids, active participation of all stakeholders from local communities is

needed (Jiménez-Estévez et al. 2017; Taha and Panchal 2014).

Even thoughmicrogrids can deal with uncontrollable disturbances in an islandedmode,

they can collapse under extreme, high impact events, such as floods, earthquakes etc. To

be able to account for this type of events, a reliability and resilience framework can be

applied, so that a microgrid can withstand social, technical, economic, or natural hazards

without losing its functionality. A potential solution to quickly recover is by prioritiz-

ing which loads to connect if full recovery is not possible due to infrastructure damage

(Jiménez-Estévez et al. 2017). Increasing self-sustainability of microgrids through load
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prioritization is considered in (Silva et al. 2015), where multi-agent systems (MAS) are

used to represent members of a microgrid as intelligent agents that operate autonomously

to achieve local goals. In this paper, prioritization is performed on the level of consumers

that prioritize their own controllable loads by applying shedding and re-scheduling pro-

cedures (Silva et al. 2015). Consumer prioritization with the purpose of consumer-centric

energy management is proposed in (Tushar et al. 2014).

Load prioritization is routinely used for load shedding, curtailment, system restoration

and microgrid management (Reddy et al. 2017; Mondal et al. 2016; Gao et al. 2016). Dif-

ferent types of loads are considered, such as critical and controllable loads (Huang et al.

2016). With respect to outage management, when restoring loads, utilities currently pri-

oritize them based on their importance for general concepts such as public safety and

health. However, this process is static and does not take into account neither real-time

conditions of an outage, nor the specifics of a community an outage occurs in (Arghandeh

et al. 2014). To bring in the societal perspective with respect to load prioritization during

outages, systems such as Styrel in Sweden have been introduced, where consumers are

categorized into pre-defined categories and assigned classes and points, based on which

electricity distribution is performed during a power shortage (Landegren et al. 2014;

Grosse and Olausson 2018). However, this type of prioritization still does not include

active participation of communities affected by outages that can be empowered to make

local decisions regarding their energy resources. Thus, different prioritization schemes

are needed to reflect local needs of an affected community and real-time conditions of a

specific outage (Arghandeh et al. 2014).

Methodologies for active engagement of communities in the introduction and man-

agement of local energy resources facilitate sustainable resource management in future

power systems (Alvial-Palavicino et al. 2011; Cai et al. 2017; Jung et al. 2016; Adu-Kankam

and L. M. -Matos 2018; Katre et al. 2019; Arentsen and Bellekom 2014; Hufen and

Koppenjan 2015). Energy communities can potentially play an important role in facili-

tating energy interventions, because they enhance trust relationships, support behavioral

changes and encourage other local benefits, such as lower energy bills, new local jobs,

increase in the sense of ownership, but also reduction of carbon emissions (OVO Energy

2014; Šćepanović et al. 2017). As traditional, centralized power systems transform into

more decentralized, prosumers and consumers acquire a more active role in decision

making on the local level (Silva et al. 2015; Oteman et al. 2014). Such active engagement

of local communities increases social acceptance (Jiménez-Estévez et al. 2017) and can

significantly enhance the reliability of power supply (Tushar et al. 2014).

To address the challenges related to intelligent coordination of an increased number of

local renewable resources and empower consumers to become pro-active participants of

the future energy systems, new paradigms for power system coordination and planning

will be needed (Ilic et al. 2010; Palensky et al. 2014). A potential solution that ensures (par-

tial) continuation of power supply during outages for communities in frequently affected

areas, is to rely on locally generated supply in the form of renewables. To this purpose

communities need to agree to share energy, as an energy community. As such, they can

use local resources to their full capacity, and collectively decide how to distribute energy

locally.

This paper bridges the concepts of local engagement from energy communities with

features such as islanding from existing decentralization mechanisms (microgrids), and
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builds upon them to ensure prolonged power supply in areas frequently affected by out-

ages. The concepts are further extended by allowing communities to dynamically adapt

to changes in their environment. This paper assumes that although a limited number

of local renewable resources is available, they will not always be sufficient to meet the

demand of all community members affected by an outage. Due to scarcity of available

resources, a decision on how to distribute these resources has to be made. In contrast

to existing outage management techniques where loads are prioritized before an out-

age occurs by a central authority, this paper brings in the community perspective by

letting members of communities prioritize consumers and prosumers themselves and,

using that prioritization, distribute local resources in a fully decentralized manner. For

this purpose, this paper proposes a mechanism that supports communities affected

by an outage to determine for themselves (self-determine) how local energy resources

are distributed. It does so by differentiating between consumers and prosumers in the

area. For example, a community can decide that schools should have electricity dur-

ing an outage, making the school a primary destination for locally produced electricity.

Or a community can decide to allocate local energy resources to a sports field if an

outage occurs during a match. In both cases social arguments are the basis for such

decisions.

The main contribution of this paper is twofold. One, it demonstrates that by empower-

ing members of communities to decide for themselves how local resources are distributed

during an outage, the duration of power supply can be prolonged for specific members

of affected communities; and two, it proposes and develops a fully decentralized mech-

anism serving as an ICT platform for energy sharing in communities frequently affected

by outages.

The rest of the paper is organized as follows: “Self-determined distribution of

local resources” section describes the concepts of the proposed mechanism, “System

setup” section describes the system, assumptions and themechanism’s algorithm in detail,

and “Experiments” section describes the experiments conducted, as well as the key per-

formance indicators used to assess the mechanism outputs and the experimental setup

used. “Results” section presents the results, while “Discussion” section discusses poten-

tial applications, as well as the limitations of the proposed mechanism with respect to the

assumptions made. Finally, “Conclusions” section concludes the paper.

Self-determined distribution of local resources

This section describes the main concepts of the proposed mechanism for self-determined

distribution of local energy resources during outages, based on differentiation. As stated

in “Introduction” section, the main objective of this paper is to demonstrate that by let-

ting communities decide for themselves how local resources are distributed during an

outage, the duration of power supply can be prolonged for specific members of affected

communities. This objective is achieved by first demonstrating that supply and demand

can be matched based on locally available information only, using a dynamic clustering

sub-mechanism, and then by including prioritization as a means to differentiate between

different consumers and prosumers. These two sub-mechanisms are used to form self-

organized local energy communities that are self-sustainable during outages. “Dynamic

clustering” and “Prioritization” subsections explain the two sub-mechanisms in detail,

respectively.
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Dynamic clustering

This paper builds upon the mechanism proposed in (Čaušević et al. 2017) that enables

decentralized supply and demand balancing in energy systems. Consumers, prosumers

and producers of electricity rely on local knowledge of their production and/or demand

to organize themselves (self-organize) into small-scale local energy communities (clusters)

that locally match supply and demand (Amin 2001; Farhangi 2010; Amin and Stringer

2008; Brazier et al. 2015). The main objective of clusters is to minimize the supply and

demand mismatch within the cluster. Clusters act as autonomous groups that enable

energy sharing of local resources. They can dynamically reconfigure by changing their

composition to adapt to changes in the (external) environment or their (internal) pref-

erences (Čaušević et al. 2017). This subsection briefly describes the previously proposed

mechanism.

Distributed multi-agent systems (MAS) are used to represent cluster members (e.g.

households, schools and supermarkets) as intelligent agents. A dedicated simulation tool

developed in the Java programming language is used to setup multi-agents and con-

duct experiments. The tool implements basic agent behavior and enables asynchronous

message exchange and processing. The agents have perfect knowledge of their supply

and/or demand, and can communicate with each other, exchanging information about

their location, and load and production profiles. Using a distributed information exchange

algorithm (gossiping), agents build their own local view of the neighborhood. A dis-

tributed approach reduces the risk of single point failure in the network, and can be

applied to a variety of scenarios where full knowledge of the system is unavailable. After

building their own local views, agents send cluster membership offers to neighboring

agents that best match their load and/or production profile. As the main objective of

power systems is to match supply and demand of electricity (Wood et al. 2013), the best

match is that which minimizes the mismatch. The mismatch between an agent and a

cluster at time t is calculated using Eq. 1 for the entire period for which clustering is

performed. Contrary to the previously published work in (Čaušević et al. 2017), the opti-

mization function for calculating the mismatch is adapted in this paper. The best match

is found using Eq. 2. For the clustering period, the number of hours with zero mismatch

(Zh), negative mismatch/underproduction (UPh), and positive mismatch/overproduction

(OPh) is counted, and the total amount of underproduction (UPamt) and overproduction

(OPamt) is calculated. Weights are assigned to every parameter (ωzh, ωUPh, ωUPamt , ωOPh,

and ωOPamt).

mismatch(a, c)t = Supply(a, c)t − Demand(a, c)t (1)

min
1

ωzh Zh
(ωUPh ∗ UPh + ωUPamt ∗ UPamt +

ωOPh ∗ OPh + ωOPamt ∗ OPamt)

(2)

where,

ωzh ≫ ωUPh ≫ ωUPamt ≫ ωOPh ≫ ωOPamt (3)

To join a cluster, agents negotiate cluster membership, and this negotiation results in

service level agreements (SLAs). SLAs are used as a means of fixing cluster composition,

specifying the terms of electricity provisioning (Clark 2014; Methenitis et al. 2018) and

committing agents to those terms. Clusters are either fixed for a relatively long period
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of time, or dynamically reconfigure to respond to changes in supply and demand of the

agents.

Prioritization

This paper introduces the concept of consumer and prosumer differentiation based on

community preferences. To enable differentiation of consumers and prosumers, local

communities agree on the levels of supply priority (high, medium, or low) and pre-assign

them to consumers and prosumers, before an outage occurs. These priorities indicate,

for example, the social importance of a consumer or prosumer. Some priorities may be

fixed, such as, for example, high priority for a school or a supermarket, while other prior-

ities can change depending on the specific situation. The mechanism through which this

differentiation is performed is referred to as prioritization. Prioritization aims to ensure

that electricity is supplied to the highest priority consumers and prosumers first, if there

is enough supply to meet their demand. The remaining electricity is then distributed to

those with lower priority.

The prioritizationmechanism is used to allow local communities to assign levels of sup-

ply priority to individual consumers and prosumers, and to decide for themselves how

locally available renewable resources are distributed, so that prolonged power supply dur-

ing outages is ensured. In the rest of this paper, prolonged power supply during outages

is referred to as reliable power supply.

Supply reliability depends on the amount of leftover supply in the system. Leftover sup-

ply is energy supply that is left after all of the prosumers have consumed the energy they

have produced to meet their own demand. It also includes any other renewable produc-

tion that is not generated by prosumers, such as independent wind turbine generation.

Thus, leftover supply depends on the type of renewable resources in the system (e.g., if

only solar is available, there is no production during the evening, or during cloudy peri-

ods). Each level of priority requires to be supplied for a minimum number of hours of

leftover supply. For example, if the system total leftover supply is 10 h, the highest priori-

ties can be supplied for a minimum of e.g. 7 h. This parameter is reconfigurable and can

be changed at any time. It can be different for every priority (e.g. higher priorities can

require more hours of supply, while the lower ones can settle for fewer), or even different

for every agent. The required minimum number of hours of leftover supply is crucial for

assessing supply reliability for every priority. If an agent is supplied for a minimum num-

ber of hours required by its priority, the agent is said to have reliable supply during the

outage period.

System setup

This section describes the system used for implementation of the proposed mechanism,

including the main assumptions on which it is based. Furthermore, a detailed algorithmic

description of the mechanism is given.

System assumptions

This paper considers areas that are frequently affected by planned and unplanned out-

ages, and have high, but limited penetration of distributed renewable resources, locally

owned by members of affected communities. It is assumed that no non-renewable pro-

duction such as that of diesel generators is available. In terms of sustainability, two types
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of community members are distinguished: self-sufficient and non-self-sufficientmembers.

Self-sufficient members are those who can sustain themselves with their own resources

for at least an hour during an outage. Consequently, non-self-sufficient members are

those who do not have any production of their own, or not enough to meet their own

demand. During an outage, prosumers first meet their own demand using their own

generated supply. Then, supply that is left is distributed to the highest priorities first

using the proposed mechanism. The term “priorities” in this context refers to all the

consumers and prosumers of the same priority. This resource distribution approach

results in formation of clusters, that dynamically reconfigure to adapt to changes in their

environment and have as a purpose reliable supply provisioning and maximization of

self-sufficiency.

This paper assumes that communities themselves pre-determine the priorities. Nego-

tiation mechanisms for assigning priorities are outside the scope of this paper. Assuming

that there are fewer consumers and prosumers who should have the highest priority, com-

pared to the medium and low priorities, priorities are assigned randomly in such a way

that there is a higher probability that an agent is low or medium priority, compared to the

high priority.

The proposed clusteringmechanism abstracts from the physical layer of power systems.

This paper assumes that there is a physical infrastructure that connects all consumers,

prosumers and resources in an area affected by an outage, so that electricity can be dis-

tributed from any one point to another. Additionally, this paper assumes that the infras-

tructure enables “closing” and “opening” of connections between consumers, prosumers

and available resources, so that electricity can be distributed to selected consumers and

prosumers. Clustering creates clusters for which the topology is not fixed nor restricted

by geographic location, and relies on existing communication infrastructure to exchange

information between agents to create the grouping. This paper assumes that agents have

perfect knowledge of their supply and/or demand profiles for the duration of clustering

period.

Finally, this paper assumesthat the area for which clustering is performed is part

of a single distribution system that is affected by a planned or an unplanned outage.

Consequently, there is no electricity supply from the backbone grid.

Algorithm details

As shown in Fig. 1, at the beginning, every consumer, prosumer and producer (e.g. a

wind turbine) is represented by an intelligent agent (a piece of software) that has per-

fect knowledge of its load and/or production profile and geographic information. Thus,

a consumer is represented by a consumer agent (CA), a prosumer by a prosumer agent

(PSA), and a producer by a producer agent (PDA). Additionally, CAs and PSAs are

assigned a supply priority level, based on which, the decision of electricity distribution

is made. PDAs do not have a priority level, as they only supply electricity. When an out-

age occurs, agents exchange information on their geographic location to build a local

view of the neighborhood. Information exchange is performed using a distributed infor-

mation exchange algorithm (gossiping), where every agent in the system is connected to

every other agent, directly or via other agents (Jelasity et al. 2005; Duckham 2013). After

building the local view of a neighborhood (which depends on the neighborhood size), the

dynamic clustering phase begins. This phase is executed for every time period for which
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Fig. 1 Dynamic, priority-based clustering mechanism

clustering is performed (e.g. every hour or every day). Initially, each agent is a cluster

on its own.

During an outage, each PSA first meets its own demandwith the generated supply from,

for example, solar panels. PSAs that have supply left after meeting their own demand

can now distribute it to selected CAs and PSAs in their neighborhood whose supply is

not met. Next, the dynamic distribution of resources begins. All agents with high prior-

ity whose supply is not met send requests to neighboring clusters that best match their

profile. Recall from “Dynamic clustering” subsections that the best match is the one that

generates the minimum mismatch, and is found using Eq. 2. After all requests are sent,

clusters that have received membership requests revise them. If a cluster contains any

agents with high priority, it accepts the request only if accepting it does not result in

underproduction. If all agents are of lower priorities, a request with the best match is

accepted. After acceptance, agents sign SLAs with clusters. SLAs contain information

about a cluster membership request, and information about a cluster topology including:

a list of cluster members, their load and production profiles, levels of supply priority and

the minimum number of hours for which they would like to be supplied. Thus, SLAs are

used as a means to fix cluster boundaries and ensure supply reliability. If at the end of this

stage there is still supply left, the same procedure is repeated for medium and then low

priorities. In the end, final clusters are formed and fixed for the clustering period. Dur-

ing the next clustering period, clusters dynamically reconfigure to adapt to changes in the

environment (changes in supply and demand or in priorities).

Experiments

This section describes the experiments conducted to study the output of the pro-

posed clustering mechanism. To achieve the main objective of this paper, the two

sub-mechanisms described in “Dynamic clustering” subsections and “Prioritization” are

used, and experiments are conducted accordingly (1) to explore if supply and demand

can be matched in a decentralized way by studying supply and demand mismatch in the

system and observing the effects of static vs. dynamic clustering, and (2) to explore how

prioritization can be used to ensure prolonged power supply during outages. “Experimen-
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tal setup” subsection describes the experimental setup, while “Experiment set 1: Static

vs. dynamic clustering” subsections and “Experiment set 2: Prioritization and reliability

assessment” describe both experiments, respectively.

Note that the aim of the experiments is not to do an exhaustive investigation of the fea-

sibility of the proposed mechanism under various circumstances. The large uncertainty

in for example power generation, power demand, seasonal variations or the frequency

of outages, prohibits this. It would be possible to do such an analysis for a specific loca-

tion and time frame, provided that both generation and demand profiles are available,

however this is outside the scope of the current paper. The main motivation for the exper-

iments conducted here is to demonstrate that, under specific conditions, given adequate

resources in an affected community, there is a working mechanism that can be used by

the communities to ensure supply reliability by deciding how to share available resources.

Experimental setup

The experiments are run with 500 agents, and consider two different renewable resources:

rooftop solar and wind production. The neighborhood size for the distributed informa-

tion exchange algorithm is set to 40%, meaning that every agent can form clusters with

maximum 40% of the agents in the system. Out of 500 agents, 2.8% are high, 33.8% are

medium, and 63.4% are low priority.

For illustration purposes and due to data availability, the data from the Netherlands

is used to model load and production profiles. The daily load profile data is obtained

from NEDU (NEDU - Verbruiksprofielen.), the Dutch Energy Data Exchange, and rep-

resents an average load profile of a household consumer. To add diversity in household

profiles, the load profile data from (NEDU - Verbruiksprofielen.) is varied by maximum

±20% for every consumer modeled. The data from July 1, 2015 is used in the experi-

ments, as a representative day with high solar production to demonstrate the potential

of the mechanism, given enough resources (Čaušević et al. 2017). It should be noted that

the mechanism would not work on a cloudy, windless day, provided only solar and wind

generation is available.

Experiments are first run with rooftop solar production only, where 40% of agents are

prosumers with solar panels and 60% are consumers. Solar production is chosen as the

only resource in this setup to demonstrate the output of the clustering mechanism in

a dynamic environment, where electricity is not available during the night. Residential

solar panels with standard dimensions of 1.651 m x 0.99 m (Matasci 2017) (total area of

1.63m2) are modeled. According to (Lemmens et al. 2014), average rooftop area available

for installing solar panels per Dutch household is ≈33 m2, which amounts to maximum

20 residential solar panels for 100% rooftop usage. However, to account for different ori-

entation of rooftops, only 30%-60% rooftop area is used. This means that prosumers are

modeled with a minimum of 6 and a maximum of 12 solar panels per household.

Solar production is calculated as in (Patel 1999), using the Dutch solar irradiance data

(Koninklijk Nederlands Meteorologisch Instituut.). The load and production profiles for

this setup are shown in Fig. 2. The ratio between self-sufficient and non-self-sufficient

agents is shown in Fig. 3. The Fig. 3 shows the ratio in percentages, while Fig. 3 show the

absolute values.

To diversify the available resources, wind production is added, where a community- or

intermediate-size 500 kW turbine is modeled (EWT). 500 agents are modeled, of which
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Fig. 2 Aggregate load and production profiles - rooftop solar production only

40% are prosumers with solar panels, 0.2% wind turbines (thus, 1 wind turbine), and

59.8% consumers. In the rest of this paper, the wind turbine is referred to as a producer.

Wind production is calculated as in (Patel 1999), using Dutch wind speed, temperature,

and air pressure data (Koninklijk Nederlands Meteorologisch Instituut.). The load and

production profiles for this setup are shown in Fig. 4.

It is important to note that all parameters set for the experiments are the best estimate

for a given case scenario, as no data on a real case scenario is available. The proposed

mechanism, as well as the experimental parameters observed, can serve as a starting point

to address future challenges in such areas. However, thorough analysis of potential param-

eter settings in an area observed should be performed, and decisions should be made

accordingly.

Fig. 3 Self-sufficient and non-self-sufficient agents in the system in a percentages and b absolute numbers
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Fig. 4 Aggregate load and production profiles - wind and rooftop solar production

Experiment set 1: Static vs. dynamic clustering

To explore if supply and demand can be matched in a decentralized way with the same

level of performance (minimum supply/demandmismatches) of a centralized system, and

to observe the effects of changing the frequency of clustering reconfiguration, three clus-

tering scenarios are used, namely: (a) daily clustering (static), (b) clustering every 8 h

(dynamic), and (c) hourly clustering (dynamic). In (a), clusters are formed and fixed for

a period of 24 h, based on 24 h perfect forecast of agents’ load and production profiles.

In (b), clusters reconfigure every 8 h, reflecting changes in the standard load profile of

households. The most dynamic reconfiguration scenario is (c), where clusters reconfigure

every hour to respond to changes in the environment. All three cases are compared to the

centralized case, where no decentralized matching is performed and all agents are part of

one big cluster. The centralized case is taken as the theoretical (and currently practical)

best solution in terms of supply and demand balancing. Thus, the motivation is not to

perform better than the centralized system, but to have a decentralized system that can

operate almost as well as the centralized, giving control to individual agents.

For the purpose of these experiments, all agents are assumed to be part of a single

distribution system. In this case, the distribution system considered is not affected by

an outage. Consequently, there is no differentiation between consumers and prosumers.

In these experiments, only rooftop solar production is considered as a locally available

renewable resource. When there is surplus of electricity, it is fed into the backbone grid,

while lack of supply is met by drawing electricity from the main grid.

The experiments are assessed using the following key performance indicators (KPIs):

1. Total overproduction (TOP) - this KPI looks at clusters that have more supply than

needed, and calculates how much overproduction they generate in total (per hour)

2. Total underproduction (TUP) - this KPI looks at clusters that do not have enough

supply, and calculates how much underproduction they generate in total (per hour)
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3. TOP deviation from centralized system (TOP DEV) - this KPI calculates how

much the proposed clustering mechanism deviates from the centralized system in

terms of total overproduction

4. TUP deviation from centralized system (TUP DEV) - this KPI calculates how much

the proposed clustering mechanism deviates from the centralized system in terms

of total underproduction

The main motivation is to minimize these KPIs for each clustering type (daily, 8 h and

hourly). Table 1 gives an overview of all of the experiments conducted for dynamic vs.

static clustering, as well as their setup.

Experiment set 2: Prioritization and reliability assessment

To explore how differentiation of consumers and prosumers using prioritization can

ensure supply reliability for communities in areas affected by outages, priorities are

assigned, and clustering is performed using the best-performing clustering scenario

from “Experiment set 1: Static vs. dynamic clustering” subsection. In this experiment, the

distribution system is considered to be affected by an outage, thus, there is no supply from

the backbone grid.

Supply reliability is assessed with respect to the minimum required number of hours of

supply. Three different case scenarios are considered:

1. In the first scenario, the priority level does not matter for the assessment of

reliability. In this case, all agents with high, medium and low priorities need to be

supplied during all, i.e. 100%, of the hours with leftover supply in the system. This

is an extreme case when no importance is given to the level of priority in terms of

choosing reliability parameters, and no pre-assessment on leftover supply and the

demand of agents is made. It can be seen as greediness of agents that are not willing

to compromise and adjust to an outage situation.

2. In the second scenario, the priority level still does not matter for the assessment of

reliability, but the minimum required hours of supply is set to a lower number.

Now, all priorities need to be supplied during 90% of the hours with leftover supply.

This minimum is set by the high priority agents, but since no difference is made

between priorities in terms of parameter settings, other priorities require the same.

In contrast with the previous case scenario, high priorities are willing to

compromise and lower their requirement, since there might not be enough leftover

supply for them all.

3. In the last scenario, a difference in terms of required number of hours of supply is

made based on priority levels. Each level of priority needs to be supplied for a

different minimum percentage of hours of leftover supply, with minimum set to:

90% for high, 50% for medium, and 30% for low priorities. These numbers are

chosen as the best estimate for different levels of supply priority and the system

considered. The values can be set according to leftover supply in the system for

every hour, and the demand of each of the priority level at those hours.

The three case scenarios are firstly run with only solar rooftop production as a locally

available renewable resource. To diversify local production, and explore the effects of dif-

ferent renewable resources in the area, the third case scenario (with a difference between
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Čaušević et al. Energy Informatics             (2019) 2:6 Page 14 of 24

supply priority levels in terms of reliability requirement) is then run with both local solar

and wind power.

All the experiments are assessed using the following KPIs:

1. Required supply reliability (RSR) - For each priority, the percentage of agents that

meet the minimum required number of hours of supply. Agents do not require

continuous supply, so the number of hours supplied is counted over the entire

outage period, with or without hourly interruptions. This number denotes the

number of hours supplied during an outage. It is compared to the minimum

required by the level or priority, and the percentage of agents that met this

minimum is calculated.

2. Self-sufficiency of clusters (SSC) - For each priority, the percentage of agents that

are in 100% self-sufficient clusters. Self-sufficient clusters are those that have

enough local resources to meet the demand of its members.

The main objective is to maximize these KPIs, in particular for high priority agents.

Table 2 gives an overview of all of the experiments conducted for prioritization and

reliability assessment, as well as their setup.

Results

This section presents the results obtained in the two main sets of experiments. First,

a comparison is made between static and two types of dynamic clustering with the

centralized approach in terms of total underproduction and overproduction. Then, the

mechanism that performs the closest to the centralized approach is taken as the best-

performing, and is used in further experiments with prioritization to assess supply

reliability during an outage. The following two Subsections discuss the results in detail.

Experiment set 1: Static vs. dynamic clustering

The results in this section present the ability of agents to match their supply and demand

in a decentralized fashion based on local information only. Each of the case scenarios for

static vs. dynamic clustering (see “Experiment set 1: Static vs. dynamic clustering” sub-

section) is considered in terms of total overproduction and total underproduction.

As shown in Fig. 5a and 5b, clustering every hour generates clusters that have over-

all lowest total underproduction and overproduction, and the system operates almost

the same as the centralized system. Daily clustering and clustering every 8 h both fol-

low a similar trend, but with more overproduction and underproduction compared to

hourly clustering. Table 3 shows deviations of each of the clustering types from the cen-

tralized system. The results show that the more dynamic adaptation scenarios perform

better in terms of supply and demand matching, but require more frequent reconfigura-

tion and changes in cluster topology. Thus, for the purpose of further experiments, hourly

clustering type is used.

Experiment set 2: Prioritization and reliability assessment

The results in this section present reliability assessment of non-self-sufficient agents only,

i.e. those agents that do not have any or enough production of their own to meet their

demand (see “Prioritization” subsection). The reason for this is that the self-sufficient
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Fig. 5 Comparison of clustering mechanisms in terms of a total underproduction and b total overproduction

agents already have enough electricity available to meet their demand, and the proposed

mechanism does not impact their supply reliability.

Figure 6 shows the difference between the total supply in the system (indicated by the

dashed line) and the supply that is left for other consumers and prosumers, once the self-

sufficient prosumers meet their own demand (indicated by the gray line). These results

include rooftop solar production from prosumers only. The leftover supply is distributed

to non-self-sufficient consumers and prosumers that are in the local neighborhood view

of self-sufficient prosumers. This means that even after the distribution of resources,

there might still be agents with unmet demand and those with (over)supply. However,

their supply and demand cannot be matched because they are not in the local neigh-

borhood of each other (i.e. they do not see each other). As can be seen, supply from

self-sufficient agents is available in the system from hours 5 to 17 (inclusive), meaning

that non-self-sufficient agents can receive electricity for 13 h. However, there might not

be enough electricity for all of the agents that need it, or electricity that is available might

not be enough to meet the demand of any of the non-self-sufficient agents.

As stated in “Experiment set 2: Prioritization and reliability assessment” subsection,

three separate case scenarios are run to observe the effect of changing the minimum

required number of hours of supply on reliability assessment. The results obtained in each

of the scenarios are presented in the rest of the section.

In the first case scenario, all priorities are required to be supplied during all, i.e. 100%

of the hours of leftover supply. In terms of required supply reliability (RSR), results show

that when all priorities require to be supplied during the entire period with supply left

in the system (see Fig. 7a), only 7.69% of high priority agents meet this requirement (see

Table 4). At the same time, none of the medium and low priorities meet the requirement.

The reason for the low percentage of high priorities that meet their requirement is that at

hour 17, there is not enough available supply in the system to meet the demand of all the

Table 3 Clustering type deviation from centralized system

Clustering type Underproduction deviation from centralized Overproduction deviation from centralized

Hourly 0.06% 0.29%

8 h 5.97% 40.45%

Daily 10.19% 68.95%
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Fig. 6 Total supply in the system and leftover supply (after self-consumption by prosumers) - Solar rooftop
production only

(a) (b)

(c) (d)

Fig. 7 Minimum required number of hours of supply. aMinimum required number of hours of supply - all
priorities require 13 hours of supply, bMinimum required number of hours of supply - all priorities require 12
hours of supply, cMinimum required number of hours of supply - all priorities require a different number of
hours of supply, dMinimum required number of hours of supply - all priorities require a different number of
hours of supply - Wind and solar production
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Table 4 Required supply reliability assessment of non-self-sufficient agents - all agents need to be
supplied during all the hours with leftover supply

Priority level Agents supplied
as demanded

Minimum required
number of hours of supply

Number of hours with
leftover supply

High 7.69% 13 13

Medium 0% 13 13

Low 0% 13 13

high priority agents. This is both due to high demand at that hour and only rooftop solar

as the supply resource (for load and production profiles, see Fig. 2).

In the second case scenario, all priorities are required to be supplied during minimum

90% of hours of leftover supply (i.e. 12 out of 13 h, as shown in Fig. 7b). The second set

of results shows that reliability assessment is significantly impacted by adjusting the min-

imum required number of hours of supply. As shown in Table 5, 83.33% of high priority

agents meet the requirement, as during 12 h there is enough leftover supply for the major-

ity of high priorities to be supplied. Still, however, there is not enough supply left during

those hours for medium and low priorities to be supplied. Thus, the percentage of these

priorities that meet their minimum requirement is 0%. According to these results, 83.33%

of high priority non-self-sufficient agents have reliable power supply during minimum 12

h of a 24 h outage.

In the last case scenario, different priorities require supply for different minimum num-

ber of hours of leftover supply. As shown in Fig. 7c, high priorities require a minimum

of 12 (90%) hours of leftover supply, medium priorities require a minimum of 7 (50%)

hours of leftover supply, and low priorities require a minimum of 4 (30%) hours of leftover

supply. The highest priorities require reliable power supply during the longest period of

time, while the lower priorities can only be supplied with electricity that is left after sup-

plying high priorities. Table 6 shows that 83.33% high priorities meet the 12 h minimum

required for reliable supply, while 100% medium priorities meet their minimum of 7 h,

and, finally, 100% of low priorities meet the 4 h minimum. This means that 100% of both

medium and low priorities are supplied during the period when there is supply left after

the demand of high priorities is met. Looking back, Fig. 6 shows that during the day there

is a solar production peak, and that peak lasts for several hours that are enough to meet

the requirement of 7 h minimum of medium and 4 h minimum supply of low priorities.

Figure 8 shows the percentage of non-self-sufficient agents for each of the priorities that

are in 100% self-sufficient clusters, for every hour. Self-sufficient clusters are those that

rely only on their own production resources to meet the demand of all of their member

agents. The clusters can have members with different priorities. As can be seen, 100% of

high priorities are in 100% self-sufficient clusters during the daylight period when there is

a lot of leftover supply, while there is a somewhat lower percentage during hours 4 and 17,

Table 5 Required supply reliability assessment of non-self-sufficient agents - all agents require to be
supplied for 90% of the hours with leftover supply

Priority level Agents supplied as demanded Minimum required
number of hours of supply

Number of hours with
leftover supply

High 83.33% 12 13

Medium 0% 12 13

Low 0% 12 13
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Table 6 Required supply reliability assessment of non-self-sufficient agents - all agents require to be
supplied for a different number of hours with leftover supply

Priority level Agents supplied as demanded Minimum required
number of hours of
supply

Number of hours with
leftover supply

High 83.33% 12 13

Medium 100% 7 13

Low 100% 4 13

when supply starts rising and declining, respectively, and demand fluctuates significantly.

Medium priorities are all supplied during the hours with high leftover supply, while the

low priorities are, overall, supplied the least. Recall that the highest number of agents

have low priority, followed by medium and then high priority agents. This ratio affects

the percentage of low priorities in 100% self-sufficient clusters.

To add more local generation diversity, the last case scenario (when each priority

requires a different minimum number of hours of supply) is run by adding wind produc-

tion to the system. As stated in “Experimental setup” subsection, one intermediate-size

500 kW wind turbine is modeled as an additional power source in the community. Note

that, due to distributed information exchange that builds of the local geographic view, the

wind turbine is not in the vicinity of all of the agents. Thus, for some, solar production

is still the only resource available. Figure 9 shows the difference between the total and

leftover power supply in the system. Figure 7d shows that, due to wind production, left-

over supply is now available for 24 h. The same scenario setup is used, with the minimum

required percentage of hours of leftover supply set to 90% for high, 50% for medium, and

30% for low priorities. Thus, now, high priorities require to be supplied for minimum 22

h, medium priorities require minimum 12 h, while low priorities require minimum 8 h of

leftover supply. Table 7 shows that now, 85.71% of high priority, non-self-sufficient agents

are supplied by electricity during at least 22 h of the day, 100% of medium priorities are

Fig. 8 Percentage of non-self-sufficient agents of each priority that are in 100% self-sufficient clusters
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Fig. 9 Total supply in the system and leftover supply (after self-consumption by prosumers) - Wind and solar
production

supplied during at least 12 h of the day, while 91.76% of low priorities are supplied dur-

ing at least 8 h of the day. This difference between medium and low priorities is due to

fluctuations in wind power available during the day. At intervals when there is no solar

production, all consumers and prosumers are non-self-sufficient. Thus, available wind

power is distributed to all of the high priorities that have the wind turbine in their local

view, and the rest is distributed to medium and low priorities. Figure 10 shows that now,

a high percentage of high priorities is in 100% self-sufficient clusters during the entire

duration of the outage. The percentage of both medium and low priorities in 100% self-

sufficient clusters fluctuates more significantly. However, due to wind production, this

percentage is overall increased, compared to the case where rooftop solar production was

the only available resource in the system.

As expected, the results from reliability assessment (see “Experiment set 2: Prioritiza-

tion and reliability assessment” subsection) show that supply reliability primarily depends

on the type of resources available, but also on the ratio between high, medium and low

priorities in the system. If solar production is the only resource available, leftover supply

is available during the sunny period of the day. However, if wind power generation is

also present in the system, there is more flexibility, and overall more supply is available

in the system. Thus, the performance of the proposed mechanism in terms of reliability

improvement is fully-dependent on the type of local resources available in an impacted

area. Given only solar and wind generation are available, the results would significantly

Table 7 Required supply reliability assessment of non-self-sufficient - all agents require to be
supplied for a different number of hours with leftover supply - Wind and solar production)

Priority level Agents supplied as demanded Minimum required
number of hours of supply

Number of hours with
leftover supply

High 85.71% 22 24

Medium 100% 12 24

Low 91.76% 8 24
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Fig. 10 Percentage of non-self-sufficient agents of each priority that are in 100% self-sufficient clusters -
Wind and solar production

differ on a windless, cloudy day. As an alternative, other types of resources (e.g. storage)

can be used for different periods.

The reliability assessment itself depends on several parameters, including setting of the

minimum required number of hours of leftover supply for every priority, as well as the

ratio between high, medium and low priorities in the system. The required minimum

number of hours of leftover supply depends on the supply availability, types of resources

in the system and the knowledge of agents. In practice, a more extensive study would be

needed to set parameters appropriately for specific situations.

Discussion

The results discussed in the previous section show that the mechanism proposed in this

paper can be used as an ICT platform that enables decentralized supply and demand

matching in changing environments. Decentralized supply and demand matching can be

valuable if and when there is no central information on total and individual supply and

demand in the system, and the backbone grid is unavailable. By facilitating local energy

sharing, prolonged power supply is ensured for members of communities affected by an

outage. Thus, a functioning mechanism is developed that improves supply reliability by

maximizing local resource utilization.

Besides providing a functioning platform for local energy exchange during outages, the

possible applications of the mechanism are many. As a tool, it can be used by decision

and policy makers to run extensive scenarios for specific communities, demonstrating

what impact community’s decisions regarding consumer prioritization have on the level

of its supply reliability. These case scenarios can help explain different implications of, for

example, varying the percentage of high, medium and low priorities, or fixing the prior-

ities for selected consumers. This, in turn, can be used to make decisions on additional

resources needed to achieve reliability goals of specific communities. This can include
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installing generators, additional solar panels or (community) energy storage. As themech-

anism is highly adaptable, it provides potential for resilient energy communities that

dynamically adapt to changes to respond to rapid onset events (Tierney and Bruneau

2007; Adil and Ko 2016; Arghandeh et al. 2014; Jiménez-Estévez et al. 2017).

More responsible resource planning by, for example, avoiding curtailing of overproduc-

tion by sharing energy or installing community-owned storage based on the specific com-

munity’s needs, promotes more sustainable use of resources, especially when resources

are scarce. Ultimately, relying on local production only can lead to less dependence on the

main grid, even when the backbone grid is available, increasing self-sufficiency of local

(energy) communities.

The application of the proposed mechanism can potentially have wider implications in

terms of social interaction and cohesion in impacted communities. Instrumental to the

mechanism is the consumer differentiation as a means to determine how to distribute

electricity according to a community’s preferences. Here, the basis for differentiation,

i.e. priorities, are determined by the community members themselves, based on their per-

ceived social values. In this paper, the differentiation process is not automated; the power

of deciding on priorities is given to the community members, which means that they

have to come together and reach a mutual agreement on consumer priorities. By giving

them a common goal, such as increasing supply reliability during outages, the mecha-

nism enforces social interaction of different stakeholders, which can ultimately lead to

social cohesion (Šćepanović et al. 2017; Alvial-Palavicino et al. 2011; Ubilla et al. 2014;

Arentsen and Bellekom 2014). Thus, community members are empowered to make deci-

sions that directly benefit community members. Even though social cohesion is one of

the possible outcomes, depending on the community, if misused such a system could also

possibly have negative implications towards more vulnerable groups. More research is

needed to determine this. However, the study of these implications is outside the scope of

this paper.

Alternatively, assigning priorities can also be done by institutions (e.g. distribution sys-

tem operators), in cooperation with the local communities, depending on the specific

situation or a type of consumer or prosumer. The process of assigning priorities can also

differ based on the type of outage, e.g. whether it is planned or unplanned. Finally, pri-

orities can be static (fixed) or dynamic, adapting to changing circumstances and specific

community’s preferences, depending on the time of the outage for example.

Conclusions

This paper proposes a mechanism that enables decentralized supply and demand match-

ing, based only on locally available information and self-organization of consumers

and prosumers. The proposed mechanism empowers local communities to decide for

themselves how local resources are distributed during events such as outages, ensuring

prolonged power supply for differentiated members of affected communities. In addition

the paper shows that more frequent reconfiguration scenarios generate the overall low-

est total overproduction and underproduction, and deviate the least from the centralized

approach.

On a higher level, this paper shows that decision making between individual consumers

and prosumers can benefit the affected communities by sharing available locally produced

energy, given appropriate mechanisms. In case of scheduled outages, the mechanism can
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be used by decision makers and planners beforehand as a tool to gain an insight how

different community perspectives on energy priorities can influence supply reliability in

affected communities. Eventually, based on the results, backup plans for alternative power

sources can be made.

Negotiation mechanisms for agreeing upon resource sharing between different con-

sumers and prosumers will be explored in detail in the future work. Current work uses

the mechanism proposed in this paper in combination with distribution system reconfig-

uration to assess if power systems can be made more resilient in case of large-scale outage

caused by a rapid onset event.

The future brings challenges. To face these challenges, power systems will need new

paradigms for coordination and planing. Harnessing the potential of renewable resources

and smart technologies for intelligent coordination through empowerment of consumers

to become pro-active participants is a promising solution for the future power systems.
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