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Abstract

We describea systemfor autbmatic text summarizationthat operatesby extractng the mostrelevant sentences
from doamentswith regardto a query. The lack of labeledcompora makesit difficult to develop aubmatic
techniqiesfor summarization We proposeto usea self-supevisedmetrod which doesnot rely on the availablity
of labeledcorpora for learnirg to rank sentencedor the summary.The metha operatesin two steps:first a
statisticalsimilarity basedsystemwhich doesnot require ary training is devebped, seconl a classifieris trained
using self-superised learning in order to improve this baselinemethal. This ideais evaluatedon the Reuers
news-wire corpus ahcomparedo other strategies.

1 Introduction

With the increaseof textual information summarizig doaumentis bemming an important issue. Text
summaries allow users to rapidlyrsult retrievd doaments andiecideon theirrelevance.

Automatedsummarizatiordatesbackto thefifties [2]. The different attemptsin this field have shownthat
humaneguality text summaization wasvery comple sinceit enconpassesliscourseunderstandig, abstractionand
languagegeneratio [31]. Simpler approacheswere explored which consistin extractingrepresentativetext-spans,
usingstatisticaltechniquesind/ortechnguesbasedon superficialdomain-irdepedentlinguistic analysesFor these
approabes, summarizationcan be defined as the selectionof a subset of the documeat sentenceswhich is
representativef its content. This is typically done by rarking the doaumentsentencesard selectingthosewith
higherscoreandwith a minimum overlg. Most of the recentwork in summarizatiorusesthis paradigm.Usually,
sentencesre usedastext-spanunits but parayraghs havealso been considered 25, 32]. The latter may sometimes
appearmore appealing since they contain more contextual information. Extraction basedtext summarization
techniques caoperate in twanodes: geeric summarizatio, which ©nsists in abstractinidpe mainideasof awhole
document ad quely-based sumnrization, whichaims at abstracting theformatian relevantor a given quey.

Our work takesthe text-spanextractionparadigm It exploresthe useof self-supevisedlearnirg techniqies
for improving autanatic summarizatiormettods. The proposedmodel could be usedboth for generic and queay-
basedsummariesHoweverfor evaluationpurposeswe presentresultson a genericsummaization task. Previais
work on the aplication of machindearning techniquesfor summaization[17, 18, 2224, 33] rely on the supevised
learningparadigm. Suchapproadhesusually needa training setof documents and associatedummarieswhich is
usedto label the documat sentencess relevantor non-relevant for the summay. After training, thesesystems
operateon unlabeled text by rarking the sentencesf a new doaument acording to their relevancefor the
summarizatiortask. Labelirng the large amouwnt of doauments,needéd for supevisedtraining is a lengthy process,
andlabelingor ranking text spands intrinsically difficult sincethereis not a simplechaacterizatiorof whata good
summary is. We explore twappoaches fomaking the traning of madine learniig systemseasierfor this task,one
is semi-supervisetearningwhere the systemss trainedusinga smallamaunt of labeleddatatogethe with a large
setof unlabeled doaments.The secand approad is basedon self-learningand goedurther, sinceit doesnot require
any trainirg copus ofdocunents and associated summaries,labelel texts.

The paperis organizel asfollows, we first makea reviewof recentwork in text summarizatiorand brieflyintroduce
the semi-supervisedrd self-learniry paraligms (section2). We thendescribeour appioachto text summarization

basedon sentencesegnent extraction (section3), ard finally we presenta seriesof experiments(section4 and
section 5).
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2 Redated Work

Severalinnovative methals for automateddocumat summarizatiorhave beenexplored over the last years,they
exploit either statistical approache$[19, 25, 35] or linguistic appoacheq12, 20,23, 30], and combinatims of the
two [13, 18, 32]. We will focushereon a statisticalapproachto the problem and more precisely on the use of
machine learnig techngjues.

2.1 MachineLearning-based Text Summarization

Someauthorshave proposedto usemachie learnirg for improving summarizatiorsystems[22] and[33] consider
the prablem of sent@ce extractionas a classificationtask. [22] proposea gen&ic summarizatiormodel, which is
basedon a Naive Bayesclassifier:eachsentences classfied asrelevantor non-rdevantfor the summaryand those
with highestscoreare selectedHis systemusesfive featuresanindicationof whetheror nat the sentencdength is
below a specifiedthresiold, ocaurrence of cue words, position of the sentencen the text and in the parayraph,
occurrenceof frequent wods, andbccurrence d words incapital letters, excludingpmnon albreviatins.

[24] hasusedseveralmachne learnirg techniqiesin order to discoverfeaturesindicating the salienceof a
sentenceHe addressedhe production of generic and user-bcusedsummaies. Featureswere divided into three
grouwps: locational,thematicard cohesim features.The doaumentdatabasevas CMP-LG alsousedin [10], which
containshuman summariesprovided by the text author. The extractive summariesrequied for training were
automaticallygeneratd asfollows: the relevanceof ead documentsentenceavith respecto the humar summay is
computed highestscoresentenceareretained for building the extractive summary This model canbe considerd
both as a geeric anda quey-based text summarizer

We alreadydescribeda quew-relevant text summarizationrsystembasedon interactivelearnirg [11]. The
system proceeds in two steps, it first extracts the most relsgatgncesf a docimentwith regad to auserqueryit
thenlearns usefeedbackin order to improve its perfamancesLeaming operateattwo levels:quey expansionand
sentencescoring. This work was focused on user interaction whereasthe presentpaper deals with automatic
summarization.

[17] present an alrithm which ganerates a summary lextractingsentencesegmaetsin orderto increasahe
summary cacision. Each segemt is representduy a set bpreddined features such as its locatiohetavergeterm
frequenciesof words occurring in the segmentthe nunber of title wordsin the segmentThenthey conparethree
supervisedearnirg algaithms: C4.5, NaiveBayesand neuralnetworks.Their conclusionis that all threemettods
successfully completed the taskdpnerating reastable summides.

2.3 Learning with Labeled-Unlabeled Data

Labeling large text collections at the sentencelevel for summarization is required for training classifiersto

discriminatebetweerrelevantand non-elevantsentencess very costlyandnon realistic. This is true for many other
applicationsaswell. On the otherhard, gatheing large quantities of unlabelel datais usuallycheg and pe@le in

different fields suchassignal processingstatisticsand more recently machne learnirg havetried to useunlabeled
data- sometimedogetherwith small amountsof labeleddata- in orderto train classifiers.We haveexplaed two

such directions: self-superviseddasemi-supetised learning

2.3.1 Sef-supervised learning

Self-supervisedearnirg canbe considerd asa particularcaseof unsupevisedlearning As for the latter, dataare
unlabeled, howevehe goal hereis to classifydataard not to clusterthem orto estimatetheir densityasit is usually
the casefor unsupevised learning Available a priori informationis usedin order to designa baselineclassifier.
Then, training proceedsepeatedlyby usingthe decisionsof the classifierat steps, for labelingthe exanples,and
then training the classifier at stepst+1 to learn theselabels,and so on. This is also called the decision-directed
approab to unsupevised leaning.It canbe appliedseaqientially by updatingthe classifiereachtime an unlabeled
sampleis classfied [4, 5], thisis the classicalapproachusedin adaptivesignal processingAlternatively, asin our
case,it canbe appliedin parallel by waiting until all examplesare classifiedbefae updating the classifier. This
processcanbe repeateduntil no changeoccursin labels. It canbe shownthat this processconvegesandin mary
cases it has proceed torfoem well.
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2.3.2 Semi-supervised learning

Different attemptshave beenpeformedin orde to exploit the availability of large corpus of unlabeleddatafor
improving the acaracyof classification algorithms traidealreag with a small amont of labelel data. e machie
learning conmunity has recentlye-discoverd this pardigm ard this researcHirection is becming popular.

Oneappoachis to usevariations of the E-M algaithm [1]. A classifieris first trainedusing the available
labeleddata.EM stepsaretheniteratedwhich altemate betweenthe classificationof unlabele databy the current
classifier and the estimation ohaw classifier parameters for teing these labels, until corrgeance.

This is for examplethe approach pursue in [27, 28], they train a NaiveBayesclassifier using EM, and
discussthe role andimportanceof unlabeleddatafor semi-supervisetraining. Their expeimental resultsobtained
usingtext from three corpuses,showthat the useof unlebeleddataallows to reducethe classificationerror up to
33%.

A secondapproachis theideaof co-training [14, 29]. It is supposed herthatdata maybe describedrom two
different points of view. For exanple, web pagescan be describedby eithe plain text from the web page,or by
hyperlirks text. Co-trainingconsistsin training a classifierfrom eachdatarepresentatiomy altematingtwo steps
until convegence: irthe first step, theutputs ofclassifierA which opeates on ne repesentationare usedslabels
for training classifierB which takesasinput the otherrepresentatia. In the secouwl step,the rolesof A ard B are
reversed. We will not usethis ideahere sincethe problemheremay be more naturally handled using either self-
learning @ the E-Mversionof semi-superised learnig.

3 Design of a Text Summarizer based on Sentence Segment Extraction and
Self-supervised learning

The systenmwe proposeproceelsin two stepsit first extractsthe mostrelevant sentencesf a documet with regad

to a userqueay usinga classicaltf-idf term weightingschemeThis allows computirg aninitial classificationof the

documensentacesinto relevant and norrelevantsentence$or the sumnary. The classificationscoresalsoprovide

a ranking of the sentenceslt then learnsusing self-sypervisedlearnng in orde to improve this classificationand
ranking For genericsummaization,a queryvectoris calculated usinfpigh frequengy documentwords.We describe
below the first step.

3.1 Sentenceextraction by using similarity measures

Many systemsfor sentenceextraction have been proposedwhich use similarity measureshetweentext spans
(sentence®r pargraphs) and queries,eg. [18, 25]. Representativsentencesre then selectedby conparing the
sentencescorefor a given docunentto a presetthresholl. The main differencebetweenthese systemsis the
representatioinf textualinformation andthe similarity measureshey are using.Usually, statisticaland/orlinguistic
characteristicsaare usedin order to encodethe text (sentencesard queies) into a fixed size vector and simple
similarities (e.g. cosine) are theonoputed.

We will build hereon thework of [21] who usedsuchatechrnique forthe extractionof sentenceselevantto a
given aquery.Theyuse df-idf representation andompute the similarity between sentergard quey g as:

log(df (w;) +1)

log(n+1) @

Sim(a, 50 = 3 1 (w,0).t (w ,sk).%—

Where tf(w,X) is thefrequency of termw in x (g or s), df(w) is thedoawmentfrequeng of termw andn is the
total numberof documatsin the collection.Sentences, and query g are pre-pocessedy removing stopwordsard
perfoming Porte-reduction on theremainingwords.For eachdocument a threshotl is thenestimatedrom datafor
selecting the most relevant sentences.

Our appoachfor the sentenceextraction stepis a variationof the abovemetha wherethe quey is enrichel
before computirg the similarity. Since queriesand sentencesnay be very sthort, this allows computing more
meaningfll similarities. Query expansion- via user feedback or via pseuo relevance feedback - has been
successfullyusedfor yearsin Information Retrieval(IR) e.g [3, 34]. The quel expaision proceedsin two steps:
first the queryis expamedvia a similarity thesaurus WordNetin our experiments -, secondrelevantsentecesare
extractedfrom the documet and the most frequentwords in thesesentencesre includedinto the quer. This
process can be iteratéthe similarity we consider ihen:
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log(df (w;) +1) E @

S50 = 5 Fwat 50 3G TR
wi.q

Where, tf (w,q) is the numbeof termswithin the “semantic” class af; in thequey g.

This extractionsystemwill be usedasa baselinesystemfor evaluatingthe impactof learningthroughoutthe
paper.Although it is basic,similar systemshave beenshownto perform well for sentenceextraction basedtext
summarizationFor example [35] usessuchan approad, which operatesonly on word frequenciesfor sentence
extractionin the context of gereric summaries,and showsthat it conmpareswell with human basedsentence
extraction.

3.2 Learning

Methodsbasedon similarity measuresio have intrinsic limitations: they rely on simple preddined feaures and
measuresthey aredevelopd for generic doauments,their adaptationto a specificcompusor to differentdocumat
genres has to manuallysettled. Machine learrgrallowsto betterexploit the corpuschaacteristicsandto improve
the qualitiesor the adatability of summarizatiorsystemsThis is particularlyimportantfor examplein an Internet
context since dagnent types may vey considerably.

We proposebelowa technique which takesinto account the coherenceof the whole setof relevantsentences
for the sumtmaries and allows to significantigcreasing theuality of extractel sentences.

3.2.1 Features

We define new featuresin orde to train our systemfor sentenceclassification.A sentences considerd as a
sequence of tens, each bthembeingcharacterized by setof featuresThe sentenceepresentatiomwill then bethe
correspoding segence bthese features.

We used four values for characterizing each term w of sentence s tf(w,s), tf(w,q), (1-

(log(df(w)+1)/log(n+1)) andSm(q,s) -omputel as in (- the similarity betweeq ard s. The firstthreevariablesare
frequeng statisticswhich give theimportance of aterm for chaacterizingrespective} the sentencethe quey and
the documet. Thelastonegivestheimportanceof the sentenceontainingw for the summaryard is usedin place
of the term inportance since it is difficult to ypvide a meanigful measte far isolatedterms [2].

A first labeling of the sentencess relevantor irrelevantis provided by the baselinesystem.By tuning a
threshold over the similarity measuresof sentencedor a given doaument, senteces having highe similarity
measureshanthis thresholdwere setto be relevant. We thenuseself-supevisedlearnirg to train a classifierupon
the sentence labels pidedby thepreviaus classifier and repeat tpeocess until @ change ocars in the laels.

3.3.2 Classifier

We usedtwo linear classifiers,a onelayer perceptran with a sigmoidactivationfunction[6] and a Syppat Vector
Machine (SVM) [15], to computeP(R, /s), the posteriorprobability of relevancefor the query given a sentence,
using these training sets.

3.3.3 Semi-supervised learning

We use the sameword representationas in the caseof self-supervisedeamning. We have labeled 10% of the
sentencesn the training set using the news-wire summariesas the correct set of sentencesWe then train our
classifiersin a first stepusingtheselabels.Training proceedsafter thatin the sameway asfor the self supevised
casethisfirst clasifier is usedto labelall the sentencefrom the training set,theselabelsareusedfor the next step
using unlabel@ data ad so onuntil conveigence.

4  Database

A corpusof doaumentswith the corresponling summariesis requiredfor the evaluatian. Note that as alrealy said
sucha corpus is not necessaryfor implementing the self sypervisedsystem.We have usedthe Reutersdata set
consistingof news-wiresummarieq7]: this corpusis composedf 1000 doaumentsand their associateaxtracted
sentencesummariesThe datasetwas split into a training and a test set. Since the evaluationis performed for a
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generic summarizatia task, a query was generatedby collecting the most frequent words in the training set.
Statistcs about the data set collectiordesummaries are shown tablel.

Reutersdata set

Collection Training Test All

# ofdocs 300 700 1000
Average #of sentences/doc | 26.18 22.29 |23.46
Min sentence/doc 7 5 5
Max sentence/doc 87 88 88
News-wire summaries

Average #of sentences /sun] 4.94 4.01 4.3
% of summaries includn1” | 63.3 735 70.6
sentence ofats

Table 1. Characteristics of the Reuters data set and of the corresponding summaries.

Figure 1-up showsthe histogam of summarylengthsin sentencesit is narowly distributed araund 5
sentencesnd Figure 1-bottomshowsthe summay lengh in words which is appoximately a nomal distribution

with a peak asund 80words.
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Figure 1: Up: Distribution of summary length in sentences, Bottom: Distribution of summary length in words
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5 Evaluation

Evaluationissuesof summarizatio systemshavebeenthe objectof severalattemptsmany of thembeing caried
within the tipsterprogram[8] and the Sunmacconpetition [9]. Thisis a comple issueand many differentaspects
have to beonsiderd simultaneously irde to evaluate andtompae differentsummarizers [@].

Our methals provide a setof relevantdocument sentencesTakingall the selectedsentencesye canbuild an
extract for the document. For the evaluation,we compaed this extractwith the news-wire summaryand used
Precision and Recall measures, definedollows:

#of sentencesxtractecby thesystemwhicharein thenews- wire summaries
total# of sentencesxtractedby thesystem

#of sentencesxtractecby thesystemwhicharein thenews- wire summaries

total# of sentencem thenews- wire summaries

Precision=

Recall=

We give belowthe avaageprecision(table2) for the differentsystemsandthe precision/recalturves(figure
2). The baselinesystemgives bottom line performanceswhich allow evaluatimg the contribution of our training
strategiesIn orderto provide an upperbound of the expectedperfamanceswe have alsotraineda classifierin a
fully supewrised way, ly labeling all theraining set sentences usifig thews-wire summaries.

Precision (%)

Total Average (%)

Baseline syem

54,94

56,33

Supervised learnin 72,68 74,06
Semi-Supervised learrgn 63,94 65,32
Self-supervised learnjn 63,53 64,92

Table 2. Comparison between the baseline system and different lear ning schemes, using linear neural

networks as classifier. Performances are on the test set.

Semi-superviseénd self-sypervisedprovide a clear increaseof peformances(up to 9 %). If we compare
theseresultsto fully supervisedeaming thatis 9% better,thesemethals areableto extractfrom the unlabeleddata
half of theinformationneededor this "optimal" classification.

We have also comparé the linear Neural Network model to a linear SVM model in the caseof self-
supervisedearnirg asshownat Table 3. The two models perfamed similarly, both are linear classifiersalthough
their training citerion is slightly diffeent.

Precision (%) Total Average (%)

Self-Supervised learninwith | 63,53 64,92
Neural-Networks

Self-Supervised learngnwith | 62,15 63,55
SVM

Table 3. Comparison between two different linear models: Neural Networksand SVM in the case of
Self-supervised learning. Performances are on the test set.

11-point precisionrecall curvesallow a more preciseevaluationof the systembehavior. Let M be the total
numberof sentencegxtactedby the systemasrelevant(correctly or incorrectly), N, the total number of sentences
extractedby the systemwhich are in the newswire summaries N, the total number of sentencesn newswire
summariegndN the total nurberof sentences in thiest set.

Precisionandrecallarecomputel respectivelyasN/M andN/N,. For a givendocument, sentences is ranked
accordingto P(R// s). Precisionand recall arecomputedfor M = 1,..,N andplottedhereone againstthe other asan
11 poit cuwe.
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Figure 2. Precision-Recall curvesfor self-supervised learning (star), base line system (squar€), semi-
supervised learning (triangle) and the supervised lear ning (circle). The classifier used isthe sigmoid
perceptron

The curvesillustratethe samebehavior astable 2, semi-superised and self-sipervisedbehavesimilarly and
for all recall valuestheir performanceincreasds half that of the fully supevised system.Self-supervisedearning
appearasa very promisingtechiquesinceno labeling is required at all. Note thatthis methal could be applied as
well and exactly in theame way foquerybased summaries.

6 Concluson

We havedescribeda text summarizationsystemin the contextof sentencebasedextractionsummariesThe main
idea proposedhere is the develgpmentof a fully autanatic summarizatiorsystemusing a self-learningparadgm.

This hasbeenimplemeted using simple linear classifiers,experimenton Reutersnews-wirehave showna clear
perfomanceincrease Self-leaning allows to reachhalf of the pefformanceincreaseallowedby a fully supevised
system,and is much more realistic for applications.It can also be usedin exactly the sameway for query based
summaries.Theoretical issues about the behavio of the model and algorithmic improvement are currently

investigated.
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