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Abstract

We describe a system for automatic text summarization that operates by extracting the most relevant sentences
from documents with regard to a query. The lack of labeled corpora makes it difficult to develop automatic
techniques for summarization. We propose to use a self-supervised method which does not rely on the availability
of labeled corpora for learning to rank sentences for the summary. The method operates in two steps: first a
statistical similarity based system which does not require any training is developed, second a classifier is trained
using self-supervised learning in order to improve this baseline method. This idea is evaluated on the Reuters
news-wire corpus and compared to other strategies.

1 Introduction

With the increase of textual information, summarizing document is becoming an important issue. Text
summaries allow users to rapidly consult retrieved documents and decide on their relevance.

Automated summarization dates back to the fifties [2]. The different attempts in this field have shown that
human-quality text summarization was very complex since it encompasses discourse understanding, abstraction, and
language generation [31]. Simpler approaches were explored which consist in extracting representative text-spans,
using statistical techniques and/or techniques based on superficial domain-independent linguistic analyses. For these
approaches, summarization can be defined as the selection of a subset of the document sentences which is
representative of its content. This is typically done by ranking the document sentences and selecting those with
higher score and with a minimum overlap. Most of the recent work in summarization uses this paradigm. Usually,
sentences are used as text-span units but paragraphs have also been considered [25, 32]. The latter may sometimes
appear more appealing since they contain more contextual information. Extraction based text summarization
techniques can operate in two modes: generic summarization, which consists in abstracting the main ideas of a whole
document and query-based summarization, which aims at abstracting the information relevant for a given query.

Our work takes the text-span extraction paradigm. It explores the use of self-supervised learning techniques
for improving automatic summarization methods. The proposed model could be used both for generic and query-
based summaries. However for evaluation purposes we present results on a generic summarization task. Previous
work on the application of machine learning techniques for summarization [17, 18, 22, 24, 33] rely on the supervised
learning paradigm. Such approaches usually need a training set of documents and associated summaries, which is
used to label the document sentences as relevant or non-relevant for the summary. After training, these systems
operate on unlabeled text by ranking the sentences of a new document according to their relevance for the
summarization task. Labeling the large amount of documents, needed for supervised training, is a lengthy process,
and labeling or ranking text spans is intrinsically difficult since there is not a simple characterization of what a good
summary is. We explore two approaches for making the training of machine learning systems easier for this task, one
is semi-supervised learning where the systems is trained using a small amount of labeled data together with a large
set of unlabeled documents. The second approach is based on self-learning and goes further, since it does not require
any training corpus of documents and associated summaries, nor labeled texts.
The paper is organized as follows, we first make a review of recent work in text summarization and briefly introduce
the semi-supervised and self-learning paradigms (section 2). We then describe our approach to text summarization
based on sentence segment extraction (section 3), and finally we present a series of experiments (section 4 and
section 5).
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2 Related Work

Several innovative methods for automated document summarization have been explored over the last years, they
exploit either statistical approaches [16, 19, 25, 35] or linguistic approaches [12, 20, 23, 30], and combinations of the
two [13, 18, 32].  We will focus here on a statistical approach to the problem and more precisely on the use of
machine learning techniques.

2.1 Machine Learning-based Text Summarization

Some authors have proposed to use machine learning for improving summarization systems. [22] and [33] consider
the problem of sentence extraction as a classification task. [22] propose a generic summarization model, which is
based on a Naïve-Bayes classifier: each sentence is classified as relevant or non-relevant for the summary and those
with highest score are selected. His system uses five features: an indication of whether or not the sentence length is
below a specified threshold, occurrence of cue words, position of the sentence in the text and in the paragraph,
occurrence of frequent words, and occurrence of words in capital letters, excluding common abbreviations.

[24] has used several machine learning techniques in order to discover features indicating the salience of a
sentence. He addressed the production of generic and user-focused summaries. Features were divided into three
groups: locational, thematic and cohesion features. The document database was CMP-LG also used in [10], which
contains human summaries provided by the text author. The extractive summaries required for training were
automatically generated as follows: the relevance of each document sentence with respect to the human summary is
computed, highest score sentences are retained, for building the extractive summary. This model can be considered
both as a generic and a query-based text summarizer.

We already described a query-relevant text summarization system based on interactive learning [11]. The
system proceeds in two steps, it first extracts the most relevant sentences of a document with regard to a user query it
then learns user feedback in order to improve its performances. Learning operates at two levels: query expansion and
sentence scoring. This work was focused on user interaction whereas the present paper deals with automatic
summarization.

[17] present an algorithm which generates a summary by extracting sentence segments in order to increase the
summary concision. Each segment is represented by a set of predefined features such as its location, the average term
frequencies of words occurring in the segment, the number of title words in the segment. Then they compare three
supervised learning algorithms: C4.5, Naïve-Bayes and neural networks. Their conclusion is that all three methods
successfully completed the task by generating reasonable summaries.

2.3 Learning with Labeled-Unlabeled Data

Labeling large text collections at the sentence level for summarization is required for training classifiers to
discriminate between relevant and non-relevant sentences is very costly and non realistic. This is true for many other
applications as well. On the other hand, gathering large quantities of unlabeled data is usually cheap and people in
different fields such as signal processing, statistics and more recently machine learning have tried to use unlabeled
data - sometimes together with small amounts of labeled data - in order to train classifiers. We have explored two
such directions: self-supervised and semi-supervised learning.

2.3.1 Self-supervised learning

Self-supervised learning can be considered as a particular case of unsupervised learning. As for the latter, data are
unlabeled, however the goal here is to classify data and not to cluster them or to estimate their density as it is usually
the case for unsupervised learning. Available a priori information is used in order to design a baseline classifier.
Then, training proceeds repeatedly by using the decisions of the classifier at step s, for labeling the examples, and
then training the classifier at step s+1 to learn these labels, and so on. This is also called the decision-directed
approach to unsupervised leaning. It can be applied sequentially by updating the classifier each time an unlabeled
sample is classified [4, 5], this is the classical approach used in adaptive signal processing. Alternatively, as in our
case, it can be applied in parallel by waiting until all examples are classified before updating the classifier. This
process can be repeated until no change occurs in labels. It can be shown that this process converges and in many
cases it has proceed to perform well.
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2.3.2 Semi-supervised learning

Different attempts have been performed in order to exploit the availability of large corpus of unlabeled data for
improving the accuracy of classification algorithms trained already with a small amount of labeled data. The machine
learning community has recently re-discovered this paradigm and this research direction is becoming popular.

One approach is to use variations of the E-M algorithm [1]. A classifier is first trained using the available
labeled data. EM steps are then iterated which alternate between the classification of unlabeled data by the current
classifier and the estimation of a new classifier parameters for learning these labels, until convergence.

This is for example the approach pursued in [27, 28], they train a Naïve-Bayes classifier using EM, and
discuss the role and importance of unlabeled data for semi-supervised training. Their experimental results obtained
using text from three corpuses, show that the use of unlabeled data allows to reduce the classification error up to
33%.

A second approach is the idea of co-training [14, 29]. It is supposed here that data may be described from two
different points of view. For example, web pages can be described by either plain text from the web page, or by
hyperlinks text. Co-training consists in training a classifier from each data representation by alternating two steps
until convergence: in the first step, the outputs of classifier A which operates on one representation, are used as labels
for training classifier B which takes as input the other representation. In the second step, the roles of A and B are
reversed.  We will not use this idea here since the problem here may be more naturally handled using either self-
learning or the E-M version of semi-supervised learning.

3 Design of a Text Summarizer based on Sentence Segment Extraction and
Self-supervised learning

The system we propose proceeds in two steps, it first extracts the most relevant sentences of a document with regard
to a user query using a classical tf-idf term weighting scheme. This allows computing an initial classification of the
document sentences into relevant and non-relevant sentences for the summary. The classification scores also provide
a ranking of the sentences. It then learns using self-supervised learning in order to improve this classification and
ranking. For generic summarization, a query vector is calculated using high frequency document words. We describe
below the first step.

3.1 Sentence extraction by using similarity measures

Many systems for sentence extraction have been proposed which use similarity measures between text spans
(sentences or paragraphs) and queries, e.g. [18, 25]. Representative sentences are then selected by comparing the
sentence score for a given document to a preset threshold. The main difference between these systems is the
representation of textual information and the similarity measures they are using. Usually, statistical and/or linguistic
characteristics are used in order to encode the text (sentences and queries) into a fixed size vector and simple
similarities (e.g. cosine) are then computed.

We will build here on the work of [21] who used such a technique for the extraction of sentences relevant to a
given query. They use a tf-idf representation and compute the similarity between sentence sk and query q as:
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Where, tf(w,x) is the frequency of term w in x (q or sk), df(w) is the document frequency of term w and n is the
total number of documents in the collection. Sentence sk and query q are pre-processed by removing stop-words and
performing Porter-reduction on the remaining words. For each document a threshold is then estimated from data for
selecting the most relevant sentences.

Our approach for the sentence extraction step is a variation of the above method where the query is enriched
before computing the similarity. Since queries and sentences may be very short, this allows computing more
meaningful similarities. Query expansion - via user feedback or via pseudo relevance feedback - has been
successfully used for years in Information Retrieval (IR) e.g. [3, 34]. The query expansion proceeds in two steps:
first the query is expanded via a similarity thesaurus - WordNet in our experiments -, second, relevant sentences are
extracted from the document and the most frequent words in these sentences are included into the query. This
process can be iterated. The similarity we consider is then:
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Where, ),( qwft  is the number of terms within the “semantic” class of wi in the query q.

This extraction system will be used as a baseline system for evaluating the impact of learning throughout the
paper. Although it is basic, similar systems have been shown to perform well for sentence extraction based text
summarization. For example [35] uses such an approach, which operates only on word frequencies for sentence
extraction in the context of generic summaries, and shows that it compares well with human based sentence
extraction.

3.2 Learning

Methods based on similarity measures do have intrinsic limitations: they rely on simple predefined features and
measures, they are developed for generic documents, their adaptation to a specific corpus or to different document
genres has to be manually settled. Machine learning allows to better exploit the corpus characteristics and to improve
the qualities or the adaptability of summarization systems. This is particularly important for example in an Internet
context since document types may vary considerably.

We propose below a technique, which takes into account the coherence of the whole set of relevant sentences
for the summaries and allows to significantly increasing the quality of extracted sentences.

3.2.1 Features

We define new features in order to train our system for sentence classification. A sentence is considered as a
sequence of terms, each of them being characterized by a set of features. The sentence representation will then be the
corresponding sequence of these features.

We used four values for characterizing each term w of sentence s: tf(w,s), ),( qwft , (1-

(log(df(w)+1)/log(n+1)) and Sim(q,s) -computed as in (2)- the similarity between q and s. The first three variables are
frequency statistics which give the importance of a term for characterizing respectively the sentence, the query and
the document. The last one gives the importance of the sentence containing w for the summary and is used in place
of the term importance since it is difficult to provide a meaningful measure for isolated terms [21].

A first labeling of the sentences as relevant or irrelevant is provided by the baseline system. By tuning a
threshold over the similarity measures of sentences for a given document, sentences having higher similarity
measures than this threshold were set to be relevant. We then use self-supervised learning to train a classifier upon
the sentence labels provided by the previous classifier and repeat the process until no change occurs in the labels.

3.3.2 Classifier

We used two linear classifiers, a one layer perceptron with a sigmoid activation function [6] and a Support Vector
Machine (SVM) [15], to compute P(RQ /s), the posterior probability of relevance for the query given a sentence,
using these training sets.

3.3.3 Semi-supervised learning

We use the same word representation as in the case of self-supervised learning. We have labeled 10% of the
sentences in the training set using the news-wire summaries as the correct set of sentences. We then train our
classifiers in a first step using these labels. Training proceeds after that in the same way as for the self supervised
case: this first classifier is used to label all the sentences from the training set, these labels are used for the next step
using unlabeled data and so on until convergence.

4 Database

A corpus of documents with the corresponding summaries is required for the evaluation. Note that as already said
such a corpus is not necessary for implementing the self supervised system. We have used the Reuters data set
consisting of news-wire summaries [7]: this corpus is composed of 1000 documents and their associated extracted
sentence summaries. The data set was split into a training and a test set. Since the evaluation is performed for a
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generic summarization task, a query was generated by collecting the most frequent words in the training set.
Statistics about the data set collection and summaries are shown in table 1.

Reuters data set

Collection Training Test All

# of docs 300 700 1000

Average # of sentences/doc 26.18 22.29 23.46

Min sentence/doc 7 5 5

Max sentence/doc 87 88 88

News-wire summaries

Average # of sentences /sum 4.94 4.01 4.3

% of summaries including 1st

sentence of docs
63.3 73.5 70.6

Table 1. Characteristics of the Reuters data set and of the corresponding summaries.

Figure 1-up shows the histogram of summary lengths in sentences, it is narrowly distributed around 5
sentences and Figure 1-bottom shows the summary length in words which is approximately a normal distribution
with a peak around 80 words.

Figure 1: Up: Distribution of summary length in sentences, Bottom: Distribution of summary length in words
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5 Evaluation

Evaluation issues of summarization systems have been the object of several attempts, many of them being carried
within the tipster program [8] and the Summac competition [9]. This is a complex issue and many different aspects
have to be considered simultaneously in order to evaluate and compare different summarizers [26].

Our methods provide a set of relevant document sentences. Taking all the selected sentences, we can build an
extract for the document. For the evaluation, we compared this extract with the news-wire summary and used
Precision and Recall measures, defined as follows:

summaries wire-news  thein sentences of # total

summaries wire-news  thein are  whichsystem by the extracted sentencesof#
Recall

system by the extracted sentences of # total

summaries wire-news  thein are  whichsystem by the extracted sentencesof#
Precision

=

=

We give below the average precision (table 2) for the different systems and the precision/recall curves (figure
2). The baseline system gives bottom line performances, which allow evaluating the contribution of our training
strategies. In order to provide an upper bound of the expected performances, we have also trained a classifier in a
fully supervised way, by labeling all the training set sentences using the news-wire summaries.

Precision  (%) Total Average (%)

Baseline system 54,94 56,33

Supervised learning 72,68 74,06

Semi-Supervised learning 63,94 65,32

Self-supervised learning 63,53 64,92

Table 2. Comparison between the baseline system and different learning schemes, using linear neural
networks as classifier. Performances are on the test set.

Semi-supervised and self-supervised provide a clear increase of performances (up to 9 %). If we compare
these results to fully supervised learning that is 9% better, these methods are able to extract from the unlabeled data
half of the information needed for this "optimal" classification.

We have also compared the linear Neural Network model to a linear SVM model in the case of self-
supervised learning as shown at Table 3. The two models performed similarly, both are linear classifiers although
their training criterion is slightly different.

Precision  (%) Total Average (%)

Self-Supervised learning with
Neural-Networks

63,53 64,92

Self-Supervised learning with
SVM

62,15 63,55

Table 3. Comparison between two different linear models: Neural Networks and SVM in the case of
Self-supervised learning. Performances are on the test set.

11-point precision recall curves allow a more precise evaluation of the system behavior. Let M be the total
number of sentences extracted by the system as relevant (correctly or incorrectly), Ns the total number of sentences
extracted by the system which are in the newswire summaries, Ng the total number of sentences in newswire
summaries and N the total number of sentences in the test set.

Precision and recall are computed respectively as Ns/M and Ns/Ng. For a given document, sentence s is ranked
according to P(RQ/ s). Precision and recall are computed for M = 1,..,N and plotted here one against the other as an
11 point curve.
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Figure 2. Precision-Recall curves for self-supervised learning (star), base line system (square), semi-
supervised learning (triangle) and the supervised learning (circle). The classifier used is the sigmoid

perceptron

The curves illustrate the same behavior as table 2, semi-supervised and self-supervised behave similarly and
for all recall values their performance increase is half that of the fully supervised system. Self-supervised learning
appear as a very promising technique since no labeling is required at all. Note that this method could be applied as
well and exactly in the same way for query based summaries.

6 Conclusion

We have described a text summarization system in the context of sentence based extraction summaries. The main
idea proposed here is the development of a fully automatic summarization system using a self-learning paradigm.
This has been implemented using simple linear classifiers, experiments on Reuters news-wire have shown a clear
performance increase. Self-learning allows to reach half of the performance increase allowed by a fully supervised
system, and is much more realistic for applications. It can also be used in exactly the same way for query based
summaries. Theoretical issues about the behavior of the model and algorithmic improvement are currently
investigated.
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