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Abstract

In this paper, we describe linguistically sophisti-
cated tools for the automatic annotation and nav-
igation of on-line documents. Creation of these
tools relies on research into finite-state technolo-
gies for the design and development of lexically-
intensive semantic indexing, shallow semantic un-
derstanding, and content abstraction techniques
for texts. These tools utilize robust language
processing techniques to generate multi-purpose
data structures called LEXICAL WEBS, used in the
system TEXTRACT, an automated semantic in-
dexing program designed to parse, index, and hy-
perlink electronic documents.

Introduction

In this paper, we describe the construction of LEXICAL
WEBS. Lexical webs are normalized structured repre-
sentations of the core semantic content of a text. The
creation of lexical webs accelerates the availability of
information in a highly indexed and cross-referenced
format, facilitating navigation and rapid information
access. One result of this research is the development
of TEXTRACT, an automated semantic indexing pro-
gram designed to parse, index, and hyperlink on-line
documents.

Central to this work is an integration of lexical seman-
tic techniques with corpus-based approaches to lexical
acquisition. Characterizing the statistical properties
of texts that have been annotated with semantic tags
permits inference of semantic relations from unmarked
texts that are richer than mere collocational associa-
tions. The present work is directed towards techniques
for automatically enriching the treatment of web-based
documents by making use of and extending these tech-
nologies.

This work emerges directly from our current reasearch
on the development of an intelligent and trainable lex-
ical database for a substantial fragment of English,
called CoRELEx, a lexicon that is structured in such a
way that it reflects the lexical semantics of a language
in systematic and predictable ways as expressed by

syntactic structure. These assumptions are fundamen-
tally different from other lexical semantic databases
like Roget and WORDNET which do not account for
any regularities between senses and do not relate lexi-
cal semantic information to syntactic structure.

Our claim is that semantic tagging and lexical acqui-
sition are the central components needed to derive the
content abstractions necessary for supporting more ef-
ficient tools for navigating on-line documents. This re-
search takes advantage of the fact that the lexical rep-
resentation system being employed, Generative Lexi-
con theory, has developed many valuable techniques in
the context of work within the TIPSTER and Muc ef-
forts; namely, empirically-driven semantic techniques
for lexically-based document enrichment in the ser-
vice of information extraction tasks. The development
of Generative Lexicon theory within Core Lexical En-
gine collaboration with Apple Computer has further
focused on refining our lexical acquisition techniques
for robust knowledge extraction.

Attainable Language Technology for
the World Wide Web

The current state of the art in natural language pro-
cessing does not provide the necessary functionality for
determining a complete understanding of the semantic
content of a text. It is not possible to robustly parse
unrestricted text, and furthermore, even if a parse can
be derived for a given utterance it is not yet feasible
to consistently derive an adequate semantic represen-
tation from that parse. Given these constraints on the
language processing problem, the challenge we face is
how to derive useful technologies from the current state
of the art.

Our strategy is to push the state-of-the-art in natu-
ral language engineering by enhancing the application
of finite state technologies with semantically-driven
phrasal analysis. Our goal is to employ lexically in-
tensive linguistic processing to documents in order to
derive a shallow understanding of their content. This
involves assigning linguistic features to words in the
text, identifying their grouping into phrases, and estab-
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lishing semantic dependencies between phrases. This
analysis is used to construct a network which enumer-
ates, rank-orders, and types the entities discussed in
a document, and captures the relationships between
them.

The data structure that we derive is a semi-
instantiated ’semantic network’. It is not a semantic
network in the traditional AI sense, but rather a net-
work of objects that we have determined to be seman-
tically significant in the domain -- a network of repre-
sentative concepts, which we call a LEXICAL WEB. It
is semantic in that the connections between concepts
are semantic in nature, while still corresponding to the
linguistic structure as they appeared in the text.

Although this approach does not provide a full se-
mantic interpretation, it is extremely useful as an ab-
straction of the content of the text from which it was
derived. Moreover, by relating it to the original doc-
ument source, the user is offered a powerful prompt-
ing device as an enhancement to their navigation and
search capabilities. HyperText, specifically HTML in
the context of the World Wide Web, provides a natural
delivery vehicle for the results of this technology.

Comparison to TIPSTER/MUC

On one view, our approach constitutes a scalable, do-
main independent extension of work done in the con-
text of the Muc and TIPSTER research programs (cf.
Cowie et al 1993, Guthrie et al 1996, Lehnert and
Sundheim 1991).

The Muc and TIPSTER extraction exercises involved
identification of shallow syntactic objects grounded in
simple lexical information. These objects are mapped
onto a template which provides a semantic description
of a very narrow domain, in essence, giving a very basic
form of semantic typing. Although these are perfectly
legitimate models of specialized domains, when the in-
formation is derived from the web and other sources,
there may be no predetermined selection of the do-
main. In other words, once one leaves the narrow
domain of a sublanguage, the semantics is no longer
so restricted, and hence the limited phrasal process-
ing and impoverished lexical information driving these
approaches is insufficient.

Our approach is different in two important ways.
First of all, we have a different target. We try to gen-
erate something in the direction of a semantic inter-
pretation, but not a full interpretation. We generate a
reduced abstraction of the content of a document and
then leave it to the user to apply their own model of
context in order to construct an interpretation. The
use of HyperText is an essential element of our ap-
proach, as it enables delivery of the results of our anal-
ysis to the user.

In order to perform the domain independent typing
needed for such applications, it is necessary to exploit
the particular syntactic expression and local context
of text objects in a document. The nature of the lin-

guistie expression is something that is shared among
all textual documents and therefore can be used inde-
pendently of a specific domain.

Once phrases describing particular objects have been
identified, connectivity between those phrases can be
established in a number of ways. Their interconnection
across the discourse may be captured (anaphoric rela-
tions, discourse relations). The appearance of phrases
in constructions with other phrases can be utilized in
order to identify local dependencies. This also yields
information regarding the properties of an object and
the actions and events it is involved in. The dependen-
cies between a phrase and other phrases, and proper-
ties and relations in the text enable a form of domain
independent typing to be established.

The rest of this paper is structured as follows. First,
we will describe the general theoretical framework un-
derlying the focus of this research. We will then de-
scribe our work on the development of CortELEx and
the lexical indexing system TExTrtAcT-1, Which to-
gether provide the basic infrastructure and tools that
we apply to the task of automatic and machine-aided
enhancement of texts. We then elaborate on the notion
of LEXICAL WEB, which is an extension of our current
indexing work, and describe how lexical webs can be
acquired from texts, underpinning a richer, more so-
phisticated indexing system, TExTrtACT-2, and some
initial experiments in lexical indexing.

Lexical Knowledge Representation

Since the lexical database in the Core Lexical Engine
is an embodiment of Generative Lexicon theory (GL),
we outline those aspects of the semantic representa-
tion language which are essential for the techniques
of document enhancement outlined below. One of the
central theses of GL is that the underlying meaning
of an expression determines, in a systematic way, its
syntactic expressiveness in the language. Another ma-
jor goal of this work is to explain how words take on
new meanings in novel contexts, while still being able
to treating the core senses in a finite fashion. Impor-
tant for our concerns in the present research is to ac-
knowledge that lexical semantics is both an expressive
and highly structured knowledge base, incorporating
knowledge which linguists rarely associate with words
(cf. Boguraev, 1992). This includes information relat-
ing, for example, not only what an object is, sortally,
but also what it is used for, how it comes about, and
what it is made of; these are termed an object’s qualia
structure (cf. Pustejovsky, 1991). Furthermore, words
are also encoded with fairly rich information regard-
ing the expression of arguments of various sorts, its
argument structure (cf. Grimshaw, 1990), and a fine-
grained encoding of how a word denotes events, i.e., its
event structure (cf. Moens and Steedman, 1988, Pas-
sonneau, 1988). For more details on the theoretical
model, see Pustejovsky (1995).

Generative Lexicon theory assumes that word mean-
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ing is structured on the basis of four generative factors,
or qualia roles, capturing ways in which humans un-
derstand objects and relations in the world. They are:
(1) CONSTITUTIVE: the relation between an object and
its constituent parts; (2) FORMAL: that which distin-
guishes it within a larger domain; (3) TELIC: its pur-
pose and function; and (4) AGENTIVE: factors involved
in its origin or "bringing it about".

The qualia structure provides the structural template
over which semantic transformations may apply to al-
ter the denotation of a lexical item or phrase. These
transformations are the generative devices such as type
coercion, selective binding, and co-composition, which
formally map the expression to a new meaning. For ex-
ample, when we combine the qualia structure of an NP
with that of a governing verb, a richer notion of com-
positionality emerges (i.e. co-composition), one which
captures the creative use of words (Pustejovsky and
Boguraev 1993).

The Current Technology: Lexical Indexing

The language of types described above is necessary for
encoding lexical knowledge but is not in itself sufficient
for the characterization of how words are used in spe-
cific domains with specialized senses. Domain tuning
from the core lexicon is the next step for arriving at
lexical structures that are sensitive to specific corpora.
The second component provided by the Core Lexical
Engine is a set of lexical acquisition tools for doing
just this; namely, enriching the lexical structures of
the core lexicon for a single domain. We illustrate this
methodology briefly by considering the acquisition of
technical terms such as complex nominals (e.g., startup
disk, system folder icon) in the specialized technical do-
mains of software applications, e.g., Macintosh (Oper-
aling System) Reference and PowerTalk (Collaborative
Environment) User Guide.

Our work in this area is based on two ma-
jor premises: the combination of statistical and
knowledge-based techniques for lexical acquisition, and
the realization that the lexicon must be a dynamically
evolving database, rather than a static collection of
definitions.

While recent work in lexical acquisition has demon-
strated that statisticMly-based methods for mining
large text corpora for lexical and world knowledge
are both feasible and useful, the most successful tech-
niques are proving to be those which integrate statis-
tical methods with language-specific knowledge encod-
ing techniques (cf. Boguraev and Pustejovsky, 1996
and Weischedel et al., 1994). This is the approach
taken in the Core Lexical Engine project and the one
we assume here.

Recent application domains and projects such as
Muc and TIPSTER show that lexicons and dictionaries
must evolve from static sources of word definitions to
dynamic knowledge bases which function as resources

for natural language technologies (such as NL-based
information access and retrieval, machine translation,
and natural languagd understanding). In particular, it
will be increasingly important to provide adequate lex-
ical support for processing of technical documentation.
Given the frequency with which complex nominals are
coined, for example, it is impractical to rely on a man-
ual listing of them, and so it becomes critical that on-
line lexical resources be able to acquire and interpret
them dynamically as text is processed.

The approach to lexical indexing outlined here in-
stantiates the model of corpus-driven lexical semantics
acquisition preserLted in Pustejovsky el al. (1993) (cf.
also Grishman and Sterling, 1992). This model is based
on the notion of targeted acquisition, driven by an ap-
propriately selected corpus, and is applicable to a range
of lexical types, all of which require richly instantiated
lexicM entries. In our work, we have found that the
semantics derived by this process for the interpreta-
tion of a class of complex nominals facilitates other as-
pects of linguistic processing, including the resolution
of anaphors and the interpretation of possessives,post-
nominal complements, and conjoined nominals. This
work suggests that a dynamic approach to lexicon and
dictionary design, given the appropriate processing and
analysis of suitable corpora, is a realizable goal and of
great utility in subsequent linguistic analysis.

Complex nominMs and other specialized phrases are
identified in the text through the application of a gram-
mar suitably tuned for technical terminology. The
grammar is not dissimilar to the one presented in
Justeson and Katz (1995). However, it should 
stressed that a complex nominal subsumes the strong
notion of a technical term as defined by. Justeson and
Katz -- the primary difference is that for the purposes
of acquisition and interpretation of complex nominals
it is essential to identify all nominal objects which map
to entities in the domain. In order to pick out the re-
lations and properties which apply to each complex
nominal, their appearance in a variety of basic syntac-
tic patterns in the text is exploited. In order to iden-
tify these patterns within the text, the system needs a
syntactic base which is more expressive than that pro-
vided by part-of-speech tagging alone. As it turns out,
"shallow" syntactic parsing (as carried out for instance
by the constraint grammar of Voutilainen et al., 1992)
offers enough in its system of syntactic function labels
to drive the analysis of complex nominals in context.

The initial stage of the process is to run a window
over the tagged text and identify matches between the
text and a series of patterns which are tuned to identify
higher syntactic constituents in which the nominals ap-
pear. Each of these constituents contributes a relation
or property with which a complex nominal composes.
One of the local ontologies established in our initial in-
vestigation of this methodology, using the Macintosh
Reference corpus, is the disk ontology. We will present
here a small portion of this ontology, which includes the
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complex nominals floppy disk and hard disk. The re-
lation sets established from the corpus for these forms
are as follows.

(A) floppy disk: name [], erase [], access [],
initialize [], test [], save file on [], repair

[], eject [], insert [] into disk drive, lock

[], unlock [], protect []

(B) herd disk: name [], save file on [], repair [],

erase [], access [], initialize [], test [],

attach [] to printer, reinstall system software

on [], copy disk to [3

In this operational environment the system successfully
established that floppy disks are things which can be
inserted into a disk drive, ejected, locked, unlocked,
and protected, while hard disks cannot, and that hard
disks are things which can be attached to printers, have
system software reinstalled on them, and have program
disks copied to them, while floppy disks are not. Given
this information, the interpretation of floppy disk and
hard disk proceeds as follows. In order to identify the
set of relations which are appropriate for disk we take
the intersection of the relations sets for the complex
nominals which are headed by disk. This gives us the
set: access [], erase [], name [], initialize [], test
[], save file on [], repair []. This set defines what

can happen to all disks and to a large extent defines
extensionally the meaning of the term disk in this do-
main.

This kind of methodology underlies our lexical in-
dexing system, TEXTRACT-I. Applying it to a techni-
cal manual in a given domain, we are able to construct
a flat index of the objects in this domain. In the case
of the Macintosh Reference technical documentation,
enriching the term set with the relations, properties,
and related objects of the terms (as illustrated above),
yielded a domain catalog which, in effect, is an exten-
sional description of the functionality of the domain.
One task to which such domain catalogs have been
applied is that of the automatic population of Apple
Guide databases, which drive the delivery of context-
sensitive on-line help in the Macintosh OS environment
(cf. Boguraev, 1996).

Given the high precision of the linguistic analy-
sis, the contextually-sensitive patterns targeting the
syntactic environments of domain objects, and the
closed nature of technical domains, this kind of sys-
tem is capable of achieving very high degrees of re-
call and precision. For example, a comparative evalua-
tion of the domain catalog derived from the Macintosh
Reference manual against the manually crafted Apple
Guide database for the same domain shows 94% recall
and 89.5% precision for the identification of domain-
relevant objects (terms); for relations, the figures are,
respectively, 91.1% and 88.5% (cf. Boguraev, Puste-
jovsky, and Johnston, forthcoming).

What this discussion demonstrates is that with a
combination of tagging and pattern matching, we

can automatically acquire rich, domain-specific sets of
structured relations for words in a given domain. The
resulting lexical structures are the starting point for
creating a lexical web for a document, and the mate-
rial from which hotlinks between words in a document
are constructed.

Toward Richer Document Processing

The current indexing system has also been expanded
in order to create hyperlinks from the index back to
the documents. Each term structure is linked to all
occurrences of the word or phrase in the text, and
sub-structured to include relations and properties as-
sociated with terms that are present in the document.
After running the system TEXTRACT-1 over Darwin’s
Origin of Species, the result was a fairly rich term in-
dex including compounds and proper names, as well as
standard index terms (see Figure 1). Individual index
entries are further instantiated, as exemplified by the
information brought together under the proper name
St. Hilaire (Figure 3).

The index derived by TEXTRACT-1 is already sub-
stantially richer than those created by under-informed
noun phrase indexing engines, like the one marketed
by Iconovex Corporation (cf. www.iconovex.com).
However, there are several obvious problems with this
structure, some due to omissions, others pertaining to
spurious or irrelevant entries. Using semantic tagging
and more refined pattern matching, however, enables
us to create a more sophisticated version of the domain
catalog, one that supports a richer index without cre-
ating the spurious entries produced by TEXTI%ACT-1.

CoreLex and Semantic Tagging

One of the major goals in our research has been the
development of COlZELEX (see Figure 2 for a sample),
a semantic lexicon structured in such a way that it
reflects the lexical semantics of a language in system-
atic and predictable ways, as expressed in the syntax.
CortELEx embodies most of the principles of Gener-
ative Lexicon Theory, by representing how senses are
related to one another as well as operating with un-
derspecified semantic types. These assumptions are
fundamentally different from existing sources such as
Roget and WOI%DNET (cf. Miller 1990), both useful
and extensive semantic lexicons, but which do not ac-
count for any regularities between senses nor do they
relate semantic information to syntactic form.

Roger and WORDNET, however, are both used in the
construction of CoRELEx, since they are vast resources
of lexical semantic knowledge which can be mined, re-
structured and extended (for discussion of this process,
cf. Buitelaar 1997a and 1997b).

The top lattice structure is defined as those typed
feature structures corresponding to the ten top under-
specified categories, together with the categories gen-
erated by the application of projective transformations
on this category, including 9, <, o, >, act, and =.
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garterel rule - - 11422
J

generations - - 992.2186+ 2219. ~ 4958. 5699. 6652. 8704. 8809
equal number of [] - - 992.5629
exposed during [] - -
greater number of [] -- 8704
indefinite number of [] - -
infinite number of [] - - 4958
v*ry for [] -- 2219

ge,uexin mffarances - -
generlc value - - 5292.

are of [] --
characters of [] --

generous assistance -- 61B
genus -- 5097. 5197. 7611

do closely- allied spades of [] in state -- 5097. 5197
Oeo~roy St Hilalra -- 2307. 3627
geographical sub_species -- 7826. 9103
geological epochs - - 1798
Geological Record - - 1601

imperfec’don of [] - - 1601
geological raladons - - 43

early or late perlo d of developmen¢ of the embryo, or at the instant of conception. O eofftoy St Hiledre ’ s axp eriments show
that unnauxral unspent of the embryo caus es mons~osides; and mons~osities cannot b ¯ s eperared by" any dear line of
disdnc~on from mere variations. But I am strongly inclined to suspect that the me st frequent cause of variability may be
attributed to the male and female reproductive elements having been affected prior to the act of conception. Several reasons
make me believe in this; but the chief one is the remarkable effect which confinement or cull.van.on has on the hmc~ions of the
reproducd, va system; this system appearing to be far more susceptible then e.ny other part of the organization, to rite action
of any changein the conditions of life. Nothing is more easy than to tame an animal, and fewddngs more difflcult the~ to get
it to breed freely under confinement, avan in the many cases when the male and female unite. How mauy ammals there are
which will not breed, though kiving long under not vary close confinement in the~ naldve ooem2yl This is genarally ectxibut:ad
to vitiated instincts; but: how many cultivated plants display the u’~m.ost vigovx, and yet rarely or never s eedi In some few
such cases it has bean found out that very Willing changes, such as a little more or less water at some particular period of
grOWth, will determine whether or not the plant sets a s end. I cannot here enter on the copious details which I have collected
on this curious subject; but to show how singular the laws are which determine the reproduction of animals under
canfinemenr, I maX just mention that carnivorous animals, even from the tropics, breed in this counUy pratW freely under
confinement, with the exception of the plandgxndes or bear fend]y; whereas, carnivorous birds, with the rarest exceptions,
hardly ever lay fertile eggs. Many exotic plants have pollen utXerly worthless, in the same exact condition as in the most
sterile hybrids. When, on the one hand, we sea domesticated animals and plants, though often weak and sickly, yet breeding
quite freely under confinement; and when, on the other hand, we s ee individuals, though taken young from a state of nature,
perf¢ctly tamed, long-lived, and healthy ( of which I could give numerous instances ), yet having their reproductive system
so s eriously affected by unperceived causes as to fail in acting, we need not b ¯ sxtrptis ed at rlds system, when it do es act
under confinement, acing not quite regularly, and producing offspring not perfectly like their parents or variable.

Sterility has been said to be the bane of hortlculv~ze; but on this view we owe vsrtability to the same cause which produces
sterlh’ty; and variability is the souxce of all the choicest productions of the garden. I may add, that as some organisms
breed most freely under the most ~Anatur el conditions ( for instance, the rabbit and ferret kept in hutches ), showing that
their reproductive system has not been thus affected; so will some animals and plants withstand domestication or
cultivation, and very very sllghdy perhaps hardly more than in a state of nature.

A longllst could easily be given of ’ spordng plants; ’ by this term gardeners mean a single bud or offset, which suddenly
assumes a new and sometimes very different character from that of r~e rest of the plant. Such buds can b ¯ propagated by
grafting, & c, , and s omerimes by seed. These" sports ’ are extremely rare under nature, but far from rare ~mder cultivation;
an4 in this case we see that thatxea~x~ent of the parent has affected a bud or offse% and not the ovules or pallen. But i~ is the

Figure 1:TEXTRACT-1

These transformations, together with qualia-based re-
lations between types, define a circumscribed semantic
field of concepts for each type. The top lattice types
are: Logical Types: MODAL, QUANTIFICATION, RELA-
TIONAL, and TEMPORAL; Material Types: EXISTENCE,

SPACE, FORM, MOTION, SUBSTANCE, MENTAL.

The linguistic features exploited in the TIPSTER ex-
ercise were very limited. More sophisticated featural
information is required to drive the identification of
dependencies needed for the shallow understanding de-
scribed here.

In order to assign this information to words, a core
requirement is that of a more sophisticated tagging
technology, a semantic tagger, which assigns gram-
matical function and semantic typing information in
addition to part of speech. CoRELEx provides the
resources for augmenting current tagging techniques

with semantic typing information: The Core Lexical
Engine provides a rich language of types for lexical de-
scription as well as specific algorithms for defining how
word senses relate to one another. This is the first
step toward enriching the document for indexing and
navigation. The type lattice is the formal backbone
used to automatically assign semantic tags to relevant
words and phrases within a document; these semantic
tags are used as the first step in the construction of
a typed semantic index of the document, or for typed
hyperlink enhancement within a web-based browsing
situation.

Linguistic Generalizations and Pattern
Matching
The Core Lexical Engine also provides specific algo-
rithms for defining how word senses relate to one an-
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Locd0n: l~ttp://w~rw, cs.brandeis, edu/~paulb/CoEeLex/overview, html

L

Index Qualia Structure

Instances

Figure 2: CoRELEx

other. The second step towards enriching the doc-
ument for indexing and navigation, is to implement
these algorithms as finite state pattern matchers. Lin-
guistically distinct phenomena are associated with ded-
icated pattern matchers, each designed to identify
salient semantic objects and relations in a text. In
our previous research, we have developed a variety of
knowledge extraction pattern matchers (cf. Johnston
et al., 1995, Boguraev et al., forthcoming). In the cur-
rent context, we wish to further extend and refine these
pattern matchers to apply to a much broader class of
linguistic phenomena. We identify the following pat-
tern matchers needed for richer text indexing:
a. TERM IDENTIFICATION AND TYPING: These match-

ers are responsible for the determination of the tech-
nical terms used within a document and identifica-
tion of the basic semantic types to which they are

assigned.

b. R,ELATION AND PROPERTY PAR, SING: A further set
of patterns identify the properties of the objects
identified and the relations in which they appear.

c. REPORTED SPEECH: For certain genres of text, such
as legal documentation and news reports a great
deal of information regarding the content can be
extracted by reference to expressions of reported
speech. These are instances in which propositions
are associated with particular individuals. Our work
on this aspect draws on Bergler (1992), which pro-
vides detailed analysis of these constructions within
the Generative Lexicon framework.

d. COMPLEX NOMINAL PAR, SING: Complex nominal
parsing involves examination of the internal struc-
ture of complex nominals including: noun-noun
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compounds (’disk drive utility’), possessive’s (’hard
disk drive’s SCSI ID number’), and nominal post-
modificational constructions (’release hatch of disk
drive’) in order to extract knowledge about the do-
main (cf. Johnston et al., 1995).

Other issues currently being dealt with in the context
of improving acquisition and shallow semantic analy-
sis include: discourse anaphoric processing and sor-
tal anaphora (cf. Kennedy and Boguraev, 1996a);
and identification of salient topics and topic structure
within text (cf. Kennedy and Boguraev, 1996b).

From Indexing to Lexical Webs

In essence, a Lexical Web is the next generation of the
domain cataloging strategy, one which is made pos-
sible by the general functionality of the Core Lexical
Engine technology. A Lexical Web is an interlinked
structure of automatically generated index entries, em-
bodying the semantic richness of the typing system
from COl~ELEx. All fields are cross-indexed to other
entries, where each field also points to the appropriate
positions in the document.

The above-mentioned semantic tagging technologies
as well as the more linguistically sophisticated pattern
matching operations are essential resources in the ac-
quisition of Lexical Webs, because it enables semantic
tagging of the input text and it supplies conceptual
prototypes which are inherited into entries in the Lex-
ical Web. The Core Lexical Engine also provides de-
scriptions of the canonical syntactic forms of particular
semantic types, information which is employed in the
identification and classification of the specific semantic
types in a particular document collection.

Like the domain catalog in the Lexical Indexing sys-
tem, a Lexical Web is essentially a network of the
salient terms and relations within a given subdomain.
The difference is that there is a far greater number of
connections of a wider variety of types within the net-
work, resulting in an overall higher degree of expres-
siveness and utility. Also, the connection of the term
to its locations in the document collection is explicitly
encoded. For each term, the following information will
be captured:

1. The forms in which the term appears and their lo-
cations;

2. The basic semantic type of the term;

3. Relations appearing with the term;

4. Properties with which the term appears;

5. Typed relations to other terms (e.g., has_part, is_a,
part _of);

6. Typical use and origin of the term (i.e., TELIC and
AGENTIVE);

7. Definitional statements for the term.

The Core Lexical Engine plays a critical role in cap-
turing this range of information. By examination of its

phrasal and semantic context, each term is assigned to
a lexical type from the core lexicon and inherits the
basic structure associated with that lexical type. This
basic structure is then filled out with more specific in-
formation derived through more detailed mining of the
text to identify related forms of the same term, and the
relations, properties, and related objects with which
the term appears. The entry for Mr. St. H~laire from
Darwin’s Origin of Species mentioned before, is shown
in Figure 3.

We view the task of determining the Lexical Web
for a text as a form of lexical acquisition. On the ba-
sis of corpus training, the relevant basic lexical types
within the Core Lexical Engine are specialized into a
set of data structures which together constitute a lex-
ical web. One of the central concerns of our work is to
develop a set of Lexical Web Acquisition Tools which
are responsible for this training process.

Lexical Webs can be utilized to enable the automatic
and semi-automatic annotation of web-based texts.
There are two major modes of document enrichment
one can envision. The first of these is close in nature
to the help database application of the lexical indexing
system and the task of automatically generating an in-
dex for a book. The information for a document in the
Lexical Web can be processed to construct an index of
the salient topics and subtopics within the document.
This index can then be prefixed to the HTML form of
the document with links from the index items to the
relevant portions of the text. This can greatly facilitate
access to the document.

The second of these facilitates non-linear navigation
of the content of the text. Salient terms and phrases
within the text are highlighted and enriched with links
to related items within the document. These related
items may in the simplest case be further occurrences
of the same terms, but these items could also stand in
part_of, is_a, and has_part relations.

We envision both automatic and semi-automatic
construction of web page texts. In an automated mode,
the user will select the range of types of links that
are desired and the system will automatically generate
an index and links within the document. In a semi-
automated mode the system will identify and suggest
items which might potentially be linked and allow the
user to choose whether or not they should be linked
and how they should be linked. Similarly, the user can
also be presented with an automatically derived index
which can then be edited. Even in the semi-automatic
mode, the use of this system will greatly facilitate the
process of getting material onto the Web and will en-
force a degree of comprehensiveness and consistency of
style which is absent from hand-crafted HTML forms
of documents.
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Conclusion
This paper lays out a strategy for applying robust nat-
ural language processing and knowledge mining tech-
niques to the automated semantic annotation of doc-
uments from plain text resources. Semantic tagging
and corpus tuning of general lexical types from the
Core Lexical Engine are employed to generate docu-
ment content abstractions called lexical webs. Lexieal
Webs provide the information and structure necessary
to automatically generate the index for and hyperlinks
within a document and between documents. This re-
search is important because it integrates techniques
from corpus acquisition research and natural language
technologies with the goal of document analysis and
annotation, as well as information extraction for web-
based documents.

The purpose of the language processing methodology

that we have described is to generate a data structure
which provides a good indication of what a document
is primarily about. P~ather than just having a list of
words or noun phrases, we have a network of mean-
ingful connections among objects from the text. This
provides a better indication of aboutness than a phrase
list, but by no means should be taken as a representa-
tion of the complete meaning of a text. Although the
representation of aboutness generated is only partially
specified and lacks a specific semantics, it is extremely
useful if we can relate it back to the document or docu-
ment collection from which it was derived. HyperText,
specifically HTML in the context of the World Wide
Web, provides a natural delivery vehicle for the results
of this technology.
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