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#### Abstract

Semantic segmentation for 3D point clouds plays a critical role in the construction of 3D models. Due to the sparse and disordered natures of the point clouds, semantic segmentation of such unstructured data yields technical challenges. A recently proposed deep neural network, PointNet, delivers attractive semantic segmentation performance, but it only exploits the global features of point clouds without incorporating any local features, limiting its ability to recognize fine-grained patterns. For that, this paper proposes a deeper hierarchical structure called the high precision range search (HPRS) network, which can learn local features with increasing contextual scales. We develop an adaptive ball query algorithm that designs a comprehensive set of grouping strategies. It can gather detailed local feature points in comparison to the common ball query algorithm, especially when there are not enough feature points within the ball range. Furthermore, compared to the sole use of either the max pooling or the mean pooling, our network combining the two can aggregate point features of the local regions from hierarchy structure while resolving the disorder of points and minimizing the information loss of features. The network achieves superior performance on the S3DIS dataset, with a mIoU declined by $0.26 \%$ compared to the state-of-the-art DPFA network.
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## 1. Introduction

With the rapid development of acquisition technologies such as lidar sensors and depth cameras, point cloud data have become a widespread application, stimulating researchers' interest in 3D scene understanding [1,2]. 3D shape recognition mainly includes object classification, part segmentation and semantic segmentation [3,4]. As a challenge task, semantic segmentation for 3D point clouds aims to classify the point into its semantic class by extracting effective feature vectors of 3 D point clouds [5,6]. It is a core problem in computer vision with wide-ranging applications, such as autonomous driving, augmented reality, and the construction industry $[7,8]$. Furthermore, semantic segmentation is of great significance for the construction of 3D models [9-11].

Semantic segmentation for 3D point clouds can be classified into three broad classes: multiview-based network, voxel-based network, and point-based network [12-14]. The multiview-based network projects 3D point clouds onto 2D perspective views, and then extracts feature information from the views using a 2D Convolutional Neural Network (CNN). Su et al. [15] proposed a multi-view CNN architecture that extracted feature information using a unified CNN architecture with a view-pooling layer. Compared to pairwise single-view representations of 3D shapes, the descriptors obtained by this method can be directly used to compare 3D shapes, thus significantly improving the computational efficiency.

Badrinarayanan et al. [16] introduced the SnapNet network, which predicted the inter-class boundaries of the object in various scenarios. The network was efficient in terms of memory and computation time because it only stores max-pooling information for feature images. Kalogerakis et al. [17] proposed a complex multi-view framework combining image-based full convolutional networks with surface-based conditional random fields for 3D shapes segmentation. The architecture can process large-scale image datasets using the image processing layer. Kundu et al. [18] proposed a 3D semantic segmentation technique based on virtual multi-view fusion. The idea of the algorithm was to use a composite image rendered from a virtual view of the 3D scene rather than the raw photographic image acquired by the camera, thus solving the core problem encountered with the view-centric approach.

The voxel-based network divides point clouds into voxelized grids with spatial dependencies and then utilizes CNN to capture feature information for semantic segmentation of point clouds. Tchapmi et al. [19] proposed the SEGCloud framework, which combined the 3D CNN, trilinear interpolation, and fully connected conditional random fields to obtain fine-grained semantic segmentation. The network solved the sparsity of the voxel grid using sparse convolutions, which can additionally improve the performance of 3D semantic segmentation. Rigler et al. [20] presented the OctNet network that used a set of unbalanced octrees to divide the space hierarchically to achieve 3D object classification and semantic segmentation. To reduce the memory occupation of convolution network operating on sparse data, this network implemented an adaptive spatial partition to concentrate the computation on relevant regions. Graham et al. [21] proposed a sparse convolution operation to handle high-dimensional and sparse data. The network can effectively perform semantic segmentation while significantly reducing the prediction model's computational requirements. Meng et al. [22] presented a novel voxel variational autoencoder network that converted unstructured point clouds into regular voxel grids for point cloud segmentation. The network can not only efficiently extract features without increasing parameters to produce robust segmentation results, but also perform good segmentation on noisy point cloud datasets.

The point-based network applies deep learning models directly to point clouds for feature extraction without converting the point cloud data to other forms. Qi et al. [23] proposed the PointNet network, a pioneering work that was directly applied to extract feature information from point clouds. The basic idea of PointNet was to acquire the feature information of each point by multi-layer perceptron (MLP), and then aggregate all point features into a global point feature using max pooling. The method was robust to perturbation and corruption of the input data. Given the weakness of PointNet without local feature information, Qi et al. [24] proposed a hierarchical neural network named PointNet++ that applied PointNet recursively to nested partitions of the input data. The network was able to learn local and global feature information and outperformed the PointNet network in point cloud segmentation. Li et al. [25] designed the PointCNN network, which used the X-Conv operator to perform weighting and permutation operations on the input points to achieve classification and segmentation tasks. However, the versatility of $X$ transformation has certain limitations due to the higher time complexity of the network when dealing with huge amounts of data. Jiang et al. [26] proposed an effective end-to-end PointSIFT architecture that can encode different orientations information for semantic segmentation of point clouds. Each layer of the entire framework used the PointSIFT integrated into various PointNet-based architectures to significantly improve the representational capabilities of the network. Wang et al. [27] proposed a neural network dubbed EdgeConv, whose graph structure is dynamically updated after each layer of the network instead of being fixed, unlike graph CNNs. The network can extract local geometric structure information of points while maintaining permutation invariance to achieve classification and segmentation tasks of point clouds.

The multiview-based and voxel-based methods still have some shortcomings in 3D shape recognition. The multiview-based method that projects 3D data onto 2D images cannot capture the spatial geometric features of point clouds because it only contains local
information. The voxel-based network requires more memory space because the raw data is converted into a regular volume grid, making it difficult to meet the requirements of more applications, especially the processing of big data. Compared with multiview-based and voxel-based networks, the point-based network has a sizable advantage over the feature extraction from point clouds. Inspired by the PointNet network that can directly deal with irregular point clouds without acquiring local information, limiting its capacity to recognize fine-grained patterns. This paper proposes a deeper hierarchical HPRS network that captures point features in a high-precision range for semantic segmentation. Our network develops an adaptive ball query algorithm that designs a comprehensive set of grouping strategies. It can gather critical local feature points in comparison to the common ball query algorithm, especially when there are not enough feature points in the ball range. Furthermore, our network utilizes a combination of the max pooling and the mean pooling to minimize the information loss of features. Our network can obtain the local feature information that the PointNet network doesn't collect by using acquiring from the local region consisting of the downsampling point as the center point and its neighbor points. Our network outperforms PointNet++ network in that it learns deeper structural information by expanding its network depth in addition to acquiring more detailed local feature points through the adaptive ball query algorithm, which is especially critical when there aren't enough feature points within the ball range. In addition, our network enhances the segmentation effect by combining the max pooling and the mean pooling in the improved PointNet layer to aggregate point features of the local regions, in contrast to the PointNet++ network that only employs the max pooling to extract features.

## 2. Methods

This section introduces the HPRS network in detail. We first divide the data into overlapping small regions, and then utilize the HPRS network to process each small region's data. The network consists of the set abstraction layer, the feature propagation layer, and the fully connected layer. The set abstraction layer downsamples the data from the small region and perform high-dimensional feature extraction of the local region, consisting of the downsampling point as the center point and its neighbor points. The feature propagation layer restores the original data by upsampling the data from the set abstraction layer and aggregates the features of each point. Finally, the features of each point are processed through the fully connected layer to achieve the semantic segmentation of the entire point set. Figure 1 presents the HPRS framework.


Figure 1. The HPRS framework based on hierarchical structures for point cloud segmentation.
Each set abstraction layer consists of three parts: (1) the sampling layer: The farthest point sampling algorithm is used to downsample the data from the small region data. The sampling principle is to select a sampling point that is farthest from all selected points to ensure that the entire sample space is covered. (2) The grouping layer: An adaptive ball query algorithm is used to gather important feature points with different radii to divide the
local neighborhood of sampling points into groups. (3) The improved PointNet layer: The improved PointNet network is applied to extract features from groups composed of local point sets.

### 2.1. Set Abstraction Layer

The encoding part of the network has six set abstraction layers to attain a deeper hierarchical structure. Each set abstraction layer consists of the sampling layer, the grouping layer, and the improved PointNet layer. The local region is generated by a combination of the sampling layer and the grouping layer.

### 2.1.1. Sampling Layer

This paper adopts the farthest point sampling algorithm to downsample the data from the small region data while minimizing the impact on the segmentation effect. The farthest point sampling algorithm $[28,29]$ is an iterative sampling method with better coverage and uniformity over the entire point set. The main idea of the algorithm is to calculate the distance between the rest point and the selected point set, and then select the point with the largest distance from the selected point set to join the selected point set and repeat this process until the number of selected points is met. The process of the algorithm is as follows (Figure 2):


Figure 2. Extracting sampling points by the farthest point sampling algorithm.
(1) Assuming the input point clouds contain N points, select point $\mathrm{P}_{0}$ from the point cloud as the initial point to obtain the sampling point set as $S=\left\{\mathrm{P}_{0}\right\}$.
(2) Calculate and store in the array L the distance from the rest points containing $(N-1)$ points to $P_{0}$. The sample point set is then updated to $S=\left\{P_{0}, P_{1}\right\}$ by selecting the point corresponding to the maximum value in array $L$ as $P_{1}$.
(3) Calculate the distance from the rest point containing $(N-2)$ points to $P_{1}$. If the distance from the rest point $P_{i}$ to $P_{1}$ is less than $L[i]$, update $L[i]=d\left(P_{i}, P_{1}\right)$. Then select the point corresponding to the maximum value in $L$ as $P_{2}$, update $S=\left\{\mathrm{P}_{0}, \mathrm{P}_{1}, \mathrm{P}_{2}\right\}$.
(4) Repeat steps $2-3$ until the required number of sampling points has been reached.

### 2.1.2. Grouping Layer

The obtained sampling point is used as the center point, and its neighborhood points are grouped according to the spatial geometric information. Since the set abstraction layer is a continuous downsampling process, it will encounter the situation that there are not enough feature points near the center point. The common ball query algorithm repeatedly extracts the point closest to the center point when there aren't enough feature points within the ball range, resulting in the inability to obtain detailed feature points. We develop an adaptive ball query algorithm that designs a comprehensive set of grouping strategies. It can gather detailed local feature points in comparison to the common ball query algorithm, especially when there are not enough feature points within the ball range.

The adaptive ball query algorithm includes two parameters: the radius of the ball and the number of neighborhood points (Figure 3) [30]. Three cases are involved with the
values of these two parameters. Assuming that there are $M$ points within the radius of the center point, $K$ is the required number within the radius of the center point. In the first case, the $K$ points closest to the center point are sampled if $M$ is more than $K$. In the second case, the points within the radius are sampled $H$ times where $H$ is the multiple of $K$ divided by $M$ if $K$ is more than $M$ and can be divisible by $M$. In the third case, the points within the radius are first sampled $H$ times where $H$ is the multiple of $K$ divided by $M$. The $S$ points closest to the center point are then sampled where $S$ is the remainder of $K$ divided by $M$ if $K$ is more than $M$ and cannot be divisible by $M$. The following is the calculation formula for the third case:

$$
\begin{align*}
H & =\text { floor }(K / M)  \tag{1}\\
S & =K-H \times M \tag{2}
\end{align*}
$$

where $M$ is the number of points within the radius of the center point, $K$ is the required number within the radius of the center point. $H$ and $S$ are the multiple and remainder of $K$ divided by $M$, respectively.


Figure 3. Dividing the local neighborhood of sampling points into groups by the adaptive ball query algorithm.

### 2.1.3. Improved PointNet Layer

Due to the uneven distribution of the S3DIS dataset acquired by the Matterport Camera, we aggregate the features extracted by the improved PointNet layer from the grouping data composed of sample points at different radii to capture the finest details. The improved PointNet layer combines the shared multi-layer perceptron network and the pooling layer. The shared multi-layer perceptron network upscales the data to higher dimensions to extract high-dimensional features of points while avoiding the information loss of features. The pooling layer can not only aggregate point features of the local regions from hierarchy structure, but also solve the disorder of point clouds. Pooling methods mainly include the max pooling and the mean pooling. Max pooling can retain more texture information while reducing the deviation of the estimated mean caused by the parameter error of the convolutional layer $[31,32]$. Mean pooling can preserve more background information while reducing the increase in the estimated variance value caused due to the limited size of the neighborhood [33,34]. Some feature points may be lost if neighborhood features are integrated only using the mean pooling or the maximum pooling. In this paper, we use a combination of 0.8 x max pooling and 0.2 x mean pooling to aggregate point features of the local regions from hierarchy structure after learning point cloud features with the multi-layer perceptron. The features from a group composed of local point sets are obtained by the following formula:

$$
\begin{equation*}
f(S)=0.8 \times g\left\{h\left(x_{i}\right)\right\}+0.2 \times \gamma\left\{h\left(x_{i}\right)\right\}, \text { where } x_{i} \in S \tag{3}
\end{equation*}
$$

where $S$ represents the group composed of local points, $g$ is the max pooling function. $\gamma$ represents the mean pooling function. $h$ represents the multi-layer perceptron network.

### 2.2. Feature Propagation Layer

The decoding part of the network with six feature propagation layers restores the original data by upsampling the data of the set abstraction layer and aggregates the feature information of each point. The feature propagation is based on the idea of PointNet++ network [24]. The idea of feature propagation is to propagate point features from current layer points to upper layer points, where these two layers are adjacent layers of the set abstraction layer. Its operation process is to first upsample the data of the set abstraction layer using the inverse distance weighted average based on $k(k=3)$ nearest neighbors (as in Equations (4) and (5)) [35,36]. These interpolated features are then concatenated with point features from the upper layer of the set abstraction layer. Finally, the improved PointNet layer is applied to process the concatenated features to aggregate the features of each point.

$$
\begin{gather*}
f^{(j)}(x)=\frac{\sum_{i=1}^{k} w_{i}(x) f_{i}^{(j)}}{\sum_{i=1}^{k} w_{i}(x)} \text {, where } j=1, \ldots, C  \tag{4}\\
w_{i}(x)=\frac{1}{d\left(x, x_{i}\right)^{2}} \tag{5}
\end{gather*}
$$

where $f(x)$ is the interpolating feature values of current layer points at coordinates of the upper layer points, $C$ is the dimension of the feature points of the current layer.

## 3. Validation

### 3.1. Benchmark Methods

To demonstrate the effectiveness of our method, we conduct comparative experiments with other methods on the dataset. In this paper, the semantic segmentation results of the HPRS network are compared to those of the PointNet, PointNet++, G+RCU, RSNet, 3P-RNN, and DPFA networks under 6-fold cross-validation on the S3DIS dataset, as well as those of the PointNet, SEGCloud, DGCNN, RSNet, TangenConv, and PointCNN networks under the Area 5 as the test set. The TangenConv [37] network is a multi-viewbased network that performs efficient semantic segmentation of point clouds through tangent convolution, which is based on projecting local surface geometry onto tangent planes. SEGCloud [19] belongs to the voxel-based network. PointNet [23], PointNet++ [24], G+RCU [10], RSNet [38], 3P-RNN [39], DPFA [40], DGCNN [27], and PointCNN [25] networks belong to the point-based networks, with the G+RCU network investigating two mechanisms for integrating into the PointNet network, namely input-level contexts and output-level con-texts, with the aim of incorporating contexts into a point cloud processing architecture for semantic segmentation. The RSNet network acquires efficient local context information through a combination of the slice pooling layer, recurrent neural network layers, and the slice unpooling layer. The slice pooling layer projects the features of unordered points onto an ordered sequence. The 3P-RNN network consists of the pointwise pyramid pooling module and the two-direction hierarchical recurrent neural network. The network exploits the inherent contextual features to achieve efficient 3D semantic segmentation. The DPFA network implements semantic segmentation of point clouds through a dynamic pool and attention mechanism to selectively perform neighborhood feature aggregation. The network can aggregate features from different neighbors to provide more selective and broader views for query points.

Furthermore, this paper uses the K-means algorithm [41,42] in conjunction with the farthest point sampling algorithm within the same HPRS network to compare the segmentation effects of different sampling methods. The K-means algorithm is a clustering similarity algorithm, which uses the mean value of the objects in each cluster to obtain a central point for calculation. The principle of the K-means algorithm is to first randomly select k points as the centroid of cluster. The rest points are assigned to the closest cluster based on the distance of the point to the centroid of each cluster, and the centroids of each cluster are recalculated. The above process is repeated until the position of the centroid no
longer changes or the set number of iterations is met. The operation flow of the K-means clustering algorithm is shown in Figure 4.


Figure 4. The K-means algorithm: (a) raw point cloud; (b) the star symbol represents the centers of random initial clusters and points marked with the same color are represented as being divided into the same cluster; (c-f) the iterative running process of the K-means algorithm. In each iteration, the point is assigned to the center of the nearest cluster.

### 3.2. Evaluation Metrics

Overall Accuracy (OA), mean class Accuracy (mAcc) and mean Intersection over Union (mIoU) are effective means for evaluating the semantic segmentation of point clouds. OA represents the proportion of points predicted to be correctly classified out of the total number of point clouds. mAcc represents the mean of the accuracy of all classes, where per-class accuracy is the ratio of the number of correctly predicted points to the total number of points in per-class. IoU serves as the standard for evaluating the precision of each class's measurement, and it represents the point set predicted to be the $i$ th class and the point set that originally belonged to the $i$ th class, with the intersection of these two sets accounting for the proportion of their union. mIoU is the mean of IoU. These measurements are calculated using the equations as follows [43,44]:

$$
\begin{gather*}
O A=\frac{\sum_{i=0}^{k} P_{i i}}{\sum_{i=0}^{k} \sum_{j=0}^{k} P_{i j}}  \tag{6}\\
m A c c=\frac{i}{k+1} \sum_{i=0}^{k} \frac{P_{i i}}{\sum_{j=0}^{k} P_{i j}}  \tag{7}\\
{I o U_{i}=}_{\sum_{i=0}^{k} P_{i j}+\sum_{j=0}^{k} P_{j i}-P_{i i}}^{P_{i i}} \tag{8}
\end{gather*}
$$

$$
\begin{equation*}
m I o U=\frac{1}{k+1} \sum_{i=0}^{k} \operatorname{IoU}_{i} \tag{9}
\end{equation*}
$$

where $P_{i i}$ represents the class $i$ is correctly classified as the class $i, P_{i j}$ denotes the class $i$ is wrongly classified as the class $j . P_{j i}$ denotes class $j$ is wrongly classified as the class $i$.

## 4. Experiment

### 4.1. Dataset

In order to verify the semantic segmentation effect of the proposed HPRS network, this paper takes the S3DIS dataset scanned using Matterport camera, combining three structured light sensors with different spacings as the experimental research object [45]. The dataset contains 271 rooms in 6 areas and mainly covers 13 classes, namely ceiling, floor, wall, beam, column, window, door, table, chair, sofa, bookcase, board, and clutter (Figure 5). The point cloud data of each room in the dataset is divided into a cube size of $1 \mathrm{~m} \times 1 \mathrm{~m} \times 1 \mathrm{~m}$ with a step size of 0.5 m , in which 4096 sample points are randomly collected for each cube.


Figure 5. The S3DIS dataset: (a) Area 1; (b) Area 2; (c) Area 3; (d) Area 4; (e) Area 5; (f) Area 6.

### 4.2. Experiment Settings

The coding part of the HPRS network is composed of six set abstraction layers. The parameters information of each set abstraction layer is shown in Table 1. The input feature point has nine-dimensional features, including RGB color data, normalized coordinates,
and three-dimensional coordinates. For the SA1 layer, the layer's 1024 points are sampled from the original point cloud's 4096 points using the farthest point sampling algorithm. Taking the sampling point as the center, the adaptive ball query algorithm is then used to sample 8 points within a radius of 0.05 m and 16 points within a radius of 0.10 m , respectively. Finally, the improved PointNet network is applied to extract features from groups composed of local point sets and aggregate the features of different radius regions, where the convolution kernels corresponding to the different groups with radii of 0.05 m and 0.1 m are $(16,16,32)$ and $(16,16,32)$, respectively. The input data for the next layer of the set abstraction layer is taken from the output data of the current layer, that is, the 1024 points obtained in the SA1 layer are used as the input data of the SA2 layer to generate deeper features.

Table 1. The parameter information of the set abstraction layer where the SA1 to SA6 represent the first to sixth layers of the set abstraction layer, respectively.

|  | The Number of Sampling Center Points | The Neighborhood Radius of Each Sampling Point (m) | The Number of Sampling Points in Each Ball Space | The Input Feature Dimension | The Neuron Numbers for Each Layer |
| :---: | :---: | :---: | :---: | :---: | :---: |
| SA1 | 1024 | 0.05 | 8 | 9 | $(16,16,32)$ |
|  |  | 0.1 | 16 |  | $(16,16,32)$ |
| SA2 | 512 | 0.1 | 8 | $32+32$ | $(32,32,64)$ |
|  |  | 0.2 | 16 |  | $(32,32,64)$ |
| SA3 | 256 | 0.2 | 8 | $64+64$ | $(64,64,96)$ |
|  |  | 0.4 | 16 |  | $(64,64,96)$ |
| SA4 | 128 | 0.4 | 16 | $96+96$ | $(96,96,128)$ |
|  |  | 0.6 | 32 |  | $(96,96,128)$ |
| SA5 | 64 | 0.6 | 16 | $128+128$ | $(128,196,256)$ |
|  |  | 0.8 | 32 |  | $(128,196,256)$ |
| SA6 | 32 | 0.8 | 16 | $256+256$ | $(256,384,512)$ |
|  |  | 1.0 | 32 |  | $(256,384,512)$ |

The decoding part of the HPRS network consists of six feature propagation layers. The parameters information of each feature propagation layer is shown in Table 2. For the FP6 layer, $k$ nearest neighbors of the 32 feature points from the SA6 layer are sought in the SA5 layer, and their corresponding interpolation features are generated using the inverse distance weighted average based on k nearest neighbors. The interpolated SA6 layer's features are then concatenated with the SA5 layer's point features. Finally, the improved PointNet network is applied to process the concatenated features to obtain the features of the FP6 layer. The input data for the upper layer of the feature propagation layer is taken from the output data of the current layer, that is, the 64 points obtained in the PF6 layer are used as the input data of the FP5 layer. Upsampling the data of the feature propagation layer until the original data is restored. Finally, the features from the FP1 layer are processed through the fully connected layer to obtain the semantic segmentation result of each point.

Table 2. The parameter information of the feature propagation layer where the FP1 to FP6 represent the first to sixth layers of the feature propagation layer, respectively.

|  | FP1 | FP2 | FP3 | FP4 | FP5 | FP6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| The input feature dimension | 128 | $32+32+196$ | $64+64+196$ | $96+96+256$ | $128+128+256$ | $512+512+256+256$ |
| The neuron numbers for each layer | $(128,128,128)$ | $(128,196)$ | $(196,256)$ | $(196,256)$ | $(256,256)$ | $(256,256)$ |

All experiments are conducted on the same machine with an Intel (R) Core (TM) i7-7700k @4.20GHz CPU and an NVIDIA GeForce RTX 3060 GPU.

### 4.3. Results and Discussion

In this paper, we adopted 6-fold cross-validation on the S3DIS dataset to test the segmentation effect of the HPRS network. The results show that the HPRS network can effectively perform semantic segmentation for the S3DIS dataset, with OA, mAcc and mIoU of 84.70\%, $72.71 \%$, and $61.35 \%$, respectively. The OA, mAcc, and mIoU of the HPRS network reached the highest of $90.24 \%, 88.01 \%$, and $76.45 \%$, respectively in Area 6, while the lowest were $77.67 \%, 59.25 \%$, and $43.76 \%$, respectively. The segmentation result of HPRS network in Area 6 was significantly better than those in Area 2, indicating that the semantic class distribution is uneven, resulting in different segmentation results for six areas (Tables 3 and 4). In addition, the eight classes of ceiling, floor, wall, window, door, table, chair, and board had a mIoU of more than $60 \%$ in the six areas, which may be because these eight classes occupy a large proportion of the dataset, so the network learns stronger features to improve segmentation effect. The IoU of beam, column, and sofa was less than $50 \%$, which may be because these classes occupy a small proportion of the dataset. On the other hand, it may be because these classes share similar characteristics (e.g., column and wall), resulting in lower segmentation accuracy (Table 4).

Table 3. Segmentation results for the S3DIS datasets by the HPRS network (\%).

|  | Area 1 | Area 2 | Area 3 | Area 4 | Area 5 | Area 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| OA | 85.10 | 77.67 | 88.89 | 82.16 | 84.12 | 90.24 |
| mAcc | 75.69 | 59.25 | 84.91 | 63.62 | 64.76 | 80.01 |
| mIoU | 65.61 | 43.76 | 73.69 | 51.90 | 56.66 | 76.45 |
| ceiling | 93.3 | 90.9 | 95.4 | 90.5 | 89.9 | 96.2 |
| floor | 95.1 | 80.4 | 98.5 | 97.3 | 98.0 | 97.8 |
| wall | 73.2 | 74.7 | 78.4 | 76.0 | 74.3 | 81.3 |
| beam | 25.6 | 13.6 | 62.6 | 0.0 | 0.0 | 79.1 |
| column | 34.3 | 24.1 | 14.9 | 18.8 | 8.5 | 52.5 |
| window | 79.6 | 42.5 | 81.9 | 31.0 | 63.6 | 80.0 |
| door | 80.1 | 52.9 | 80.0 | 47.8 | 24.5 | 85.7 |
| table | 69.0 | 48.4 | 71.7 | 57.1 | 71.7 | 75.9 |
| chair | 76.0 | 35.8 | 82.7 | 60.9 | 81.5 | 79.1 |
| sofa | 52.0 | 6.1 | 72.3 | 48.0 | 47.1 | 56.5 |
| bookcase | 50.1 | 41.0 | 67.7 | 47.0 | 66.0 | 64.8 |
| board | 62.8 | 20.3 | 84.9 | 48.7 | 65.5 | 78.6 |
| clutter | 61.7 | 38.0 | 67.1 | 51.5 | 46.0 | 66.4 |

Table 4. Quantitative results of different approaches for the S3DIS dataset under 6-fold cross-validation (\%).

|  | PointNet | PointNet++ | G+RCU | RSNet | 3P-RNN | DPFA | HPRS |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| OA | 78.5 | 80.9 | 81.1 | - | 86.9 | 89.01 | - |
| mAcc | 66.2 | - | 66.4 | 66.45 | 73.6 | 84.70 |  |
| mIoU | 47.6 | 53.2 | 49.7 | 56.47 | 56.3 | 61.61 | 72.71 |
| ceiling | 88.0 | 90.2 | 90.3 | 92.48 | 92.9 | 94.61 | 92.35 |
| floor | 88.7 | 91.7 | 92.1 | 92.83 | 93.8 | 97.68 | 94.70 |
| wall | 69.3 | 73.1 | 67.9 | 78.56 | 73.1 | 77.84 | 76.32 |
| beam | 42.4 | 42.7 | 44.7 | 32.75 | 42.5 | 38.45 | 30.15 |
| column | 23.1 | 21.2 | 24.2 | 34.37 | 2.9 | 38.28 | 25.52 |
| window | 47.5 | 49.7 | 52.3 | 51.62 | 47.6 | 53.34 | 63.10 |
| door | 51.6 | 42.3 | 51.2 | 68.11 | 59.2 | 67.66 | 61.83 |
| table | 54.1 | 62.7 | 58.1 | 60.13 | 60.4 | 66.60 | 65.63 |
| chair | 42.0 | 59.0 | 47.4 | 59.72 | 66.7 | 75.23 | 69.33 |
| sofa | 9.6 | 19.6 | 6.9 | 50.22 | 24.8 | 29.48 | 47.00 |
| bookcase | 38.2 | 45.8 | 39.0 | 16.42 | 57.0 | 49.79 | 56.10 |
| board | 29.4 | 38.2 | 30.0 | 44.85 | 36.7 | 51.38 | 60.13 |
| clutter | 35.2 | 45.6 | 41.9 | 52.03 | 51.6 | 60.64 | 55.12 |

In addition, HPRS network's segmentation results were compared to that of the PointNet, PointNet++, G+RCU, RSNet, 3P-RNN, and DPFA networks under 6-fold crossvalidation on the S3DIS dataset (Table 4). The results show the ability of learning point cloud features for the HPRS network outperformed PointNet, PointNet++, G + RCU, and RSNet networks (Table 4). The HPRS network's OA and mAcc declined by $2.2 \%$ and $0.89 \%$, respectively, as compared to the 3P-RNN network, while its mIoU improved by $5.05 \%$. Compared with the state-of-art DPFA network, the HPRS network's OA declined 4.31\%, while its mIoU only declined by $0.26 \%$. The segmentation results of each class of the HPRS network were superior to those of the PointNet network, with the exception of the beam's IoU, of which OA, mAcc and mIoU were gained of $6.20 \%, 6.51 \%$ and $13.75 \%$, respectively, indicating that the HRPS network's detailed local feature acquisition considerably enhances the segmentation result. Despite the fact that PointNet++ network, when compared to PointNet, enhances the segmentation effect by obtaining local feature information, HPRS network can optimize the segmentation effect more effectively through deeper structural information and the adaptive ball query algorithm. In comparison to the PointNet++ network, the OA and mIoU of the HPRS network improved by $3.80 \%$ and $8.15 \%$, respectively. In addition, HPRS network can enhance the segmentation result by combining the max pooling and the mean pooling to aggregate point features of the local regions, in contrast to the PointNet++ network that only employs the max pooling to extract features. The IoU of the bookcase of the HPRS network reached $56.10 \%$, while it was $39.0 \%$ and $16.42 \%$ for G+RCU and RSNet networks. The IoU of the board of the HPRS network reached $60.13 \%$, compared with $30.0 \%, 44.85 \%$ and $36.7 \%$ of the G+RCU, RSNet, and 3P-RNN networks, indicating that the proposed HPRS network enhances the segmentation effect of semantic classes. This further shows that the segmentation performance can be significantly improved with our deeper hierarchical HPRS network.

To compare the segmentation effect of the HPRS network and the PointNet, SEGCloud, DGCNN, RSNet, TangenConv, and PointCNN networks on a single test set, we chose Area 5 with the largest amount of data as the test set, and other areas as the train set (Table 5). We displayed the segmentation results of each area using the HPRS network under the Area 5 as the test set (Figure 6). The OA, mAcc and mIoU of the proposed HPRS network were $84.12 \%, 64.76 \%$ and $56.66 \%$, respectively, with the IoU of the ceiling, floor, and chair exceeding $80.00 \%$. The results show that the HPRS network's capacity for learning point cloud features outperformed the PointNet, SEGCloud, DGCNN, RSNet, and TangenConv networks. Compared to the state-of-the-art PointCNN network, the HPRS network's mAcc improved by $0.9 \%$, and its OA and mIoU declined by $1.79 \%$ and $0.6 \%$, respectively. The segmentation accuracy of each class, with the exception of the beam, was enhanced by the HPRS network in comparison to the segmentation results of the PointNet network, with gains in mAcc and mIoU of $15.78 \%$ and $15.57 \%$, respectively. The mAcc and mIoU of the HPRS network improved by $4.96 \%$ and $5.16 \%$, and $5.34 \%$ and $4.73 \%$, when compared to the DGCNN and RSNet networks, respectively. In comparison to the SEGCloud network, a classic voxel-based network, the mAcc and mIoU of the HPRS network improved by $7.41 \%$ and $7.74 \%$, respectively, indicating that the HPRS network is exceptional at semantic segmentation of the Area 5.

Selecting the appropriate sampling points plays an important role in the sampling layer, which may affect the feature extraction in the improved PointNet layer and the final segmentation result. To compare the segmentation effects of different sampling methods, we adopted the K-means algorithm to contrast with the farthest point sampling algorithm within the same HPRS network under the Area 5 as the test set. Since the K-means algorithm takes longer to compute the cluster centers as the number of clusters increases, and the farthest point sampling with a certain number of sampling points can gather the important feature points required by the K-means algorithm. Therefore, the farthest point sampling algorithm was used in the SA1 layer and SA2 layer, while the other layers of SA adopted the K-means algorithm to extract sampling points. To exhibit the comparison intuitively, we visualized the semantic segmentation results of PointNet, HPRS (K-means) that used the K-means algorithm to extract
sampling points, and HPRS networks in Figure 7. It is clear that the segmentation effect of the HPRS and HPRS (K-means) networks outperformed that of PointNet network (Figure 7). Compared with HPRS networks, HPRS (K-means) network can identify objects that had a high degree of similarity and were indistinguishable, such as the chair and clutter, because the K-means algorithm can group similar features together. (Figure 7 (col 1)). The three networks had low recognition of the door (Figure 7 ( col 2 )), probably because the door only occupies a small proportion of the Area 5. In comparison to the HPRS (K-means) network, the HPRS network not only improved its OA and mIoU by $1.02 \%$ and $0.21 \%$, respectively, but also had a lower time complexity, with each epoch being about 1:59:04 ( $\mathrm{h} / \mathrm{min} / \mathrm{s}$ ) during training, while the HPRS (K-means) network approaching 4:15:17 (h/min/s). The results show that the farthest point sampling algorithm can effectively and efficiently extract sampling points than the K-means algorithm.

Table 5. Quantitative results of different approaches for the Area 5 (\%).

|  | PointNet | SEGCloud | DGCNN | RSNet | TangenConv | PointCNN | HPRS (K-Means) | HPRS |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| OA | - | - | - | - | 82.5 | 85.91 | 83.10 | 84.12 |
| mAcc | 48.98 | 57.35 | 59.8 | 59.42 | 62.2 | 63.86 | 66.09 | 64.76 |
| mIoU | 41.09 | 48.92 | 51.5 | 51.93 | 52.8 | 57.26 | 56.45 | 56.66 |
| ceiling | 88.80 | 90.06 | 93.0 | 93.34 | 90.5 | 92.31 | 90.6 | 89.9 |
| floor | 97.33 | 96.05 | 97.4 | 98.36 | 97.7 | 98.24 | 97.8 | 98.0 |
| wall | 69.80 | 69.86 | 77.7 | 79.18 | 74.0 | 79.41 | 73.6 | 74.3 |
| beam | 0.05 | 0.00 | 0.0 | 0.00 | 0.0 | 0.00 | 0.0 | 0.0 |
| column | 3.92 | 18.37 | 12.2 | 15.75 | 20.7 | 17.60 | 10.7 | 8.5 |
| window | 46.26 | 38.35 | 47.8 | 45.37 | 39.0 | 22.77 | 60.8 | 63.6 |
| door | 10.76 | 23.12 | 39.8 | 50.10 | 31.3 | 62.09 | 22.0 | 24.5 |
| table | 58.93 | 70.40 | 67.4 | 67.87 | 77.5 | 74.39 | 73.8 | 71.7 |
| chair | 52.61 | 75.89 | 72.4 | 65.52 | 69.4 | 80.59 | 79.1 | 81.5 |
| sofa | 5.85 | 40.88 | 23.2 | 52.45 | 57.3 | 31.67 | 60.0 | 47.1 |
| bookcase | 40.28 | 58.42 | 52.3 | 22.45 | 38.5 | 66.67 | 64.0 | 66.0 |
| board | 26.38 | 12.96 | 39.8 | 41.02 | 48.8 | 62.05 | 57.7 | 65.5 |
| clutter | 33.22 | 41.60 | 46.6 | 43.64 | 39.8 | 56.74 | 43.7 | 46.0 |

Since the set abstraction layer is a continuous downsampling process, it will encounter the situation that there are not enough feature points near the center point. Different grouping algorithms may cause different semantic segmentation effects when there are not enough feature points within the ball range. Therefore, we compared the segmentation effects of different grouping algorithms within the same HPRS network under the Area 5 as the test set. In comparison to the HPRS (the common ball query algorithm) network that used the common ball query algorithm to divide the local neighborhood of sampling points into groups, the OA, mAcc and mIoU of the HPRS (the adaptive ball query algorithm) network that used the adaptive ball query algorithm to divide the local neighborhood of sampling points into groups improved by $0.95 \%, 1.03 \%$ and $1.87 \%$, respectively (Table 6). The IoU of the board of the HPRS (the adaptive ball query algorithm) network reached $65.5 \%$, while it was $56.7 \%$ for HPRS (the common ball query algorithm) network. The results show that the HRPS network can obtain superior the segmentation effect by the adaptive ball query algorithm to divide the local neighborhood of sampling points into groups in comparison to the common ball query algorithm, especially when there are not enough feature points within the ball range.

In addition, the pooling layer plays an important role in aggregating the point features of local regions from hierarchy structure. In this paper, we compared the segmentation results of the mean pooling, the max pooling, and the combination of the max pooling and the mean pooling within the same HPRS network under the Area 5 as the test set. The OA, mAcc and mIoU of the HPRS (max pooling and mean pooling) network that used a combination of 0.8 x max pooling and 0.2 x mean pooling to aggregate point features of the local regions improved by $1.63 \%, 5.38 \%$, and $5.56 \%, 1.17 \%, 3.15 \%$, and $3.36 \%$, respectively, when compared to the HPRS (mean pooling) network that used the mean pooling to aggregate point features of the local regions and HPRS (max pooling) network that used the
max pooling to aggregate point features of the local regions (Table 7). The IoU of the door of the HPRS (max pooling and mean pooling) network reached $24.5 \%$, while that of HPRS (mean pooling) and HPRS (max pooling) network is $14.7 \%$ and $7.7 \%$ respectively. The results show that, in comparison to using either the max pooling or the mean pooling alone, the HRPS network can improve the segmentation effect by combining the two techniques in the improved PointNet layer to aggregate point features of the local regions.
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Figure 6. Segmentation results of the Area 5: (a) the original point cloud data; (b) ground truth; (c) the segmentation results using the HPRS network.
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Figure 7. Visualization of segmentation results of the baseline network PointNet, HPRS (K-means) and HPRS on the Area 5.

Table 6. Quantitative results of different grouping algorithms within the same HPRS network for the Area 5 (\%).

|  | HPRS <br> (The Common Ball Query Algorithm) | HPRS <br> (The Adaptive Ball Query Algorithm) |
| :---: | :---: | :---: |
| OA | 83.17 | 84.12 |
| mAcc | 63.73 | 64.76 |
| mIoU | 54.79 | 56.66 |
| ceiling | 90.8 | 89.9 |
| floor | 97.8 | 98.0 |
| wall | 73.7 | 74.3 |
| beam | 0.0 | 0.0 |
| column | 5.7 | 8.5 |
| window | 57.9 | 63.6 |
| door | 18.9 | 24.5 |
| table | 67.1 | 71.7 |
| chair | 78.8 | 81.5 |
| sofa | 57.4 | 47.1 |
| bookcase | 61.3 | 66.0 |
| board | 56.7 | 65.5 |
| clutter | 46.1 | 46.0 |

Table 7. Quantitative results of different pooling methods within the same HPRS network for the Area 5 (\%).

|  | HPRS <br> (Mean Pooling) | HPRS <br> (Max Pooling) | HPRS <br> (Max Pooling and Mean Pooling) |
| :---: | :---: | :---: | :---: |
| OA | 82.49 | 82.95 | 84.12 |
| mAcc | 59.38 | 61.61 | 64.76 |
| mIoU | 5.10 | 53.3 | 56.66 |
| ceiling | 92.1 | 90.1 | 89.9 |
| floor | 98.1 | 96.5 | 98.0 |
| wall | 72.6 | 74.6 | 74.3 |
| beam | 0.0 | 0.0 | 0.0 |
| column | 2.0 | 6.7 | 8.5 |
| window | 50.9 | 57.0 | 63.6 |
| door | 14.7 | 7.7 | 24.5 |
| table | 66.4 | 70.0 | 71.7 |
| chair | 81.4 | 81.5 | 81.5 |
| sofa | 34.6 | 46.9 | 47.1 |
| bookcase | 59.2 | 62.3 | 66.0 |
| board | 47.2 | 57.5 | 65.5 |
| clutter | 45.2 | 42.2 | 46.0 |

## 5. Conclusions

This paper proposes a deeper hierarchical HPRS network that captures point features in a high-precision range to achieve semantic segmentation for 3D point clouds. The results show that the HPRS network can effectively perform semantic segmentation for the S3DIS dataset under 6-fold cross validation, with the OA, mAcc, and mIoU of $84.70 \%, 72.71 \%$, and $61.35 \%$, respectively. The HPRS network outperformed the PointNet, PointNet++, G+RCU, and RSNet networks under 6-fold cross-validation. Furthermore, the HPRS network's capacity for learning point cloud features was superior to those of PointNet, SEGCloud, DGCNN, RSNet, and TangenConv networks under the Area 5 as the test set. In comparison to the HPRS (K-means) network, the HPRS network not only improved its OA and mIoU by $1.02 \%$ and $0.21 \%$, respectively, but also had a lower time complexity. The results show that the farthest point sampling algorithm can effectively and efficiently extract sampling points than the K-means algorithm. Furthermore, the HRPS network can obtain superior the segmentation effect by the adaptive ball query algorithm to divide the local neighborhood of sampling points into groups in comparison to the common ball query algorithm. Future tests of this network will be conducted on complex outdoor scenarios or other complex datasets.
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