
����������
�������

Citation: Su, Y.; Cheng, J.; Bai, H.;

Liu, H.; He, C. Semantic

Segmentation of

Very-High-Resolution Remote

Sensing Images via Deep

Multi-Feature Learning. Remote Sens.

2022, 14, 533. https://doi.org/

10.3390/rs14030533

Academic Editor: Melanie

Vanderhoof

Received: 17 December 2021

Accepted: 18 January 2022

Published: 23 January 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

remote sensing  

Article

Semantic Segmentation of Very-High-Resolution Remote
Sensing Images via Deep Multi-Feature Learning
Yanzhou Su 1, Jian Cheng 1,*, Haiwei Bai 1 , Haijun Liu 2 and Changtao He 3

1 School of Information and Communication Engineering, University of Electronic and Science Technology of
China, Chengdu 611731, China; suyanzhou@std.uestc.edu.cn (Y.S.); hwbaymax@std.uestc.edu.cn (H.B.)

2 School of Microelectronics and Communication Engineering, Chongqing University,
Chongqing 400044, China; haijun_liu@126.com

3 Sichuan Jiuzhou Eletric Group Co., Ltd., Mianyang 621000, China; hect_jz@163.com
* Correspondence: chengjian@uestc.edu.cn

Abstract: Currently, an increasing number of convolutional neural networks (CNNs) focus specifi-
cally on capturing contextual features (con. feat) to improve performance in semantic segmentation
tasks. However, high-level con. feat are biased towards encoding features of large objects, disregard
spatial details, and have a limited capacity to discriminate between easily confused classes (e.g., trees
and grasses). As a result, we incorporate low-level features (low. feat) and class-specific discriminative
features (dis. feat) to boost model performance further, with low. feat helping the model in recovering
spatial information and dis. feat effectively reducing class confusion during segmentation. To this end,
we propose a novel deep multi-feature learning framework for the semantic segmentation of VHR
RSIs, dubbed MFNet. The proposed MFNet adopts a multi-feature learning mechanism to learn more
complete features, including con. feat, low. feat, and dis. feat. More specifically, aside from a widely
used context aggregation module for capturing con. feat, we additionally append two branches for
learning low. feat and dis. feat. One focuses on learning low. feat at a shallow layer in the backbone
network through local contrast processing, while the other groups con. feat and then optimizes each
class individually to generate dis. feat with better inter-class discriminative capability. Extensive
quantitative and qualitative evaluations demonstrate that the proposed MFNet outperforms most
state-of-the-art models on the ISPRS Vaihingen and Potsdam datasets. In particular, thanks to the
mechanism of multi-feature learning, our model achieves an overall accuracy score of 91.91% on
the Potsdam test set with VGG16 as a backbone, performing favorably against advanced models
with ResNet101.

Keywords: very-high-resolution remote sensing images; semantic segmentation; multi-feature learning

1. Introduction

High-resolution remote sensing image analysis plays an important role in geosciences,
including disaster control, environmental monitoring, utilization and protection of state-
owned land and resources, etc. With the advancement of photography and sensor tech-
nologies, the accessibility of very-high-resolution (VHR) remote sensing images (RSIs)
has opened new horizons for the computer vision community and increased demands
for effective analyses [1]. Semantic segmentation of VHR images is a fundamental task
that classifies each pixel in an image into a specified category, which allows better under-
standing and annotations for such images. Over the past decade, convolutional neural
networks (CNNs) have been shown to be effective and useful for automatically learning
visual representations in an end-to-end manner and readily extending to downstream tasks
such as image recognition [2,3], semantic segmentation [4–6], etc. Recently, CNNs have
made remarkable progress in the semantic segmentation of VHR images [1,7–11]. Never-
theless, an increasing number of models (schematic diagram demonstrated in Figure 1a)
focus on capturing contextual information, or long-range dependencies, which is capable
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of providing important cues for the task of semantic segmentation [5,6,12,13]. Despite the
good performance obtained by relying solely on contextual features (con. feat), there are
other informative features that can be further exploited and utilized, such as low-level
features (low. feat), class-specific discriminative features (dis. feat), and so on. Although
rich semantic information is encoded as the output feature of a backbone network, low. feat
(e.g., object boundaries) are missed due to the pooling layer or convolution with stride
operations within the backbone network. Therefore, we contend that low. feat from the
shallow layer with rich spatial information can be employed to drive the segmentation
performance further. In addition, the majority of existing deep neural networks perform
pixel-level classification based on con. feat in one step [4,5,12,13]—such a strategy actually
fails to distinguish between similar classes or those with no significant differences [14]. As
a result, dis. feat with better inter-class discriminative capability should be incorporated to
distinguish such cases.

backbone

Con. feat

classifier
classifier

backbone

Con. feat

Dis. feat

Low. feat

Multi-feat Learning

(a)

(b)

Figure 1. Comparative architecture in semantic segmentation. (a) Models based on captured con. feat.
(b) The proposed multi-feature learning framework.

Towards the above analysis, we propose a novel deep multi-feature learning network
based on fully convolutional networks (FCNs) [15], dubbed MFNet, as demonstrated in
Figure 1b, for the semantic segmentation of VHR RSIs. Unlike previous approaches that
improved model performance by capturing con. feat through the context aggregation
module (e.g., PPM [5], ASPP [6], self-attention [16]), the proposed MFNet adopts a multi-
learning mechanism to capture more complete features, including con. feat, low. feat, and
dis. feat, to drive the progress of segmentation. In the implementation, aside from the
context aggregation module that captures con. feat, we additionally append two branches
to learn low. feat and dis. feat.

More specifically, con. feat is capable of offering long-range contextual dependencies
for dense prediction tasks and a large body of work has demonstrated its effectiveness.
It should be noted that multi-feature learning is at the heart of our research, and the
design of context aggregation modules for learning con. feat is not critical. According
to prior works, con. feat can be aggregated by convolution/pooling layers with different
receptive fields [4,5], as well as paired pixel relationship modeling [13,16,17]. Nevertheless,
although long-range dependency modeling is advantageous for large objects, it carries
a disadvantage for small patterns, such as object boundaries [18]. This is further strong
evidence of the lack of low. feat in existing deep convolution neural networks (DCNNs).
The previous work, DeepLabv3+ [6], developed a simple decoder to capture low. feat;
however, it does not seem to work in the context of the semantic segmentation of VHR RSIs.
Inspired by [19,20], we append an auxiliary branch at the shallow layer in the backbone
network, which leverages the local contrast processing to produce low. feat that contain the
high frequency information (i.e., the information about boundary details), as demonstrated
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in Figure 2. Moreover, dis. feat are also essential in our multi-feature learning mechanism.
Their learning is based on con. feat, and its primary goal is to distinguish between classes
that are confusing. In the implementation, the con. feat are first grouped into N groups (N
represents the number of classes), and then each class’s foreground and background are
optimized separately. The resulting features have better category distinctiveness, which
improves the segmentation performance further. Such a class-specific group-optimized
strategy can improve the inter-class discriminative capability [14,21]. Figure 3 visualizes
the performance with and without the dis. feat.

(a) (b) (c) (d) (e)

Figure 2. Visualization of several low. feat maps. (a,b) are the image and corresponding ground truth,
respectively. (c–e) demonstrate several corresponding low. feat maps.

Figure 3. Visualization of the effect of dis. feat. The first two columns are input images and
corresponding ground truth. The last two columns are the performance without and with dis. feat.

Lastly, the aggregation of multiple features is a step that cannot be neglected. As
we know, con. feat and dis. feat are high-level features because they are built on the top
layer of the backbone network. The low. feat, on the contrary, are built at a shallow layer.
Accordingly, effectively combining these three features is a key issue. Motivated by the fact
that dense connections can improve feature aggregation and facilitate the dissemination
of informative information [22], we employ a dense connection to promote the effective
integration of low. feat with the high-level features.

The main contributions of our work are as follows.

• We present a novel multi-feature learning mechanism that simultaneously learns con.
feat, low. feat, and dis. feat to improve the performance of semantic segmentation.

• Based on the above mechanism, we design a novel convolutional neural network
framework (MFNet) for VHR RSI segmentation. Except for the context aggregation
module for capturing con. feat, there is a branch for learning low. feat at the shallow
layer in the backbone network through local contrast processing, and a branch for
generating dis. feat with better inter-class discriminative capability via a class-specific
group-optimized strategy.
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• We evaluate our proposed MFNet on two well-known VHR RSI benchmark datasets,
the ISPRS Vaihingen and Potsdam datasets. Extensive experiments suggest that our
proposed framework outperforms most cutting-edge models. In particular, we attain
an overall accuracy score of 91.91% using only VGG16 [2] as the backbone on the
Potsdam test set.

2. Related Works

Semantic Segmentation. In recent years, deep convolutional neural networks have
made breakthroughs in the field of computer vision, such as image recognition (such
as VGGNet [2], ResNet [3], DenseNet [22]), semantic segmentation (such as PSPNet [5],
DeepLab [4,6], DANet [12], CCNet [13]), etc. The fully convolutional network [15], as a
landmark work, first applied convolutional neural networks in image semantic segmenta-
tion. Due to the specificity of its application, remote sensing images usually have a very
high resolution. Moreover, semantic segmentation requires more computational resources
than other computer vision tasks because it must be analyzed at full resolution [1,11].
Therefore, it is impractical to perform semantic segmentation on VHR RSIs directly. From
the perspective of the input image, there are two alternative solutions. One is to reduce
the image resolution, and the other is to train based on a patch-based image. The former
loses too much spatial information and has not been successful for VHR images, while the
latter is the current solution for most VHR RSI segmentation models [7,8,10,11,23–25], and
we are no exception. GLNet [1] integrated a global branch and a local branch to handle
downsampled full-resolution images and cropped local patches at the same time in VHR
RSIs, but the performance was poor. In addition, there are more patch-based segmentation
models available, such as ScasNet [7], ResUNet-a [23], SCAttNet [24], etc. ScasNet [7] built
an end-to-end self-ScasNet to improve the labeling coherence with sequential global-to-
local context aggregation. ResUNet-a [23] adopted an architecture-based U-Net combined
with residual connections, atrous convolutions, and pyramid scene parsing pooling to
perform segmentation in VHR RSIs. SCAttNet [24] combined spatial and channel atten-
tion to improve the semantic segmentation accuracy of high-resolution remote sensing
images. Yang et al. [8] leveraged a multi-path encoder structure for multi-path inputs and
an attention-fused method to fuse high-level abstract features and low-level spatial features.
Ding et al. [11] employed a two-stage multi-scale training architecture to better exploit
the correlations between ground objects in VHR RSIs. However, most of the models listed
above are devoted to capturing long-range contextual features through attention-based
methods, or multi-scale designs, to improve model performance. Despite the good perfor-
mance of these models, the problem of the semantic segmentation of VHR RSIs is still far
from being solved, and it is worthwhile to further explore more complete features to drive
the segmentation progress.

Feature Learning. Early feature learning approaches mainly used low-level, hand-
crafted visual features to model semantic features on local parts of images (e.g., patches and
super pixels). In the last decade, due to the development of deep learning, DCNNs have
been shown to automatically and efficiently learn visual representations in computer vision
tasks. In addition, a large number of deep learning models (such as VGG [2], ResNet [3],
DenseNet [22], etc.) are used for feature extraction for downstream tasks (semantic segmen-
tation [15] or object detection [26], for instance). In the case of semantic segmentation tasks,
recent works have focused on extracting long-range contextual information, or multi-scale
features to improve performance, since convolutional operation has only a limited receptive
field in DCNNs when extracting features [4–6,12,13]. For example, DeepLab [4,6], as a clas-
sical semantic segmentation model, used atrous spatial pyramid pooling (ASPP) to capture
the contextual information at multiple scales. PSPNet [5] of the same period adopted a
spatial pyramid pooling module (SPP) to extract rich contextual information. With the
rise of attention, attention-based approaches have also become popular. Mou et al. [27]
produced a relation-augmented feature representation by learning and reasoning about
global relationships via the spatial relation module and the channel relation module in
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VHR RSI segmentation. Self-attention [16] constructs a matrix of pairwise correlations
between pixels to capture long-range contextual dependencies. Moreover, self-attention
and its variants [13,17] are further applied in the field of semantic segmentation, and these
contextual feature extraction methods are still suitable in our approach. Furthermore, the
learning of low-level features is gradually attracting attention. DeepLabv3+ [6] designed
a simple yet effective decoder to focus on low-level features, especially the features of
object boundaries. Sun et al. [10] combined semantic information from deep layers and
detailed information from shallow layers to enhance the results of FCNs [15]. GFFNet [28]
imported low-level features to compensate for the lost detailed information in high-level
features. Others [19,20] considered features that focus on edge understanding with local
contrast information, which is a key aspect of low-level features. However, from the point
of view of the feature learning, these approaches are not comprehensive enough; most of
them only consider how to extract more effective contextual features, and a few of them
consider introducing low-level features. In this work, we introduce a multi-feature learn-
ing mechanism to learn more complete features, including contextual features, low-level
features, and class-specific discriminative features. After combining these three features,
the performance of segmentation can be further improved.

3. Methodology
3.1. Overview

The proposed MFNet mainly consists of a backbone network and three parts to learn
three different kinds of features, including contextual features (con. feat), low-level features
(low. feat), and class-specific discriminative features (dis. feat). The overall architecture
of the MFNet is illustrated in Figure 4. Our novelty lies in the development of a multi-
feature learning mechanism, which learns these three different but complementary features
and then combines them to improve the performance in the semantic segmentation of
VHR RSIs. As stated in Section 2, our framework is also a patch-based classification, in
which it will take in image patches extracted from VHR RSIs and output corresponding
prediction maps.

1x1 
Conv

3x3 Conv
rate=6

3x3 Conv
rate=12

3x3 Conv
rate=18

Image Pooling

dis. feat branch

dis. feat

3x3
conv

3x3
conv

3x3
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C
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1x1 
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Block
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context aggregation module

branch for processing dis. feat
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Figure 4. Detailed architecture of our proposed MFNet. It consists of a backbone network and three
parts to learn three kinds of features. Finally, we apply dense connection to aggregate three features
to generate prediction results. More specifically, there exists a context aggregation module (here, take
ASPP [6] for example) for capturing contextual features (con. feat), as well as two other branches for
learning class-specific discriminative features (dis. feat) and low-level features (low. feat).

3.2. Network Architecture

As demonstrated in Figure 4, we take an input image I ∈ RC×H×W , where C, H, and
W indicate the number of channels, height, and width of image I, respectively. Without
loss of generality, we choose ResNet50 [3] and VGG16 [2] as our backbone network to
extract hierarchical features for MFNet, and the architectures of both backbone networks
are illustrated in Table 1. For ResNet50, we employ a pretrained residual network with
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the dilated strategy [5], which adopts dilated convolutions in the last two ResNet blocks.
This enlarges the size of the final feature map to 1

8 of the input image, while retaining
more details without adding extra parameters. VGG16 [2], on the other hand, ignores
this strategy in favor of maintaining its lightweight nature, with its last layer producing a
feature map with a size of 1

16 of the input image. Here, the output of the backbone network
is X ∈ RC′×H′×W ′ .

Table 1. Backbone architecture.

(a) ResNet50

Layer Name Output Size 50 Layer

conv1 256× 256 7× 7, 64, stride 2

conv2_x 128× 128

3× 3 max pool, stride 2 1× 1, 64
3× 3, 64

1× 1, 256

× 3

conv3_x 64× 64

1× 1, 128
3× 3, 128
1× 1, 512

× 4

conv4_x 32× 32

 1× 1, 256
3× 3, 256
1× 1, 1024

× 6

conv5_x 16× 16

 1× 1, 512
3× 3, 512
1× 1, 2048

× 3

1× 1
avgrage pool

1000-d fc
softmax

(b) VGG16

Layer Name Output Size 16 Layer

conv1 256× 256
3× 3, 64
3× 3, 64

2× 2 max pool, stride 2

conv2_x 128× 128
3× 3, 128
3× 3, 128

2× 2 max pool, stride 2

conv3_x 64× 64

3× 3, 256
3× 3, 256
3× 3, 256

2× 2 max pool, stride 2

conv4_x 32× 32

3× 3, 512
3× 3, 512
3× 3, 512

2× 2 max pool, stride 2

conv5_x 16× 16
3× 3, 512
3× 3, 512
3× 3, 512

2× 2 max pool, stride 2

1× 1

4096-d fc
4096-d fc
1000-d fc
softmax
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Next, we need to perform multi-feature learning, starting with the learning of con. feat.
The conventional FCN [15] does not take into account the global context information, which
helps to build associations among features to mitigate the effect of the limited receptive
field in DCNNs. Therefore, to address this issue, we are prepared to leverage a context
aggregation module to gather con. feat Fcon. Although the context aggregation module is
capable of capturing long-range contextual information, it often fails to distinguish the
categories with similar appearances. In this case, extracting inter-class discriminative fea-
ture representation is critical to further improve the performance of semantic segmentation.
Therefore, we append a branch on con. feat to learn dis. feat, which adopts the group-
optimized strategy to improve the inter-class discriminative capability. More concretely,
we group con. feat into N groups (N is the number of classes), and we then optimize the
foreground and background of each class and finally concatenate the normalized class
probability map as dis. feat Fdis. Integrating Fdis into the network can significantly improve
the inter-class discriminative capability of the network.

Furthermore, due to successive pooling or stride convolution, high-level features
cause the loss of spatial detail information (e.g., object boundaries), whereas con. feat and
dis. feat are learned based on high-level features that contain rich semantic information
and do not address the loss of low-level spatial information. Therefore, we argue that the
introduction of low. feat facilitates the recovery of spatial detail information in high-level
features, which in turn improves the performance of semantic segmentation. Finally, we
construct a network branch that leverages the local contrast processing [19,20,29] to obtain
details of the high-frequency part of the shallow layer of the backbone network (i.e., the
object boundaries), which can be considered as the low feat Flow, to help refine the spatial
details in the predicted results.

Lastly, effectively integrating the learned features remains a key issue. In essence,
both Fcon and Fdis are built at the top of the backbone network and Flow is learned from
the shallow layer of the backbone network. In this work, we employ dense connection to
integrate these features. The technique of dense connection can effectively integrate these
features and share valuable information [22].

3.3. Contextual Feature

Since the convolution operation is only processed in a limited receptive field, it might
cause intra-class discrepancies, which can affect the model’s performance. The introduction
of multi-scale contextual information through the context aggregation module can broaden
the receptive field and significantly improve the performance of the model [30]. In fact, our
goal is to explore the effectiveness of con. feat in multi-feature learning. As far as feature
learning is concerned, we are not bound to the form of the context aggregation module. To
be more representative, we use the widely adopted atrous spatial pyramid pooling (ASPP) [4,6]
for discussion, and we can also take another alternative form of self-attention [16].

Next, we elaborate the process to aggregate contextual information via atrous spatial
pyramid pooling. Formally, given an output feature X from the backbone network, we first
feed it into three parallel atrous convolutions with different atrous rates, resulting in a
series of features { f1, f2, f3}, where fi ∈ R256×H′×W ′ . ASPP, with different atrous rates,
effectively captures multi-scale information. Atrous convolution is applied over the input
feature map X as follows:

f [p] = ∑
k

X[p + r ∗ k]w[k] (1)

where p indicates the position in output feature f , w represents the weight of the convolu-
tional layer, k is the kernel size, and r denotes the dilation rate.

Aside from the three parallel dilate convolutions, there is a stand convolution whose
kernel size is 1× 1, to generate the feature f4. According to [4], the image-level feature
f5 is produced by applying global average pooling on the same X, followed by a 1× 1
convolutional layer with 256 filters. Lastly, the features generated by all sub-branches are
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concatenated and then passed through another 1× 1 convolution (with batch normalization
and ReLU) to generate the resulting feature Fcon.

3.4. Class-Specific Discriminative Feature

Previous semantic segmentation models relying solely on con. feat for direct classifica-
tion have achieved quite good results. However, this strategy usually fails to distinguish
classes with similar appearances [14]. As a result, the addition of dis. feat with better
inter-class discriminative capability is quite useful in distinguishing these confusing classes.
Thus, a branch is built to learn dis. feat through a group-optimized strategy. This branch is
based on the output feature Fcon of the context aggregation module. Moreover, learning
dis. feat can also be directly based on the output of the backbone network, which can also
achieve a certain degree of improvement. The reason that it is based on con. feat is to build
on it and obtain further superior performance. What follows is a description of the process
of learning dis. feat in great detail.

To begin, we apply a 1× 1 convolutional layer to map the con. feat Fcon to F′con ∈
R2C×H′×W ′ , where C is the number of classes in the dataset. After this, we group the
feature F′con into a set of group {gi}i=1,...,c. In our implementation, we split the feature map
along the channel axis with a total of c groups corresponding to c classes, and each group
gi is a 2-channel feature map, one of which is g f g

i , and the other is gbg
i . f g denotes the

foreground feature, while bg is the background feature. Thus, we obtain better category
distinctiveness by optimizing the foreground and background of each class separately. Such
a class-specific group-optimized strategy was also adopted by [14,21]. Here, we set the
predicted probability of each position o in each group gi as p(o|gi), and then its foreground
probability p f g

i,o and background probability pbg
i,o are defined as follows:

p f g
i,o = p(o = 1|g f g

i ) (2)

pbg
i,o = p(o = 0|gbg

i ) (3)

Thus, the corresponding dis. feat map can be formulated as:

p̂ f g
i,o =

ep f g
i,o

ep f g
i,o + epbg

i,o

(4)

p̂bg
i,o =

epbg
i,o

ep f g
i,o + epbg

i,o

(5)

essentially, p̂ f g
i,o and p̂bg

i,o are the normalized foreground and background probabilities,
respectively. Finally, the resulting dis. feat Fdis are defined as

Fdis = C([ p̂
f g
i,o , p̂bg

i,o]) (6)

where the C is concatenated along the channel axis. Lastly, the corresponding multi-binary
cross entropy loss is adopted to optimize Fdis, which can be formulated as follows:

Ldis =−
1
N

N

∑
1

1
HW

HW

∑
r=1

1
C

C

∑
i=1

[y× log( p̂ f g
i,o )

+ (1− y)× log( p̂bg
i,o)]. (7)

It should be noted that the foreground and background probability map of every group
gi is equivalent to a binary prediction of the corresponding category. Moreover, they are
obtained by optimization via binary cross-entropy (normalized by softmax). Therefore, the
dis. feat can be viewed essentially as a multi-binary classification optimization result. In this
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way, the features of each category can be optimized separately, which is more conducive to
distinguishing between confusing categories. Figure 5 visualizes a comparison of the effect
of dis. feat and the dis. feat of corresponding categories.

(a) image (b) gt (c) baseline (d) +dis. feat (e) foreground (f) background

Figure 5. The effect of dis. feat. (a) Image; (b) ground truth; (c) baseline prediction; (d) prediction
with dis. feat; (e)/(f) the foreground/background feature of the group of target category. Obviously,
our dis. feat can correct misclassification, highlighted in the red box area.

3.5. Low-Level Features

Since high-level features are easily biased towards encoding features of large objects,
spatial detail information is lost, leading to over-smoothed prediction results, especially
along object boundaries [18]. Therefore, the introduction of low. feat containing rich spatial
information is crucial to the performance of segmentation. Prior work has captured low.
feat based on high-level features output by the backbone network [29]; however, this does
not address the problem of low-level spatial information loss. This is due to successive
convolution and pooling in feature extraction, which results in an over-smoothed high-level
feature output. As a result of the over-smoothing, the degree of detail is reduced and the
edges are unsharp, and no low-level spatial information can be accessed from the high-level
features. As a consequence, we develop a branch to learn low. feat, mainly object boundary
information, from the shallow layer in the backbone network, which can be utilized to
recover the spatial details of the prediction results.

As we know, the feature map can be decomposed into a low-spatial-frequency compo-
nent that depicts the smoothly changing structure, and a high-spatial-frequency component
that represents the rapidly changing fine details, mainly object boundaries [31]. Inspired
by [19,20,29], we apply the local contrast processing to learn the low. feat (mainly the
object boundaries). This is accomplished by first obtaining local average features through
average pooling layers, which can be interpreted as applying a low-pass filter to extract the
low-frequency component, and then the remaining high-frequency part (i.e., low. feat) can
be obtained by subtraction.

More specifically, taking an initial low. feat xl in the shallow layers from the backbone
network, we first feed it into a 1× 1 convolution layer to reduce the dimensions of the
feature. After this, a basic block [3] is employed to enhance the learning of object boundary
features, which is an indispensable part of the process of learning low. feat. Its output is the
feature x′l . Next, we define a local neighbor region R in x′l , where the size is set to 3 in this
work. Then, we calculate the local average (smoothing) feature x′avg, which depends on
neighbour region R in x′l , as shown in Equation (8):

x′avg =
1
R ∑

i∈R
[x′l ]i. (8)

This operator is similar to the low-pass filter used for smoothing, which reduces the
variance of the estimated value in the limited size of the neighborhood. In fact, thanks to
this, we obtain the details of the remaining high-frequency part (such as object boundaries,
etc.) by subtraction, which reveals the fine-grained details of x′l as x′detail :

x′detail = x′l − x′avg. (9)

The most significant part of the feature x′detail is the object boundaries, which offer a
strong spatial clue that helps to enforce the consistency of segmentation along the local
object boundaries. Additionally, we add a shortcut connection [3] to the feature x′detail such
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that the identity mapping can help to optimize the network and drive the learning of low.
feat. Finally, the resulting low. feat can be defined as follows:

Flow = x′l + x′detail = 2x′l − x′avg. (10)

In this way, the network can produce sharper boundaries and fine-grained segmenta-
tion by incorporating low. feat that contain rich spatial information. Figure 6 demonstrates
the effect of low. feat.

(a) (b)

Figure 6. Visualization of the effect of low. feat. (a) Pipeline of baseline with addition of low. feat. (b)
Comparison of prediction with and without low. feat, where green line represents predicted object
boundaries with low. feat, while blue line shows without low. feat. The true boundaries are marked
by the white line.

3.6. Dense Feature Aggregation

Con. feat Fcon and dis. feat Fdis are based on high-level features, while the low. feat Flow
are learned from the shallow layers in the backbone network. However, aggregating three
features via concatenating/summing directly may degrade the prediction performance.
Consequently, we design a scheme of dense feature aggregation in order to fully exploit the
strengths of each feature, to acquire valuable information and enhance the segmentation
performance. First of all, con. feat Fcon and dis. feat Fdis are concatenated together and
passed through a 1× 1 convolutional layer to generate the resulting feature Fc. Then, we
densely connect the feature Flow and Fc, and the process is as follows:

Fl = Hl([Flow, Fc, Fc
1 , . . . , Fc

l−1]) (11)

where [Fc
1 , . . . , Fc

l−1] refers to the combination of the feature maps produced in layer
0, . . . , l − 1, Hl represent the l-th convolutional layer, and Fl is the output of the l-th layer.
The output of the last layer Fl can be used for classification.

3.7. Loss

Our proposed MFNet utilizes multiple loss functions to optimize the learning process.
Besides the widely used cross-entropy loss Lce, there is also the auxiliary loss Laux proposed
in PSPNet [5], which is well known in the field of semantic segmentation. It has been shown
to bring a certain degree of improvement in the performance of the model. In addition, our
method proposes a discriminative loss Ldis (i.e., Equation (7)) composed of multiple binary
optimization losses.

Thus, the final loss function is as follows:

Lce = −∑
i∈S

yi log(ŷi) (12)

Laux = − ∑
i∈S′

yi log(ŷ′i) (13)

L = Lce + α ∗ Laux + β ∗ Ldis, (14)

where i ∈ S refers to a pixel in the output and ground truth, and i ∈ S′ refers to a pixel in
the auxiliary output and ground truth. y represents the ground truth, while ŷ is the model
prediction; ŷ′ denotes the output of the auxiliary branch (i.e., another classifier is applied
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after the fourth stage, namely the res4b22 residual block). The auxiliary loss is also used as
a common practice by numerous advanced models, such as PSPNet [5], CCNet [13], and
DANet [12]. It helps to optimize the learning process, while the master branch loss takes
the most responsibility. α and β are weight parameters, and we empirically set α to 0.4 and
β to 1.0.

4. Description of Datasets and Design of Experiments

In this section, we firstly describe the datasets used in the experiments, including
the ISPRS Potsdam dataset, Vaihingen dataset, and UAVid dataset [32]. Then, we provide
the evaluation matrix for quantifying model performance, as well as experimental details
concerning the parameters of the networks that are involved in our studies. Finally, we
demonstrate the inference strategy regarding how to combine patch-based prediction
results into full resolution.

4.1. Dataset Description

In order to analyze MFNet and evaluate its performance in VHR RSIs, we use
three open benchmark datasets: the ISPRS Vaihingen dataset, Potsdam dataset, and
UAVid dataset.

Vaihingen. The ISPRS Vahingen dataset [33] contains 33 large image patches. Each
patch contains an orthorectified image tile (TOP) mosaic with three spectral bands (red,
green, near-infrared), with a corresponding digital surface model (DSM) and normalized
DSM (nDSM). The size of each patch is approximately 2500× 2000. The dataset has a ground
sampling distance (GSD) of 9 cm. Moreover, it includes six categories: impervious surfaces,
buildings, low vegetation, trees, cars, and clutter/background. Their corresponding colors
have been defined in Table 2. We divide the dataset into a training set and a test set
according to the benchmark organizer. More specifically, the training set consists of 16
images and the remaining 17 patches are treated as the test set. It should be noted that we
employ only TOP without DSM or nDSM in our experiments.

Table 2. RGB values of the categories.

Category RGB Value

Imp. Surf. (255, 255, 255)
Building (0, 0, 255)
Low veg. (0, 255, 255)
Tree (0, 255, 0)
Car (255, 255, 0)
Clutter/background (255, 0, 0)

Potsdam. The ISPRS Potsdam dataset [34] is composed of 38 high-resolution image
patches, each consisting of a true orthophoto extracted from a larger TOP mosaic, and
with a corresponding DSM. The ground sampling distance of both the TOP and the DSM
is 5 cm. All patches have a resolution of 6000× 6000 pixels. Each image contains four
bands: near-infrared, red, green, and blue bands. It has the same categories as the ISPRS
Vaihingen dataset. Although Potsdam offers more channels, we only use the same infrared–
red–green (IRRG) images as Vaihingen in order to have a broader application. We adopt
the official data split for the Potsdam dataset, where 24 training images are used for model
construction and the remaining 14 test images are used for evaluation. DSM is also not
used in this dataset.

UAVid. The UAVid dataset [32] is a high-resolution UAV video dataset for semantic
segmentation tasks focusing on urban scenes. It has 300 images, each with a size of
4096 × 2160 or 3840 × 2160. Eight classes are selected for semantic segmentation, i.e.,
buildings, roads, trees, low vegetation, static cars, moving cars, humans, and clutter.
We adopt the official data split for the UAVid dataset, i.e., 15 training sequences (150
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labeled images) and 5 validation sequences (50 labeled images) for training and validation,
respectively. The test split consists of the left 10 sequences (100 labeled images), whose
labels are withheld for benchmarking purposes (the official benchmark can be seen at
https://uavid.nl, accessed on 15 December 2021).

4.2. Evaluation Metrics

To comprehensively evaluate our proposed model, we use three evaluation metrics,
namely the mean intersection over union (mIoU), mean F1 score (mF1), and overall accuracy
(OA), to evaluate the semantic segmentation performance. They are defined as:

F1 =
2TP

2TP + FP + FN
(15)

OA =
TP + TN

TP + FP + TN + FN
(16)

IoU =
TP

TP + FP + FN
(17)

in which TP, TN, FP, and FN are the number of true positives, true negatives, false positives,
and false negatives, respectively.

Notably, the overall accuracy is computed for all categories including the background
for a comprehensive comparison with different models. Moreover, the evaluation is car-
ried out using ground truth with eroded boundaries provided in the datasets following
previous studies [35]. It should be noted that, following the official benchmark, the class
clutter/background is not included in the computation of mIoU and mF1 because its propor-
tion is very low (as illustrated in Figure 7) and it is insignificant in practice.

(a) (b)

Figure 7. (a) Percentage of categories in Vaihingen benchmark. (b) Percentage of categories in
Potsdam benchmark.

4.3. Implementation Details

Our model is implemented on PyTorch. We use the mini-batch Stochastic Gradient
Descent (SGD) optimizer with an initial learning rate of 0.001, momentum of 0.9, and a
weight decay of 0.0001. Similar to [25], we employ the “poly” learning rate policy, where
the learning rate is multiplied by (1− iter

itermax
)0.9. Our experiments are conducted for 50

epochs on a single NVIDIA-3090 and the batch size is set to 4. Considering the limited GPU
memory, we crop each patch into 512× 512 from full-resolution images using a sliding
window with 171 px (512× 1

3 ) stride. Common data augmentation methods are performed
to avoid over-fitting, including random flipping. For semantic segmentation, we choose
FCN [15] pretrained on ImageNet as our baseline (VGG16 as the backbone network), and
we also utilize ResNet50 to further verify the robustness and validity of our proposed
method.

4.4. Inference Strategy

In evaluation mode, we perform inference using the sliding window test by cropping
512 × 512 windows with 171 px stride. However, pixels near the boundaries are not
classified with as much confidence as pixels near the center, because the center pixels

https://uavid.nl
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have more contextual information [23]. As a matter of fact, the contextual information
of boundaries pixels is finite since there is no information outside the boundaries of
the image patches. Therefore, to further improve the performance of the model and
provide seamless segmentation masks, the inference is enhanced with multiple overlapping
inference windows. Moreover, this strategy is widely used in high-resolution image
semantic segmentation, as in Cityscapes [36].

5. Experimental Results

We first carry out experiments on the Vaihingen dataset, which is a widely used
benchmark for VHR RSI segmentation. After image patch extraction, it has a total of
1103 images with a size of 512× 512. Nonetheless, it can only be considered a small dataset.
For a better and more comprehensive evaluation of our algorithm, we also test it on the
Potsdam dataset, which is a large-scale benchmark consisting of more than 10,000 images.
It is worth noting that we aim to perform a comprehensive and detailed evaluation of the
proposed MFNet, unlike previous approaches that only validate using a single backbone.
Here, we present the evaluation results for both the ResNet50 and VGG16 backbones.

5.1. Experiments on Vaihingen
5.1.1. Ablation Study of Multi-Feature Learning

In this section, we explore the effect of multi-feature learning in the proposed frame-
work. It learns more complete features, including contextual features (con. feat), class-
specific discriminative features (dis. feat), and low-level features (low. feat), to improve
model performance. Based on the baseline (i.e., FCN), we build various networks depend-
ing on different features and their combinations to validate the performance of correspond-
ing features. Table 3 reports the results of the experiments of multi-feature learning. As
shown in Table 3, our multi-feature learning scheme achieves a significant improvement,
and all three features learned have a certain degree of gain over the baseline. In particular,
our model gains 1.4% with VGG16 as the backbone when learning the three features to-
gether. Moreover, multi-feature learning is capable of demonstrating its superiority even
against a stronger baseline (i.e., Dilated FCN [5] with ResNet50)). Furthermore, when all
features are learned at the same time, it performs better than learning a single feature. This
shows that the three features we learned are complementary. Next, we analyze the roles of
individual features.

Table 3. The result of ablation study of multi-feature learning in Vaihingen dataset.

Backbone Model Imp. Surf. Building Low Veg. Tree Car mF1(%) mIoU(%) OA(%)

VGG16

FCN 90.61 93.82 82.08 89.03 72.43 85.59 75.56 88.96

+low. 91.55 94.25 83.37 89.44 84.39 88.60 79.78 89.78
+dis. 91.12 84.11 81.89 88.83 76.65 86.52 76.79 89.13
+con. 90.97 94.10 82.65 89.15 74.68 86.31 76.55 89.28

+low.+dis. 91.84 94.59 82.92 89.42 86.47 89.05 80.50 89.90
+con.+low. 92.03 94.67 83.41 89.56 85.40 89.01 80.45 90.09
+con.+dis. 91.71 94.61 82.70 89.29 78.17 87.30 77.96 89.70

+con.+dis.+low. 92.31 95.06 83.45 89.74 85.59 89.23 80.82 90.36

Res50

FCN 92.06 95.27 83.74 89.61 84.96 89.13 80.66 90.36

+low. 92.21 95.21 83.69 89.68 87.30 89.62 81.42 90.40
+dis. 92.45 95.41 83.85 89.56 86.82 89.62 81.44 90.51
+con. 92.23 95.51 83.92 89.77 84.94 89.27 80.91 90.54

+low.+dis. 92.70 95.68 83.53 89.54 87.86 89.86 81.85 90.64
+con.+low. 92.33 95.58 83.92 89.89 86.18 89.58 81.39 90.62
+con.+dis. 92.84 95.70 84.04 89.67 87.50 89.95 81.99 90.77

+con.+dis.+low. 92.93 95.77 84.08 89.80 88.49 90.21 82.41 90.89
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The effect of con. feat. We employ ASPP [6] as the context aggregation module at the
top of the backbone network to capture long-range dependencies for improved semantic
segmentation. In fact, the context aggregation module is mainly used to capture con. feat,
independent of its specific form. Although we adopt ASPP, other comparable modules,
such as self-attention (SA) [16], PPM [5], CGNL [17], etc., can also improve the performance
of the baseline. Table 4 reports the results of the ablation study on the context aggregation
module. Moreover, we can observe that all of the methods listed in Table 4 have been
improved over the baseline, with ASPP achieving good performance whether they were
based on VGG16 or ResNet50.

Table 4. Comparison with different context aggregation modules in vaihingen dataset.

Backbone Method mF1(%) mIoU(%) OA(%)

VGG16

FCN (baseline) 85.59 75.56 88.96

+ASPP [6] 86.31 76.55 89.28
+PPM [5] 85.43 75.44 89.14
+SA [16] 85.77 75.77 88.96
+CGNL [17] 85.82 75.92 89.20
+CC [13] 87.77 75.82 89.10

Res50

FCN (baseline) 89.13 80.66 90.36

+ASPP [6] 89.27 80.91 90.54
+PPM [5] 89.27 80.91 90.53
+SA [16] 89.03 80.52 90.26
+CGNL [17] 88.88 80.31 90.36
+CC [13] 89.10 80.61 90.23

The effect of dis. feat. The dis. feat are an indispensable feature, but they have often
been ignored by models that rely solely on con. feat Fcon. Looking at the performance of the
baseline model with only dis. feat in Table 3, although our dis. feat still demonstrate a gain
on FCN (OA value of 0.17%), this gain is much lower than that of the other two features
(OA value of 0.32% and 0.82%, respectively), especially on the model with VGG16 as the
backbone. This is mainly because our dis. feat need to be built on high-level features, and
VGG16, as an early deep convolutional network, is insufficient to provide higher-level deep
features for the segmentation model. Nevertheless, if the learning is based on con. feat,
the effect is significant. More specifically, as far as OA is concerned, compared to using
only the dis. feat, dis. + con. feat yields an improvement of nearly 1%, as can be seen from
Table 3. In addition, thanks to the deeper network to extract richer semantic information,
the network with dis. feat performs better on ResNet50 than on VGG16, both for single dis.
feat and for the combination of dis. feat.

The effect of low. feat. low. feat is essential for recovering detailed spatial information.
The advanced model DeepLabv3+ [6] adopted a simple decoder to learn low-level features.
However, the decoder adopted by DeepLabv3+ does not demonstrate an advantage in the
context of VHR RSIs. The combination of low. feat and con. feat captured by ASPP allows it
to achieve the best performance in the task of natural image segmentation. It outperforms
DeepLabv3 [4], which relies only on con. feat. Our proposed low. feat learning branch
improves the performance of segmentation by 0.82% (OA in VGG16) over the baseline by
learning low-level features, as stated in Table 3. Therefore, it can be seen that, in the case
of VGG16 as the backbone network, low. feat contribute more to the model performance
than the other two types of features. In addition, the low. feat also provide a consistent
improvement in model performance in the case of ResNet50.
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Feature aggregation. In fact, the low. feat cannot be simply combined with the con. and
dis. feat constructed based on the high-level features. DeepLabv3+ adopted a concatenated
method to combine low. feat and con. feat. However, this combination ignores the essential
difference between the two features. One is mainly spatial detail information, and the other
is high-level semantic features. We use dense connection to aggregate these features and
address this problem, and the corresponding experimental results are shown in Table 5.
The experimental results verify the effectiveness of the dense connection scheme.

Table 5. Comparison of the method of concatenation (cat) and dense connection (dense) in Vaihin-
gen dataset.

Backbone Model mF1(%) mIoU(%) OA(%)

VGG16
cat 88.78 80.11 90.23

dense 89.23 80.82 90.36

Res50
con 90.04 82.13 90.80

dense 90.21 82.41 90.89

5.1.2. Ablation Study for Improvement Strategies

Following [12,35], we also adopt some common strategies to improve the performance
further. (1) DA: Data augmentation with random scaling (from 0.5 to 1.5). (2) Multi-Grid
(MG): We employ a hierarchy of grids of different sizes (4, 8, 16) in the last ResNet block.
It should be noted that this strategy was not applied in VGG16. (3) Multi-Scale (MS):
We average the segmentation probability maps from 5 scales {0.5, 0.75, 1.0, 1.25, 1.5} for
inference. Experimental results are shown in Table 6. Data augmentation does not show
significant improvements on mF1 and mIoU, but achieves some improvement on OA, both
on VGG16 and ResNet50. We adopt MG to obtain better feature representations of the
pretrained network, which further achieves a 0.13% improvement on ResNet50. Finally, the
multiple segmentation map fusion strategy further improves the performance to 91.11%
and 91.68% on VGG16 and ResNet50, respectively.

Table 6. Performance comparison between different improvement strategies on Vaihingen dataset.

Backbone DA MG MS Imp. Surf. Building Low Veg. Tree Car mF1(%) mIoU(%) OA(%)

VGG16

92.31 95.06 83.45 89.74 85.59 89.23 80.82 90.36
X 92.36 95.42 84.01 89.88 84.60 89.25 80.88 90.61
X - - - - - - - - -
X - X 92.78 95.57 85.08 90.52 84.38 89.67 81.55 91.11

Res50

92.93 95.77 84.08 89.80 88.49 90.21 82.41 90.89
X 93.03 96.01 84.58 90.08 87.71 90.28 82.53 91.13
X X 93.23 96.19 85.12 90.03 87.85 90.48 82.86 91.32
X X X 93.43 96.35 85.85 90.50 88.31 90.88 83.50 91.67

5.1.3. Results on Vaihingen Dataset

We further compare our method with the state-of-the-art methods on the Vaihingen
dataset. Results are listed in Table 7. MFNet outperforms existing approaches with a domi-
nant advantage. Specifically, MFNet with ResNet50 achieves 91.67% OA, outperforming
prior work by a large margin. Moreover, the top performance of 91.11% OA was achieved
merely using a small backbone network—VGG16. Such performance is further proof of the
effectiveness and superiority of our proposed multi-feature learning strategy. In addition,
qualitative results are presented in Figure 8. As shown in the figure, MFNet produces better
segmentation maps than the baseline.
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Fig. 8: visualize the results of Vaihingen dataset.

Page 14 of 15Transactions on Geoscience and Remote Sensing

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60

Figure 8. Visualization of the results of the Vaihingen dataset. Notably, the baseline is FCN.
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Table 7. Comparisons with state-of-the-art on Vaihingen test set.

Method Backbone Imp. Surf. Building Low Veg. Tree Car mF1(%) mIoU(%) OA(%)

FCN [15] VGG16 88.67 92.83 76.32 86.67 74.21 83.74 72.69 86.51
UZ_1 [37] - 89.20 92.50 81.60 86.90 57.30 81.50 - 87.30
RoteEqNet [38] - 89.50 94.80 77.50 86.50 72.60 84.18 - 87.50
S-RA-FCN [39] VGG16 91.47 94.97 80.63 88.57 87.05 88.54 79.76 89.23
UFMG_4 [40] - 91.10 94.50 82.90 88.80 81.30 87.72 - 89.40
V-FuseNet [41] - 92.00 94.4 84.50 89.90 86.30 89.42 - 90.00
DLR_9 [42] - 92.40 95.20 83.90 89.90 81.20 88.52 - 90.30
TreeUNet [43] - 92.50 94.90 83.60 89.60 85.90 89.30 - 90.40
DANet [12] ResNet101 91.63 95.02 83.25 88.87 87.16 89.19 81.32 90.44
DeepLabv3+ [6] ResNet101 92.38 95.17 84.29 89.52 86.47 89.57 81.47 90.56
PSPNet [5] ResNet101 92.79 95.46 84.51 89.94 88.61 90.26 82.58 90.85
ACFNet [44] ResNet101 92.93 95.27 84.46 90.05 88.64 90.27 82.68 90.90
BKHN11 ResNet101 92.90 96.00 84.60 89.90 88.60 90.40 - 91.00
CASIA2 [7] ResNet101 93.20 96.00 84.70 89.90 86.70 90.10 - 91.10
CCNet [13] ResNet101 93.29 95.53 85.06 90.34 88.70 90.58 82.76 91.11

MFNet (Ours) VGG16 92.78 95.57 85.08 90.52 84.38 89.67 81.55 91.11
MFNet (Ours) ResNet50 93.43 96.35 85.85 90.50 88.31 90.88 83.50 91.67

5.2. Experiments on Potsdam
5.2.1. Ablation Study of Multi-Feature Learning

Here, we explore the multi-feature learning scheme on the Potsdam dataset. The
experimental set is the same as that for the Vaihingen dataset. The results of the ablation
study on the Potsdam dataset are listed in Table 8. As stated in Table 8, our multi-feature
learning mechanism remains effective on the larger-scale Potsdam dataset. Moreover,
thanks to the larger amount of data and more complete features learned, the performance
gap between the models with ResNet50 and VGG16 as the backbone is smaller. In particular,
the performance gap between these two backbone networks (in terms of OA) is 0.53% on
Vaihingen and 0.36% on Potsdam. This suggests, to some extent, that even a small backbone
can be learned quite well if the features are learned properly.

Table 8. The results of ablation study of multi-feature learning on Potsdam dataset.

Backbone Model Imp. Surf. Building Low Veg. Tree Car mF1(%) mIoU(%) OA(%)

VGG16

FCN 92.47 96.10 86.41 87.93 94.79 91.52 84.59 90.06

+low. 92.72 96.37 86.88 88.09 96.17 92.05 85.52 90.35
+dis. 92.70 96.45 86.97 88.56 94.56 91.85 85.12 90.52
+con. 93.13 96.75 87.29 88.40 95.27 92.17 85.69 90.88

+low.+dis. 93.06 96.62 87.23 88.26 96.02 92.24 85.83 90.71
+con.+low. 93.39 96.99 87.26 88.69 96.16 92.50 86.29 91.02
+con.+dis. 93.49 97.15 87.53 88.31 95.57 92.41 86.12 91.14

+con.+dis.+low. 93.55 97.12 87.49 88.53 96.17 92.57 86.42 91.25

Res50

FCN 93.55 97.08 87.16 88.45 96.31 92.51 86.33 91.04

+low. 93.50 96.92 87.46 88.95 96.19 92.60 86.46 91.16
+dis. 93.56 97.17 87.50 88.93 96.39 92.71 86.65 91.20
+con. 93.71 97.15 87.75 88.98 96.25 92.77 86.74 91.38

+low.+dis. 93.63 97.17 87.58 88.55 96.41 92.67 86.59 91.22
+con.+low. 93.59 97.09 88.02 89.28 96.14 92.82 86.82 91.49
+con.+dis. 93.83 97.33 87.72 88.92 96.74 92.91 87.01 91.47

+con.+dis.+low. 93.92 97.40 87.83 88.99 96.69 92.96 87.10 91.61
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The effect of con. feat. Unlike the experimental results for Vaihingen, the effect of con.
feat is more significant and far exceeds the effect exerted by the other two features on the
Potsdam dataset. Specifically, the baseline with con. feat gained 0.82% in terms of OA for
Potsdam, while the other two combined features did not reach this value. Table 9 shows
the performance of different context aggregation modules appended in our baseline on
Potsdam. The results are in accordance with those shown for the Vaihingen dataset. All
of the context aggregation modules improve the baseline performance in a positive way,
which indicates that our multi-feature learning framework is not restricted by the form of
learning con. feat, but rather focuses more on the features themselves.

The effect of dis. feat. dis. feat is also not negligible on the Potsdam dataset. Addi-
tionally, dis. feat had a better effect on high-level features. If it is attached directly at the top
of the backbone network, it will only provide a minor improvement (0.46% in terms of OA
with VGG16, while the value is 0.16% in ResNet50). However, when coupled with con. feat,
it can work in its favor and offer comparable performance (the gain of OA is up to 1% with
VGG16) as for the Vaihingen dataset. Nevertheless, this does not negate the fact that it is
one of the most significant factors in determining performance.

The effect of low. feat. low. feat still performs well on Potsdam. Furthermore,
although it lags behind the other two features in terms of performance in the experiments
with independent features (for example, the gain of OA is 0.29% with VGG16, while the
values for the other two features are 0.46% and 0.82%, respectively), when combined with
con. feat, it surpasses other combinations of two features, particularly in the network with
ResNet50 as the backbone. More specifically, as stated in Table 8, low. feat + con. feat
surpasses the other two combinations by 91.49% (value of OA).

Feature aggregation. We conduct relevant experiments on how to integrate low. feat
with the other two high-level features. The results are presented in Table 10. Concatenation
and dense connection are the primary comparisons. Moreover, we come to the same
conclusion as for Vaihingen based on the results in Table 10.

Table 9. Comparison of the performance with different context aggregation modules for Pots-
dam dataset.

Backbone Method mF1(%) mIoU(%) OA(%)

VGG16

FCN(baseline) 91.52 84.59 90.06

+ASPP [6] 92.17 85.69 90.88
+PPM [5] 92.04 85.47 90.80
+SA [16] 92.12 85.59 90.95
+CGNL [17] 92.17 85.70 90.85
+CC [13] 91.88 85.19 90.67

Res50

FCN(baseline) 92.51 86.33 91.04

+ASPP [6] 92.77 86.74 91.38
+PPM [5] 92.66 86.57 91.24
+SA [16] 92.49 86.29 91.25
+CGNL [17] 92.54 86.35 91.29
+CC [13] 92.66 86.55 91.30
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Table 10. Comparison of the methods of concatenation (cat) and dense connection (dense) for
Potsdam dataset.

Backbone Model mF1(%) mIoU(%) OA(%)

VGG16
cat 92.55 86.39 91.14

dense 92.57 86.42 91.25

Res50
cat 92.90 87.01 91.46

dense 92.96 87.10 91.61

5.2.2. Ablation Study for Improvement Strategies

Here, we adopt three improvement strategies, including DA, MG, and MS, which are
also applied to the Vaihingen dataset. Table 11 reports the experimental results with all of
the improvement strategies. From Table 11, we can find that each improvement strategy
yields a different level of improvement. Additionally, there is a surprising result wherein
the network with VGG16 as the backbone has an OA (the value of 91.91%) comparable
to that (the value of OA is 91.96%) of the network with ResNet50 as the backbone after
using the improvement strategies. On the one hand, this affirms the effectiveness of the
improvement strategies, and on the other hand, this is a good indication that the multi-
feature learning of our network can achieve excellent performance without using a large
backbone. It should be noted that these improvement strategies are some general practices
that are not specific to our network and are widely adopted by other approaches [12,35].

Table 11. Performance comparison between different improvement strategies on Potsdam dataset.

Backbone DA MG MS Imp. Surf. Building Low Veg. Tree Car mF1(%) mIoU(%) OA(%)

VGG16

93.55 97.12 87.49 88.53 96.17 92.57 86.42 91.25
X 93.82 97.33 87.93 88.83 96.21 92.82 86.84 91.56
- - - - - - - - - - -
X - X 94.09 97.43 88.49 89.29 96.40 93.14 87.38 91.91

Res50

93.92 97.40 87.83 88.99 96.69 92.96 87.10 91.61
X 94.02 97.22 87.99 89.08 96.34 92.93 87.02 91.68
X X 94.27 97.41 88.05 89.06 96.57 93.07 87.28 91.82
X X X 94.25 97.52 88.42 89.43 96.62 93.25 87.57 91.96

5.2.3. Results for Potsdam Dataset

Finally, we compare our method with several state-of-the-art methods on the Potsdam
dataset. Numerical comparisons with state-of-the-art methods are listed in Table 12. There
is no doubt that our model far surpasses the previous state-of-the-art models. Furthermore,
almost all the advanced models use the larger ResNet101 as the backbone network to
obtain better performance. This is mainly due to the fact that deeper models can greatly
increase the feature representation and generalization capabilities. However, thanks to the
multi-feature learning mechanism, which provides a more complete feature representation,
we can achieve considerable performance with only a small model (i.e., VGG16) as the
backbone network. Figure 9 visualizes the segmentation results of several images in the
Potsdam dataset. According to the figure, our proposed MFNet is closer to the ground
truth than the baseline.
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Fig. 9: visualize the results of Potsdam dataset.
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Figure 9. Visualization of the results of the Potsdam dataset. Notably, the baseline is FCN.

Table 12. Comparisons with state-of-the-art on Potsdam test set.

Method Backbone Imp. Surf. Building Low Veg. Tree Car mF1(%) mIoU(%) OA(%)

FCN [15] VGG16 88.61 93.29 83.29 79.83 93.02 87.61 78.34 85.59
UZ_1 [37] - 89.30 95.40 81.80 80.50 86.50 86.70 - 85.80
UFMG_4 [40] - 90.80 95.60 84.40 84.30 92.40 89.50 - 87.90
S-RA-FCN [39] VGG16 91.33 94.70 86.81 83.47 94.52 90.17 82.38 88.59
V-FuseNet [41] - 92.70 96.30 87.30 88.50 95.40 92.04 - 90.60
TSMTA [11] ResNet101 92.91 97.13 87.03 87.26 95.16 91.90 - 90.64
Multi-filter CNN [45] VGG16 90.94 96.80 76.32 73.37 88.55 85.23 - 90.65
TreeUNet [43] - 93.10 97.30 86.60 87.10 95.80 91.98 - 90.70
DeepLabv3+ [6] ResNet101 92.95 95.88 87.62 88.15 96.02 92.12 84.32 90.88
CASIA3 [7] ResNet101 93.40 96.80 87.60 88.30 96.10 92.44 - 91.00
PSPNet [5] ResNet101 93.36 96.97 87.75 88.50 95.42 92.40 84.88 91.08
BKHN3 ResNet101 93.30 97.20 88.00 88.50 96.00 92.60 - 91.10
AMA_1 - 93.40 96.80 87.70 88.80 96.00 92.54 - 91.20
CCNet [13] ResNet101 93.58 96.77 86.87 88.59 96.24 92.41 85.65 91.47
HUSTW4 [46] - 93.60 97.60 88.50 88.80 94.60 92.62 - 91.60
SWJ_2 ResNet101 94.40 97.40 87.80 87.60 94.70 92.38 - 91.70

MFNet(Ours) VGG16 94.09 97.43 88.49 89.29 96.40 93.14 87.38 91.91
MFNet(Ours) ResNet50 94.25 97.52 88.42 89.43 96.62 93.25 87.57 91.96

5.3. Experiments on UAVid

To verify the validity of the proposed model, we further conduct experiments on
the more challenging UAVid dataset. This dataset is more difficult than the previous two
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datasets because the scenes captured by the UAVs are more complex and the number of
categories is relatively high, with up to eight categories. Numerical comparisons with
state-of-the-art methods are listed in Table 13. It can be seen that our proposed MFNet with
Resnet50 achieves the highest mIoU of 68.72%, and an OA of 87.63%, which surpass the
results of other advanced models (such as PSPNet [5], DeepLabV3 [4]). Some visualized
results of MFNet on the UAVid validation set are shown in Figure 10. The segmentation
maps produced by MFNet are more precise and accurate than the baseline.

(i) image
 (j) gt (j) baseline
 (l) MFNet


(a) image
 (b) gt
 (c) baseline
 (d) MFNet
 (e) image
 (f) gt
 (g) baseline
 (h) MFNet


Figure 10. Visualization of the results of the UAVid dataset. Notably, the baseline is FCN.

Table 13. Comparisons with state-of-the-art on UAVid test set.

Methods
Class IoU(%)

mIoU (%) OA(%)
Clutter Building Road Tree Low Veg. Mov. Car Sta. Car Human

Dilation Net [30] 45.40 80.70 65.10 73.80 45.50 53.60 24.50 0.00 48.60 -
FCN-8s [15] 63.91 84.72 76.51 78.32 61.88 65.87 45.54 22.26 62.38 84.55
SegNet [47] 65.62 85.89 79.23 78.78 63.73 68.94 52.10 19.29 64.20 85.54
U-Net [48] 61.80 82.94 75.15 77.27 62.03 59.59 29.98 18.62 58.42 83.43
MSD [32] 57.00 79.80 74.00 74.50 55.90 62.90 32.10 19.70 57.00 -
ERFNet [49] 64.50 85.58 77.34 77.87 62.21 60.64 46.13 0.00 59.28 84.69
BiSeNetV2 [50] 61.18 81.62 77.11 75.97 61.30 66.36 38.51 15.40 59.68 83.10
ABCNet [51] 67.44 86.43 81.24 79.92 63.10 69.84 48.42 13.91 63.79 86.25
DANet [12] 64.85 85.88 77.94 78.29 61.47 59.64 47.44 9.14 60.58 84.99
MANet [52] 64.46 85.37 77.81 76.98 60.33 67.18 53.61 14.89 62.58 84.48
BANet [53] 66.66 85.38 80.71 78.87 62.09 69.32 52.83 21.03 64.61 85.73
A2-FPN [54] 67.37 87.20 80.16 80.11 63.73 70.14 53.33 23.43 65.68 86.35
PSPNet [5] 68.89 87.96 82.20 81.07 65.69 70.30 56.31 24.67 67.13 87.28
DeepLabV3 [4] 69.70 88.50 82.10 80.23 65.76 71.75 61.43 21.37 67.60 87.27
DeepLabV3+ [6] 68.86 87.62 82.22 79.76 65.88 69.86 55.39 26.07 66.96 86.94

MFNet(VGG16) 68.62 87.64 81.97 81.43 66.84 72.60 55.16 23.13 67.17 87.33
MFNet(ResNet50) 69.66 88.63 82.51 81.31 66.42 73.21 60.59 27.44 68.72 87.63
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5.4. Computational Complexity

We compare the computational complexity with state-of-the-art methods, e.g., DeepLab
V3/V3+ [4,6], DANet [12], and CCNet [13]. Model parameters and computation FLOPs
are also listed for comparison in Table 14. Notely, for a fair comparison, we use the same
backbone network to evaluate the computational complexity. As can be seen from the table,
our model with ResNet50 as the backbone does not have a significant advantage in terms
of computational complexity, despite achieving the most advanced performance. However,
thanks to our multi-feature learning mechanism, our model with VGG16 as the backbone
has a significant advantage in terms of both time complexity and computational complexity,
while achieving similar results as the ResNet50 backbone model (detailed performance is
listed in Tables 7 and 12).

Table 14. Computational complexity.

Model Backbone Params (M) Macs (G) FPS

FCN [15] VGG16 15.90 38.62 69.63
DeepLab V3 [4] ResNet50 42.12 85.44 16.47
DeepLab V3+ [6] ResNet50 42.83 94.41 16.27
PSPNet [5] ResNet50 68.06 128.66 20.09
Non-local [16] ResNet50 54.75 110.96 23.29
CCNet [13] ResNet50 35.76 74.14 22.83
CGNL [17] ResNet50 36.26 75.09 19.45
DANet [12] ResNet50 49.92 101.56 19.34

MFNet VGG16 18.86 51.37 46.01
MFNet ResNet50 49.88 133.73 13.36

6. Conclusions

In this paper, we propose a novel multi-feature learning framework for the semantic
segmentation of VHR RSIs, which consists of a backbone network and three parts for
learning three kinds of features, including contextual features, class-specific discriminative
features, and low-level features. Contextual features have been the focus of previous work
and are an integral part of our work. However, we are not bound to this form and we
aim to leverage it to improve the performance of semantic segmentation. Furthermore,
we further explore class-specific discriminative features to reduce misclassification due
to similarity or a lack of significant differences. In addition, the introduction of low-level
features can help the model to recover spatial detail information. The joint learning of the
three features significantly enhances the performance of the semantic segmentation of VHR
RSIs, and extensive experiments on the Vaihingen and Potsdam benchmarks demonstrate
the effectiveness and superiority of the proposed MFNet. Our next work will focus on the
design of lightweight neural networks using the multi-feature learning mechanism, which
can be applied to applications that require a combination of speed and accuracy, such as
Unmanned Aerial Vehicle (UAV) Remote Sensing.
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