
Semi-Automated Derivation of Conceptual 
Neighborhood Graphs of Topological Relations 

Yohei Kurata 

SFB/TR 8 Spatial Cognition, Universität Bremen 
Postfach 330 440, 28334 Bremen, Germany 

ykurata@informatik.uni-bremen.de 
 

Abstract. Conceptual neighborhood graphs are similarity-based schemata of 
spatial/temporal relations. This paper proposes a semi-automated method for 
deriving a conceptual neighborhood graph of topological relations, which 
shows all pairs of relations between which a smooth transformation can be 
performed. The method is applicable to various sets of topological relations 
distinguished by the 9+-intersection. The method first identifies possible 
primitive-level transitions, combines those primitive-level transitions, and 
removes invalid combinations that do not satisfy some necessary conditions. As 
a demonstration, we develop conceptual neighborhood graphs of topological 
region-region relations in Թଶ, ॺଶ, and Թଷ, topological relations between a 
directed line and a region in Թଶ, and Allen’s interval relations. 
 
Keywords: conceptual neighborhood graphs, conceptual neighbors, topological 
relations, 9+-intersection, smooth transformation  

1. Introduction 

Conceptual neighborhood graphs [1] (in short, CN-graphs) are similarity-based 
schemata of spatial/temporal relations, in which pairs of relations called conceptual 
neighbors are linked. Conceptual neighbors are, in the original sense, a pair of 
relations between which a smooth transformation can be performed [1]. CN-graphs 
have been developed for various relation sets (for instance, [1-11]) in order to 
schematize the relations and analyze their properties. CN-graphs are also used in 
qualitative spatio-temporal reasoning to infer possible transitions of spatial 
configurations [2, 7, 12] or to relax constraints in constraint networks [13]. 

In previous studies, conceptual neighbors are sometimes determined by a specific 
type of smooth transformations [4, 8, 9, 11] or even another similarity measures 
[4, 14]. As a result, some CN-graphs show only a small portion of relation pairs 
between which a smooth transformation can be performed and, therefore, they are 
insufficient for inferring possible transitions of spatial configurations. In addition, the 
diversity of conceptual neighbors is confusing for the users of CN-graphs. 
Nevertheless, various types of conceptual neighbors have been developed, because for 
each relation set a specific type of conceptual neighbor allows quick development of a 
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schematic CN-graph (e.g., [2, 4, 8, 9, 11, 14]), whereas identifying all possible 
smooth transformations between relations is usually a time-consuming and error-
prone process. 

To tackle these problems in terms of topological relations, we propose a semi-
automated method for deriving a CN-graph of a given set of topological relations. The 
derived CN-graph shows all pairs of topological relations between which a smooth 
transformation can be performed. This method is powerful, because (i) the process of 
detecting potential neighbors is fully automated and (ii) the method is applicable to a 
variety of topological relations distinguished by the 9+-intersection [9, 15]. With the 
9+-intersection and its universal constraints [15], we can easily identify a set of 
topological relations between arbitrary combination of objects. Once a set of 
topological relations is identified, it is able to schematize these relations quickly and 
analyze their properties based on the CN-graph derived by our method. 

In this paper, we focus on the topological relations in 1D, 2D and 3D Euclidian 
spaces (Թଵ, Թଶ, and Թଷ,), 1-sphere ॺଵ (i.e., a linear loop), and 2-sphere ॺଶ (i.e., a 
spherical surface). Region refers to a surface embedded in a 2D or 3D space. Simple 
regions are regions without holes, spikes, cuts, and disconnected interior parts. 

The remainder of this paper is structured as follows: Section 2 reviews the related 
studies on CN-graphs. Section 3 summarizes the major concepts of the 9+-
intersection. Section 4 redefines conceptual neighbors and introduces the families of 
conceptual neighbors. Section 5 describes our method for deriving CN-graphs. As a 
demonstration, Section 6 derives several CN-graphs. Finally, Section 7 concludes 
with a discussion of future problems. 

2. Conceptual Neighbors: Definitions and Applications 

The idea of CN-graphs was proposed by Freksa [1] in order to analyze Allen’s [16] 
interval relations. He linked two interval relations as conceptual neighbors if a smooth 
transformation can be performed between them. He distinguished three types of 
smooth transformations; moving (dragging) an endpoint of one interval while keeping 
the location of another endpoint, sliding one interval entirely, and 
stretching/shortening one interval. These three types of smooth transformations yield 
three types of conceptual neighbors, namely A-, B-, and C-neighbors. Fig. 1a shows 
the CN-graph formed by these three types of conceptual neighbors. 

After Freksa’s proposal, conceptual neighbors of relations have been discussed not 
only for interval relations [1, 5], but also for topological relations [2, 4, 8-10, 17] and 
other qualitative spatial relations (for instance, [3, 6, 7, 11, 18]). An early example is 
[2], in which Egenhofer and Al-Taha developed a CN-graph of topological region-
region relations in Թଶ (Fig. 1b). They first developed an approximated graph, in 
which each relation was connected to the relations with the smallest number of 
different elements in their 9-intersection matrices [19]. This approach, later called the 
snapshot model, enables us to identify the conceptual neighbors of topological 
relations computationally, even though the meaning of conceptual neighbors is not the 
same as that based on the possibility of smooth transformations. 
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Egenhofer and Mark [4] developed two CN-graphs of topological line-region 
relations in Թଶ; one was based on the snapshot model and another was based on the 
possibility of smooth transformations (only those established by dragging either 
endpoint or interior of the line). Fig. 1c shows the latter CN-graph. The developed 
two graphs had similar structures, but the former graph was planar while the latter one 
was more complicated (Fig. 1c). 

Kurata and Egenhofer [8] developed a CN-graph of topological relations between 
two directed lines (DLines) in Թଶ based on the snapshot model. Interestingly, the 
same graph can be derived based on the possibility of smooth transformations by 
dragging either the starting point, interior, or ending point of the DLine while 
maintaining the intersection state of non-dragged parts of the DLine. The same type 
of smooth transformations were used in [9] as a foundation for developing a CN-
graph of topological DLine-region relations in Թଶ (Fig. 1d). 

 

 
(a) (b)  

 

 
(c) (d) 

Fig. 1. CN-graphs of (a) Allen’s interval relations [1], (b) topological region-region relations in 
Թଶ [19], (c) topological line-region relations in Թଶ [4], and (d) topological DLine-region 
relations in Թଶ [9] 

In many studies on qualitative spatial relations, CN-graphs are used to schematize 
the sets of spatial relations of concern. If the relations are arranged appropriately in a 
diagrammatic space, the CN-graph highlights several properties of the relations, such 
as pairs of converse relations and symmetric relations. Making use of this schematic 
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appearance, some studies introduced the CN-graph-based icons that represent a subset 
of spatial relations by black nodes [6, 9, 14] (Fig. 2). Such icons are useful, because 
(i) computational operations on the spatial relations often result in the sets of relations 
that form a cluster in a CN-graph [8, 20] and similarly (ii) linguistic expressions that 
describe spatial arrangements often correspond to the clusters of relations in a CN-
graph [9, 21, 22] (Fig. 2). 

 

 

Fig. 2. A CN-graph-based icon that represents a subset of topological line-line relations in Թଶ 

In qualitative spatio-temporal reasoning, CN-graphs have more roles. One is to list 
every possible transitions of spatial relations [2, 7, 12]. Such information is used, for 
instance, to infer a possible sequence of spatial configurations between two snapshots 
of spatial scenes. Another role of CN-graphs emerges when we have to relax 
constraints in constraint networks. Qualitative spatial calculi use constraint networks 
in which each constraint represents possible relations between objects. If a constraint 
network turns out to be inconsistent but we still want to find a certain constraint 
scenario, the constraints are relaxed by adding neighboring relations [13]. 

3.  The 9+-intersection 

The 9+-intersection [9] is a model of topological relations, which extends the 9-
intersection [19]. Both models presume the distinction of three topological parts of 
spatial objects, namely interior, boundary, and exterior. Based on point-set topology 
[23], the interior of a spatial object ܺ, denoted ܺ°, is defined as the union of all open 
sets contained in ܺ, ܺ’s exterior ܺି is defined as the union of all open sets that do 
not contain ܺ, and the boundary ∂ܺ is defined as the difference between ܺି’s 
complement and ܺ°. In the 9-intersection, the topological relations between two 
objects are distinguished typically by the presence or absence of pairwise 
intersections of their topological parts. On the other hand, the 9+-intersection 
considers the pairwise intersections of the objects’ topological primitives. Topological 
primitives are self-connected and mutually-disjoint subsets of the objects’ topological 
parts. The concept of topological primitives is useful when a certain topological part 
of the objects consists of multiple disjoint subparts. For instance, the boundary of a 
simple line consists of two distinctive points. By distinguishing these two points as 
different topological primitives, the 9+-intersection can capture the topological 
relations between a directed line and another object. 

In the 9-intersection, the presence/absence of pairwise intersections of topological 
parts is represented by an icon with 3×3 black-and-white cells (Fig. 3a) [21]. 
Following this convention, in the 9+-intersection, the presence/absence of pairwise 
intersections of topological primitives is represented by a nested icon like Fig. 3b [9].  

Pass-by
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(a) (b) 

Fig. 3. Iconic representations of topological relations in (a) the 9-intersection and (b) the 9+-
intersection 

In the 9+-intersection, topological primitives are classified according to their spatial 
dimensions (0D-3D) and boundedness (bounded, looped, and unbounded, represented 
by prefixes B-, L-, and U-, respectively) [15]. For instance, the interior, boundary, and 
exterior of a region in Թଶ belong to B-2D, L-1D, and U-2D, respectively. With these 
notations, the structure of each object can be represented by a structure graph, which 
shows the class and connectivity of all primitives of the object (Fig. 4) [15]. 

 

 
(a) (b) 

Fig. 4. Representations of the topological structures of (a) a simple region and (b) a directed 
line, both embedded in Թଶ 

4.  Conceptual Neighbors and Their Families 

In this section, we redefine the conceptual neighbors of topological relations, and then 
introduce two families of the conceptual neighbors. First, we redefine the conceptual 
neighbors of (generic) spatial/temporal relations, following Freksa’s [1] original 
notion of conceptual neighbors. Let ज be a set of spatial/temporal relations between 
two objects A and B. 

Definition (conceptual neighbor): A relation ݎ௜ א ज is called a conceptual neighbor 
of a relation ݎ௝ א ज ך ሼݎ௜ሽ if at least one instance of ݎ௝ can switch directly to ݎ௜ by 
a smooth transformation of the configuration (i.e., switch to ݎ௜  without passing 
through any third relation ݎ௞ א ज ך ൛ݎ௜,  .(௝ൟݎ

This definition leaves the interpretation of smooth transformations open. For 
determining conceptual neighbors of topological relations, we follow the following 
definition of smooth transformations: 
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Definition (smooth transformation): A smooth transformation of a configuration of 
two objects in a space ࣭ is to deform the shape of either or both objects continuously 
in ࣭, without changing the topological structure of each object. 

Recall that the topological structure of each object is represented by the structure 
graph (Fig. 4). This definition is generic, covering various types of smooth 
transformations such as rotation, translation, expansion/contraction, and deformation 
by dragging a part of an object.  

When judging the conceptual neighborhood of two topological relations, we do not 
lose generality if we consider the deformation of only one object in a relativistic view. 
Thus, to simplify discussion, let us consider that an object A is deformed while an 
object B is fixed. Then, B’s primitives are regarded as the partitions of the 
space, denoted च ൌ ሼ ௜࣪ሽ, because B’s primitives are jointly exhaustive, pairwise 
disjoint, and now fixed in the space.  

By A’s deformation, A’s primitive ܽ௫  may experience one or more of the 
following primitive-level events: 
• propagation: ܽ௫, which initially intersects with a partition ௜࣪, gains a sequence of 

intersections with ௜࣪ and its adjacent partition ௝࣪ (Figs. 5a1-a2); 
• inverse-propagation: ܽ௫, which initially has a sequence of intersections with two 

adjacent primitives ௜ܲ and ௝࣪, loses the intersection with ௝࣪ while keeping the 
intersection with ௜ܲ (Figs. 5a1-a2);  

• penetration: ܽ௫, which initially intersects with a partition ௜࣪, gains a sequence of 
intersections with ௜࣪, ௜࣪’s adjacent primitive ௝ܲ, and ௝࣪’s adjacent primitive ௞ܲ 
(Figs. 5b1-b2); 

• inverse-penetration: ܽ௫, which initially has a sequence of intersections with three 
adjacent primitives ௜࣪, ௜࣪, and ௞ܲ (where ௝࣪ is adjacent to both ௜࣪ and ௞ܲ), 
loses the intersections with ௝࣪ and ௞ܲ while keeping the intersection with ௜࣪ 
(Figs. 5b1-b2); 

• transfer+: ܽ௫ becomes intersecting with a partition ௜࣪ and not intersecting with 
one or more of ௜࣪’s lower-dimensional adjacent partitions (Figs. 5c1-c4); and 

• transfer–: ܽ௫ becomes not intersecting with a partition ௜࣪ and intersecting with 
one or more of ௜࣪’s lower-dimensional adjacent partitions (Figs. 5c1-c4); 

Otherwise, ܽ௫ does not gain or lose any intersection. Note the difference of the 
expressions to become intersecting with X and to gain an intersection with X. The 
former expression presumes the absence of intersections with X before the smooth 
transformation, while the latter one does not. This implies that transfer+ and transfer– 
always yield a change in the intersection state of the primitive, but propagation and 
penetration do not necessarily (e.g., Fig. 5b2). Similarly, to become not intersecting 
with X presumes the absence of intersections with X after the smooth transformation, 
while to lose an intersection with X does not. 
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(a1) (a2) 

 
(b1) (b2) 

 
(c1) (c2) 

 
(c3) (c4) 

Fig. 5. Examples of primitive-level events 

There are certain dependences between the primitive-level events that the 
primitives of one object may experience at the same time. For instance: 
• in Fig. 5a2, the propagation of the B-1D is triggered by the transfer of the 0D; 
• in Fig. 5b1, the penetration of the B-2D is triggered by the propagation of the L-

1D; and 
• in Fig. 5c2 the transfer– of the B-1D triggers the transfer– of the 0D. 

When a primitive-level event triggers other primitive-level events, the set of these 
events is called an event sequence. We consider that a primitive-level event, which 
does not trigger other primitive-level events, also forms an event sequence by itself. 

Now we are ready to introduce two families of conceptual neighbors, called SE-
neighbor (Single-Event-based neighbor) and SES-neighbors (Single-Event-Sequence-
Based neighbors):  

Definition (SE-neighbor): A relation ݎ௜ א ज is called a SE-neighbor of a relation 
௝ݎ א ज ך ሼݎ௜ሽ  if an instance of ݎ௝  can switch directly to ݎ௜  by a smooth 
transformation where only one of A’s primitives experiences only one primitive-level 
event (Fig. 6a) 

Definition (SES-neighbor): A relation ݎ௜ א ज is called a SES-neighbor of a relation 
௝ݎ א ज ך ሼݎ௜ሽ  if an instance of ݎ௝  can switch directly to ݎ௜  by a smooth 
transformation where all primitive-level events that A’s primitives experience jointly 
form one event sequence (Fig. 6b) 
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The definition of SE-neighbors generalizes the definition of concept neighbors of 
DLine-related relations in [9], while that of SES-neighbors generalizes the definition 
of conceptual neighbors of line-region relations in [4]. All SE-neighbors of a relation 
௜ݎ  are also SES-neighbors of ݎ௜, and all SES-neighbors of ݎ௜ are also conceptual 
neighbors of ݎ௜ (Figs. 6a-c). As a result, given a set of topological relations, the set of 
SE-neighbors are a subset of SES-neighbors, while the set of SES-neighbors are a 
subset of conceptual neighbors. Neighborhood graphs based on SE- and SES-
neighbors are, therefore, potentially useful when the CN-graphs need to be simplified 
for visualization.  
  

  
(a) (b) (c) 

Fig. 6. Smooth transformations, which establish (a) SE-neighbors, (a-b) SES-neighbors, and (a-
c) conceptual neighbors, respectively. 

5.  A Method for Deriving CN-graphs 

Given a set of relations, the process of deriving its CN-graph is divided into two 
steps; first, all pairs of conceptual neighbors are identified. By linking these pairs, we 
already obtain a CN-graph in a mathematical sense. However, we often go one further 
step, in which the relations are arranged in a diagrammatic space, such that the CN-
graph looks visually schematic. This study focuses on the first step, while the second 
step is left for other studies (e.g., [17]).  

Our method is summarized as follows: for each relation ݎ௜ in a given set of 
topological relations ज , the potential conceptual neighbors of ݎ௜ , called ݎ௜ ’s 
neighbor candidates, are derived computationally. Then, people manually check the 
validity of each neighbor candidate; i.e., whether ݎ௜ has a geometric instance that 
switches directly to the relation of the neighbor candidate by a smooth transformation. 
Fig. 7 illustrates the process of deriving the neighbor candidates of covers relation. 
Since our method is based on the 9+-intersection, relations are represented by the 9+-
intersection icons. First, the 9+-intersection icon for ݎ௜ is decomposed into rows. For 
each row, all possible patterns resulting from a smooth transformation are derived, 
using pre-computed lists of possible primitive-level transitions (Section 5.1). These 
possible patterns of each row are combined to rebuild the 9+-intersection icons. From 
these icons, some are removed if they do not represent any relation in ज. In addition, 
some are removed if they do not satisfy the necessary conditions in Section 5.2. We 
also conduct a similar process, starting from the decomposition of the 9+-intersection 
icon into columns. Finally, we pick up the icons derived from both processes, which 
represent ݎ௜’s neighbor candidates. For instance, the process in Fig. 7 results in three 
icons, which indicate that contains, equal, and overlap relations are the potential 
conceptual neighbors of covers relation. 
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Fig. 7. A process of deriving the potential conceptual neighbors of covers relation 

5.1. Listing Possible Primitive-Level Transitions  

In order to list all possible primitive-level transitions, we first have to identify all 
intersection states (i.e., the patterns of rows/columns) that each primitive may take. 
The set of intersection states that a primitive ݌ may take depends on ݌’s class (0D, 
B-1D, etc.) and the structure of the partner object (Fig. 8). Practically, this set is 
identified simply by listing all patterns of the 9+-intersection icon’s row/column that 
corresponds to the primitive ݌. For instance, from the eight 9+-intersection icons in 
Fig. 1b that represent the topological region-region relations in Թଶ, we can find that 
the region’s interior primitive (B-2D), boundary primitive (L-2D), and exterior 
primitive (U-2D) may take three, six, and two intersection states when the partner 
object is a simple region in Թଶ (Figs. 8b-d). Precisely speaking, this solution does 
not exclude the possibility that B-2D, L-2D, and U-2D may theoretically take other 
intersection states, but these additional intersection states, if they exist, are not 
relevant for deriving conceptual neighbors. 
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Fig. 8. Possible intersection states of 0D, B-1D, L-1D, B-2D, and U-2D primitives when the 
partner object is a simple region in Թଶ 

Next, for each of ݌’s possible intersection states, we judge the possibility of 
transitions to other intersection states by a smooth transformation. During a smooth 
transition, ݌  may experience primitive-level events (propagation, penetration, 
inverse-propagation, inverse-penetration, transfer+, and transfer–) that may yield a 
change of ݌’s intersection state (Section 4). What primitive-level events may occur is 
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restricted by the following constraints (suppose the primitives of the partner object 
form the partitions च ൌ ሼ ௜࣪ሽ  and ݌  initially intersects with all partitions in 
च୧୬୧୲ ك च but not others): 
݌ •  may experience a propagation in which ݌  becomes intersecting with ௜࣪ 

א) च ך च୧୬୧୲) only if ݌ is not 0D and ௜࣪ has an adjacent partition in च୧୬୧୲ with 
which ݌ intersects before and after the smooth transformation (Figs. 5a1-5a2); 

 becomes not intersecting ݌ may experience an inverse-propagation in which ݌ •
with ௜࣪ (א च୧୬୧୲) only if ௜࣪  has an adjacent partition in च୧୬୧୲ with which ݌ 
intersects before and after the smooth transformation (Figs. 5a1-5a2);  

 becomes intersecting with ௜࣪ and ݌ may experience a penetration in which ݌ •
௝࣪ א)  च ך च୧୬୧୲ , dimሺ ௜࣪ሻ ൏ ݀݅݉൫ ௝࣪൯ ) only if ݌  is not 0D, ௜࣪  and ௝࣪  are 

adjacent, and च୧୬୧୲ contains a ௜࣪’s adjacent higher-dimensional partition with 
which ݌ intersects before and after the smooth transformation (Figs. 5b1-5b2); 

 becomes not intersecting ݌ may experience an inverse-penetration in which ݌ •
with ௜࣪ and ௝࣪ (א च୧୬୧୲, dimሺ ௜࣪ሻ ൏ ݀݅݉൫ ௝࣪൯) only if ௜࣪ and ௝࣪ are adjacent, 
च୧୬୧୲ ך ൛ ௜࣪, ௝࣪ൟ contains a ௜࣪’s adjacent higher-dimensional partition with which 
  ;intersects before and after the smooth transformation (Figs. 5b1-5b2) ݌

݌ •  may experience transfer+ in which ܽ௫  becomes intersecting with ௜࣪ 
א) च ך च୧୬୧୲) and not intersecting with a set of partitions च୪୭ୱୣ (ك च୧୬୧୲) only if 
च୪୭ୱୣ contains a ௜࣪’s adjacent lower-dimensional partition; and 

݌ •  may experience transfer– in which ܽ௫  becomes not intersecting with ௜࣪ 
א) च୧୬୧୲) and intersecting with a set of partitions च୥ୟ୧୬ (ك च  च୧୬୧୲) only ifך
च୥ୟ୧୬ contains a ௜࣪’s adjacent lower-dimensional partition. 

With these constraints we can identify all possible intersection states of ݌ resulting 
from a smooth transformation. By repeating this process for every intersection state 
that ݌ may take, we obtain a table of possible transitions of p’s intersection state. For 
instance, Table 1 shows the possible transitions of the intersection state of a B-1D 
primitive (e.g., a DLine’s interior) when the partner object is a simple region in Թଶ. 
We can see that some transitions presume multiple primitive-level events. 

Table 1. Possibility of primitive-level transitions of a B-1D primitive when the partner object is 
a simple region in Թଶ . The primitive-level events that establish the transitions are also 
indicated (pr: propagation, pe: penetration, ipr: inverse-propagation, ipe: inverse-penetration, 
tr+: transfer+, and tr–: transfer–). 
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5.2. Necessary Conditions 

Given the neighbor candidates that are derived as the combination of primitives’ 
possible intersection states resulting from a smooth transformation, the following five 
conditions are used to remove invalid candidates. The last four conditions were 
relevant to the dependency between primitive-level events.  
• If ܽ௫  is entirely contained by ௜࣪  before the smooth transformation, then ܽ௫ 

cannot contain ௜࣪ entirely after the smooth transformation, and vice versa (Fig. 
9a) because there must be a moment that ܽ௫ is equal to ௜࣪; 

• If A’s primitive ܽ௫ experiences a penetration in which A becomes intersecting 
with two adjacent partitions ௜࣪ and ௝࣪ (dimሺ ௜࣪ሻ ൏ dim൫ ௝࣪൯), then A must have 
at least one primitive that is ܽ௫’s lower-dimensional neighbor and intersects with 
௜࣪ before the smooth transformation and with ௝࣪ after it (Fig. 9b); 

• Conversely, if ܽ௫ experiences an inverse-penetration in which A becomes not 
intersecting with ௜࣪ and ௝ܲ (dimሺ ௜࣪ሻ ൏ dim൫ ௝࣪൯), then A must have at least one 
primitive that is ܽ௫’s lower-dimensional neighbor and intersects with ௝࣪ before 
the smooth transformation and with ௜࣪ after it; 

• If ܽ௫ , which initially intersects only with an equal-dimensional partition ௜࣪ , 
becomes intersecting with ௜࣪’s adjacent lower-dimensional partition ௝࣪, then A 
must have at least one primitive that is ܽ௫’s lower-dimensional neighbor and 
intersects with either ௝࣪  or one of ௝࣪’s adjacent lower-dimensional partitions 
before the smooth transformation (Fig. 9c); and 

• Conversely, if ܽ௫, which initially intersects with a lower-dimensional partition ௜࣪, 
becomes intersecting only with an equal-dimensional partition ௝࣪ that is adjacent 
to ௜࣪, then A must have at least one primitive that is ܽ௫’s lower-dimensional 
neighbor and intersects with either ௜࣪ or one of ௜࣪’s adjacent lower-dimensional 
partitions after the smooth transformation. 
 

  
 

(a) (b) (c) 

Fig. 9. Illustration of necessary conditions: (a) if B-2D is entirely contained by ܴ°, it cannot 
contain ܴ° entirely after the smooth transformation, (b) in order for B-1D to experience a 
penetration, 0D (B-1D’s neighbor) should intersect with ߲ܴ before the smooth transformation 
and ܴ° after it, and (c) in order for B-2D to gain an intersection with ܦ°, L-1D (B-2D’s 
neighbor) should intersects with ܦ°, ௦߲ܦ, or ௘߲ܦ before the smooth transformation 
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6.  Case Studies 

To demonstrate the potential of the method proposed in Section 5, this section derives 
CN-graphs of five relation sets—topological region-region relations in Թଶ, ॺଶ, and 
Թଷ, Allen’s [16] interval relations, and topological DLine-region relations in Թଶ—
and compares them with the CN-graphs reported in previous studies. Recall that, 
given a set of n relations, our method computationally derives the potential conceptual 
neighbors of each relation. After checking the validity of these potential neighbors, 
we obtain a n×n Boolean matrix that shows the neighborhoods of the relations. How 
to represent these neighborhoods in a diagrammatic space is not supported by the 
current method, but in this section we visualized the CN-graphs such that they look 
schematic and structurally similar to existing CN-graphs (Figs. 10-13). 

Case 1: Topological relations between two regions in Թ2 
The 9-intersection (and naturally the 9+-intersection as well) distinguishes eight 
region-region relations in Թ2 [19]. We computed the potential conceptual neighbors 
of these eight relations. We found that these potential neighbors are all valid. In 
addition, we found they are symmetric (i.e., if r1 is a conceptual neighbor of r2, then r2 
is also a conceptual neighbor of r1). Fig. 10a shows the CN-graph we obtained. This 
CN-graph is exactly identical to the CN-graph developed by Egenhofer and Al-Taha 
[2] based on the possibility of smooth transformations (Fig. 1b).  

Case 2: Topological relations between two regions in ॺ2 
The 9-intersection (and the 9+-intersection as well) distinguishes eleven region-region 
relations in a spherical surface [14]. Again, we found that all computationally-derived 
potential conceptual neighbors of these relations are valid and symmetric. The 
obtained CN-graph (Fig. 10b) contains the CN-graph in Fig. 10a as a sub-graph and 
three more relations specific to ॺ2 (embraces, attaches, and entwined). This CN-
graph is similar to Egenhofer’s [14] CN-graph, but ours shows six more neighbors: 
attaches–embraces, attaches–overlap, attaches–disjoint, equal–overlap, equal–inside, 
and equal–contains. This is because Egenhofer’s CN-graph is based on the snapshot 
model instead of the possibility of smooth transformations. 

Case 3: Topological relations between two regions in Թ3 
The 9+-intersection (essentially the 9-intersection) distinguishes 43 region-region 
relations in Թ3 [15]. No CN-graph of these relations was reported before. One 
critical problem is that in Թ3 each relation has many conceptual neighbors (e.g., 
Fig. 11a). Indeed, our method derives on average 40.7 potential conceptual neighbors 
for each relation. For simplification, we consider only eight region-region relations 
that are common in Թଶ , ॺ૛ , and Թଷ . All computationally-derived potential 
conceptual neighbors of these eight relations were found to be valid and symmetric. 
The obtained CN-graph (Fig. 11b) is structurally similar to its two-dimensional 
counterpart in Fig. 10a, containing it as a sub-graph. This is reasonable because all 
smooth transformations possible in Թ2 are also possible in Թ3. Additional links 
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represent the smooth transformations possible only in Թ3. We found that disjoint, 
meet, and equal relations are conceptual neighbors of all other relations. The reader 
might feel strange that meet is a conceptual neighbor of inside or contains, but 
Fig. 11c shows the possibility of a smooth transformation between them established 
by two simultaneous primitive-level events. This implies that meet is not a SES-
neighbor of inside or contains. 

 

 

(a) (b) 

Fig. 10. CN-graph of topological region-region relations in (a) Թଶ and (b) ॺଶ, derived by the 
method in Section 5 

 
 

(a) (b) (c) 

Fig. 11. (a) Various possibility of smooth transformations in Թଷ. (b) A CN-graph of a subset of 
eight topological region-region relations in Թଷ [14], derived by the method in Section 5. (c) A 
smooth transformation from inside to meet, which is possible in Թଷ, but not in Թଶ. 

disjoint

meet

overlap

equalinside contains

coverscoveredBy

disjoint

meet

overlap

equalinside contains

coverscoveredBy

attachesembraces

entwined

disjoint

meet

overlap

equalinside contains

coverscoveredBy meet

inside



14      Yohei Kurata 

Case 4: Topological relations between two uni-directed lines in Թ1 
The 9+-intersection distinguishes 26 DLine-DLine relations in Թ1 [15]. Half of these 
relations, in which two DLines have the same direction, correspond to Allen’s [16] 
interval relations. We computationally derived the potential conceptual neighbors of 
these 13 relations, which were found to be valid and symmetric. The obtained CN-
graph (Fig. 12) looks similar to Freksa’s [1] CN-graph (Fig. 1a), but we found two 
more neighbors: starts–finishes and finished-by–started-by. These two neighbors 
presume a smooth transformation by dragging two endpoints of one DLine 
simultaneously. This transformation does not belong to the three types of smooth 
transformations discussed in [1]. On the other hand, starts and finished-by are not 
conceptual neighbors, because during a smooth transformation between starts and 
finished-by there is a moment when two DLines have the same length (i.e., equal 
holds). 

 

 
Fig. 12. A CN-graph of topological relations between two uni-directed lines in Թଵ (essentially 
a CN-graph of Allen’s [16] interval relations), derived by the method in Section 5 

Case 5: Topological relations between a DLine and a region in Թ2 
The 9+-intersection distinguishes 26 DLine-region relations in Թଶ [9]. Again, all 
computationally-derived potential conceptual neighbors of these relations were found 
to be valid and symmetric. Fig. 13 shows a sub-graph of the obtained CN-graph, 
which contains 19 DLine-region relations (the omitted seven relations are derived 
from the relations (m1)-(s1) by reversing the DLine’s direction). This graph looks 
complicated, but it is remarkably systematic. First, we can see a lattice that has five 
queues of relations from left-top to right-bottom and another five queues from right-
top to left-bottom. The upper-half of Kurata and Egenhofer’s [9] CN-graph in Fig. 1d 
is homeomorphic to this lattice. Most members of each queue are mutually conceptual 
neighbors. In addition, each member of one queue is a conceptual neighbor of most 
members in the next queue. Only two irregular neighbors that jump a queue are found 
between (p1) and (l) and between (n1) and (r1). 
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Fig. 13. A CN-graph of a subset of topological DLine-region relations in Թଶ [9], derived by 
the method in Section 5  

7.  Conclusions and Future Work 

CN-graphs are important for both schematization of spatial/temporal relations and 
qualitative spatio-temporal reasoning. Previous studies have developed a variety of 
conceptual neighborhoods using various concepts of conceptual neighbors. In this 
paper, we proposed a semi-automated method for deriving CN-graphs of topological 
relations, where conceptual neighbors are determined by the possibility of smooth 
transformations. The reliability of this method is indicated in our cases studies, where 
all computationally-derived candidates for the conceptual neighbors were found valid. 
Since our method is based on the 9+-intersection, CN-graphs can be derived for 
various sets of topological relations. For instance, 28 sets of topological relations 
between simple points, directed lines, regions, and bodies embedded in Թଵ, Թଶ, Թଷ, 
ॺଵ, and ॺଶ are identified in [15] based on the 9+-intersection. It is left for future work 
to examine for each relation set whether computationally-derived potential conceptual 
neighbors are always valid or not. In case this is not true, we have to find out 
additional constraints to remove invalid neighbor candidates. 

In this paper we did not discuss the methods for deriving SE- and SES-neighbors. 
Actually, SE-neighbors can be derived by a similar method. In this method, we use 
alternative lists of primitive-level transitions, which exclude all transitions that 
presume multiple primitive-level events with respect to A’s primitives. With these 
alternative lists, the neighbor candidates of a relation ݎ௜ are derived by the same 
algorithm. Then, some candidates are removed if their 9+-intersection icon is different 
from the 9+-intersection icon of ݎ௜ in multiple rows. The thick links in Figs. 10-13 
already show the SE-neighbors derived by this method. The method for deriving SES-
neighbors is now under development. For this method, we have to clarify all 
dependencies between primitive-level events. We expect that the simplified version of 
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CN-graphs based on SE- or SES-neighbors will be useful for visual schematization of 
spatial relations when the CN-graphs are complicated (e.g., Fig. 13). 

This paper has not discussed the design issues of CN-graphs; i.e., how to arrange 
the relations in a diagrammatic space such that the CN-graph looks visually 
schematic. Some design heuristics are discussed in [17], although the validity of these 
heuristics should be examined carefully with more examples. It is then an interesting 
future problem to integrate the work in this paper and the work on the design aspect to 
establish a consecutive method for deriving visually schematic CN-graphs. 
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