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Abstract—The ever-increasing amount of data in cellular
networks poses challenges for network operators to monitor the
quality of experience (QoE). Traditional key quality indicators
(KQIs)-based hard decision methods are difficult to undertake
the task of QoE anomaly detection in the case of big data. To
solve this problem, in this paper, we propose a KQIs-based QoE
anomaly detection framework using semi-supervised machine
learning algorithm, i.e., iterative positive sample aided one-class
support vector machine (IPS-OCSVM). There are four steps for
realizing the proposed method while the key step is combining
machine learning with the network operator’s expert knowledge
using OCSVM. Our proposed IPS-OCSVM framework realizes
QoE anomaly detection through soft decision and can easily
fine-tune the anomaly detection ability on demand. Moreover,
we prove that the fluctuation of KQIs thresholds based on
expert knowledge has a limited impact on the result of anomaly
detection. Finally, experiment results are given to confirm the
proposed IPS-OCSVM framework for QoE anomaly detection
in cellular networks.

Index Terms—Machine learning, quality of experience, key
quality index, one-class support vector machine, anomaly de-
tection.

I. INTRODUCTION

Fifth generation (5G) wireless communication has three

typical applications, i.e., enhanced mobile broadband (eM-

BB), ultra reliable low latency communications (URLLC),

and massive machine type communications (mMTC) [1].

According to the prediction of Cisco white paper, 5G will

provide enterprisers and consumers with a large number of

new applications, including anytime and anywhere video,

real-time communication, super reliable communication, high-

density and large bandwidth access, high-speed mobile access,

augmented reality (AR), virtual reality (VR), super large scale

Internet of things [2]–[11]. However, the advent of the 5G era
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has brought about an explosive growth in wireless data traffic,

while also placing higher demands on network operators to

ensure users’ experience.

The users’ experience on the services provided by the oper-

ator is defined as quality of experience (QoE) [12], [13]. Since

QoE is user-centered and subjective, it is difficult to perform

accurate measurement. As an alternative way, measurable key

quality indicators (KQIs) are designed for estimating QoE.

KQIs can be quantified and are service based. The QoE of a

service can be defined by several related KQIs for that service.

Therefore, if QoE of a service is abnormal, it will be reflected

in the corresponding KQIs. Big data on mobile networks

brings opportunities and challenges to network optimization.

At this stage, using KQIs data to monitor QoE is a common

method used by the network operator. Although massive

amounts of data make network optimization work difficult,

we can use data-driven anomaly detection on this issue. Our

research is based on KQIs data to realize anomaly detection

of the corresponding QoE. Once abnormal QoE is detected,

network operator can optimize the wireless network in time

to achieve optimization before complaint. Undoubtedly, it is

uneconomical and difficult to focus on each user’s QoE. We

are more concerned about the average QoE of users accessing

the same cell. For example, a simple idea is to calculate the

mean KQIs of users accessing the same cell to represent the

cell’s KQIs, and then use the cell’s KQIs to determine the

cell’s QoE.

Traditional QoE anomaly detection method makes hard

decision through thresholds and certain rules [14]. This will

bring about a series of problems, which will be explained

in Section II. Nowadays, both machine learning and deep

learning are widely used in wireless communications [15]–

[26] and internet of things (IoT) [27]–[31]. Also a lot of related

work have done for anomaly detection in cellular networks.

For example, isolation forest (IF) [32] and local outlier factor

(LOF) [33] are commonly used as unsupervised methods,

and stacked denoising autoencoders (SDAE) [34] and one-

class support vector machine (OCSVM) [35] are commonly

used as semi-supervised methods for anomaly detection. It is

worth mentioning that OCSVM is one of the most popular

machine learning methods for anomaly detection since the

algorithm uses only positive samples to train the classifier.

Many literatures have shown that OCSVM has good applica-

bility to various anomaly detection problems (such as intrusion

detection [36], industrial monitoring [37], and data diagnosis

in wireless sensor networks (WSNs) [38], [39]).

In this paper, we propose an iterative positive sample
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Fig. 1: Traditional KQIs-based hard decision.

aided OCSVM (IPS-OCSVM) framework to realize real-time

QoE anomaly detection. Our main contributions include the

following:

i) Based on KQIs data, our proposed IPS-OCSVM frame-

work can realize real-time QoE anomaly detection

through soft decision.

ii) We take full advantage of the network operator’s expert

knowledge on KQIs thresholds, and prove our framework

is robust and can withstand slight fluctuations in KQIs

thresholds.

iii) The proposed IPS-OCSVM framework can adjust the

ability of anomaly detection under specific requirements,

and it is very convenient for adjustment.

The remainder of this paper is organized as follows. In

Section II, we discuss related work about QoE anomaly

detection in cellular networks. Section III gives the problem

formulation. Section IV proposes the IPS-OCSVM framework.

In Section V, we analyze the performance of IPS-OCSVM.

Finally, we conclude our paper in Section VI.

II. RELATED WORK

QoE anomaly detection in cellular networks has long been

one of the most concerned issues for network operators. Most

of the research on this issue focuses on studying the impact of

network performance on QoE and the end-to-end experience

as a whole. Here we first discuss the traditional KQIs-based

hard decision, which is also the method that the network

operator often uses. There are three main steps in traditional

method: 1) Sets KQIs thresholds and makes rules; 2) Screens

out bad indicators for KQIs samples, and 3) Detects KQIs

samples leading to bad QoE according to the rules. For the

convenience of description, we call the value of an indicator

of a KQIs sample does not meet the threshold requirement

as a bad indicator. Fig. 1 gives a simple example of deciding

whether the QoE of web browsing service is abnormal.

The traditional KQIs-based hard decision making is very

simple and convenient, however, there are often problems in

actual use. Firstly, KQIs are not of the same importance.

It is inaccurate to judge QoE as abnormal by the number

of bad indicators. In additional, KQIs thresholds are based

on network operators’ expert knowledge which reflect the

statistical KQIs situation of most cells, and it is difficult to

adjust anomaly detection ability under different scenarios and

different requirements. For example, user-intensive areas are

often more difficult to secure QoE, where more radio resources

are need to be allocated, so our anomaly detection methods

need to be more sensitive to QoE anomalies in these areas

[13], which is a challenging task for traditional KQIs-based

hard decision method.

In [40], a three-layer mapping model from KQIs to QoE

and a KQIs five-level scoring system are established for data

services. Compared with the traditional hard decision method,

the three-layer mapping model can better reflect the KQIs

and QoE situation. The five-level scoring method provides a

more detailed qualitative description of the KQIs performance.

However, the traffic proportion of sub-services is time-varying,

and it is not very reasonable to determine the weights of

sub-services through the traffic proportion. Besides, as the

complexity of the network increases, it is challenging to

manually determine the exact thresholds for different KQIs in

different scenarios. When the network operator finds that the

result of the anomaly detection is slightly different from the

actual situation and needs to fine-tune the ability of anomaly

detection, then multiple thresholds need to be adjusted. In

[14], an object-oriented detection framework with a two-step

clustering, named as Hourglass Clustering, is used to provide

anomaly codebook for QoE anomaly detection. Hourglass

Clustering is a two-step clustering with dimension reducing

and dimension expanding, which uses feature matching to

achieve anomaly detection. Hourglass Clustering can capture

the characteristics of anomalous samples, but it is also difficult

to adjust the ability of QoE anomaly detection as needed.

Based on key performance indicators (KPIs) data, Peter

et al. [41], Szabo1cs et al. [42], and Gabriela et al. [43]

proposed KPIs-based QoE anomaly detection and diagnosis

frameworks for network operators. KPIs are the measure of

network performance. KPIs-based method is more convenient

for network optimization, however, KPIs cannot represent QoE

all the time [44]. QoE is not well estimated using KPIs data.

III. PROBLEM FORMULATION

When users use the network services provided by the

network operator, a large amount of KQIs data about the

services will be recorded. For network operators, it does not

make sense to focus on the QoE of a particular user. Network

operators are more concerned with the QoE of a cluster of

users, which makes network optimization more efficient and

economical. Thus, we calculate the average KQIs of all users

accessing a cell, and use this value to represent KQIs of the

cell to estimate the cell’s QoE. We use real 4G data from a

certain network operator, which recorded the synthesized data

service KQIs. Data service types include streaming services,

gaming services, instant messaging services, and web brows-

ing services. The data has a total of 41838 valid KQIs samples

from 324 different cells with 14 indicators and a time span of

7 days. The most important point is that we have reference

threshold for each KQI, but we do not know if QoE of each

KQI sample is good or bad. Fig. 2 illustrates a scenario for

estimating QoE with KQIs data.
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Fig. 2: Scenario description of QoE estimation using KQIs.

The data set we get has two features: large volume and high

dimension. Problems are posed as follows:

• How to identify KQIs samples leading to abnormal QoE

from massive data?

• How to fine-tune the ability of QoE anomaly detection

in an easy way for different scenarios and different

requirements?

• How to use KQIs thresholds based on expert knowledge

to guide QoE anomaly detection?

IV. OUR PROPOSED IPS-OCSVM FRAMEWORK FOR

KQIS-BASED QOE ANOMALY DETECTION

In this section, we will describe the entire steps of QoE

anomaly detection using IPS-OCSVM, followed by data pre-

processing, learning algorithm in IPS-OCSVM, fine-tuning

the parameters as needed, and implementation from offline

training to online detection.

A. Data Preprocessing with Expert Knowledge

Fig. 3 shows the process of data preprocessing using

KQIs thresholds based on expert knowledge. In order to

take advantage of the network operator’s experience in QoE

anomaly detection, we draw on the network operator’s KQIs

threshold.s For each KQI sample, we calculate the number

of bad indicators. Then we put KQIs samples with the same

number of bad indicators into the same set. In this way, we

divide the original large data set into several small data sets

according to the number of bad indicators in KQIs samples.

Fig. 4 shows the result of data preprocessing. Dl represents a

collection of samples with l bad indicators.

B. Learning Algorithm for the Proposed IPS-OCSVM Frame-

work

We will first briefly introduce OCSVM as a foreshadowing

of our proposed IPS-OCSVM framework. In order to trans-

form one-class classification problems into special two-class

classification problems, OCSVM projects the input space from

the original dimensional space into a higher dimensional space

to find a hyperplane that separates the projected examples from
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the origin with the maximum possible margin. The primal

quadratic problem defining the OCSVM classifier is [45]

P1 : min
ω,ξ,ρ

1

2
‖ω‖2 +

1

νn

n
∑

i=1

ξi − ρ

s. t. ω · Φ (xi) ≥ ρ− ξi (C1)

ξi ≥ 0, i = 1, 2, . . . , n (C2)

In (P1), xi is the sample in the original space and n is the

number of training samples. Φ represents the map from the

original space to the feature space, ω is the normal vector,

and ρ is the offset of the desired hyperplane in the feature

space. The slack variable ξi allows certain training samples

to be misclassified. The trade-off parameter ν ∈ (0, 1] proves

to be the upper limit of the proportion of training samples

that are classified outside the decision boundary, and a lower

bound on the fraction of supporting vectors.

The label of x can be predicted by f(x) [46], where the

definition of decision function f(x) is

f(x) = sgn(ω · Φ(x)− ρ) (1)

By using Lagrange multipliers, (P1) is converted to the

following quadratic dual problem (P2):

P2 : min
α

1

2

∑

i,j

αiαjK (xi,xj)

s. t. 0 ≤ αi ≤ 1/νn (C1′)
n
∑

i=1

αi = 1, i = 1, 2, . . . , n (C2′)

Then the decision function with a kernel expansion is given

as follows:

f(x) = sgn

(

∑

i

αiK(xi,x)− ρ

)

(2)

All training samples corresponding nonzero αi are called

support vectors. The kernel function K (xi,xj) is designed to

increase the positive sample dimension to find a hyperplane

to separate them. The choice of kernel function in OCSVM is

one of the key factors affecting the success of the algorithm.

More details could be found in [45]. The learning algorithm

in IPS-OCSVM uses OCSVM to iterate positive samples. The

corresponding pseudo code is summarized in Algorithm 1.

During the initialization process, we set kernel function

K (xi,xj) = K0 (xi,xj) and ν = ν0. The role of a suitable

kernel function and parameter ν will be described in Section

V.

Firstly, using D0 as the original normal data to solve (P2)

in OCSVM, the decision function f(x) can be obtained.

Secondly, the decision function is used to distinguish the

normal part N2 from the abnormal part A2 in D2, and the

normal part N2 in the D2 is updated into the total normal

data set N . By iterating according to this rule, we can get all

the normal samples and the final decision function.

Algorithm 1 The learning algorithm in IPS-OCSVM.

Input: Collection of KQIs samples with l bad indicator Dl,

l = 0, 1, . . . , k
Output: Decision function f(x), Normal part Nl and abnor-

mal part Al of Dl

1: Initialize N = D0, l = 1, ν = ν0,

K (xi,xj) = K0 (xi,xj);
2: While l ≤ k do:

3: Solve (P2) with N ;

4: Solve f(x) as in Eq. (2);

5: Solve Nl and Al with f(x);
6: Update N = N ∪Nl, l = l + 1;

7: End

C. Adjust the Ability of QoE Anomaly Detection

It is one of the advantages of our method to adjust the

anomaly detection ability as needed. The traditional hard

decision method adjusts the QoE anomaly detection ability

by adjusting the threshold. However, accurately adjusting

thresholds for multiple indicators is a challenging task. Our

method only needs to adjust the parameter ν to adjust the

QoE anomaly detection ability based on the original threshold.

Before actual use, we can compare different parameter values

on a labeled data set under certain requirements to determine

ν0. For example, the area under the receiver operating charac-

teristic curve (AUC), is widely used to estimate the predictive

accuracy of classifier. Besides, recall in Eq. (9) is the fraction

of the total amount of relevant instances that were actually

retrieved, also used to evaluate the performance of a classifier.

We record the corresponding AUC and recall in different ν
cases as A(ν) and r(ν). In order to obtain suitable adjustment

ν for the classifier for achieving maximal AUC subjects to

lower bound recall, then ν0 can be given as

argmax
ν

A(ν)

s. t. r(ν) ≥ 0.9

0 < ν ≤ 1

(3)

The impact of parameter ν on performance will be explained

in the performance analysis.

D. Offline Training and Online Detection

After preprocessing the historical data, executing the learn-

ing algorithm in the proposed IPS-OCSVM framework and

getting the decision function, we complete the whole pro-

cess of offline training. Online detection can be realized by

inputting real-time data into the decision function. The QoE

label of a previously unseen KQIs sample can be given by

f(x) easily. When f(x) = −1, the classifier decides that this

KQIs sample will result in a poor QoE. When f(x) = 1, the

classifier decides that the KQIs sample corresponds to the nor-

mal QoE. Obviously, our proposed IPS-OCSVM framework is

very simple and efficient in realizing real-time QoE anomaly

detection. Fig. 5 shows the flow from offline training to online

detection for IPS-OCSVM framework.
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Fig. 5: From offline training to online detection for our

proposed IPS-OCSVM framework.

V. PERFORMANCE ANALYSIS

In this section, we will analyze the IPS-OCSVM perfor-

mance from the following four aspects:

• Analyze the influence of using different kernel functions

on performance.

• Analyze the influence of different ν on performance.

• Analyze the influence of artificial experience fluctuation

on performance.

• Evaluate performance of our proposed IPS-OCSVM

framework on real test set.

A. Performance of IPS-OCSVM Framework using Different

Kernel Functions

To quantitatively show that the Gaussian kernel is the best,

we compare it to Linear kernel, Poly kernel, and Sigmoid

kernel. The definitions of Gaussian kernel, Linear kernel, Poly

kernel, and Sigmoid kernel are respectively

K (xi,xj) = exp

(

−
‖xi − xj‖

2

S

)

(4)

K (xi,xj) = x
T
i xj (5)

K (xi,xj) = (xT
i xj)

d (6)

K (xi,xj) = tanh(βxT
i xj + θ) (7)

We compare the performance of IPS-OCSVM framework

using different kernel functions in Fig. 6. We observe that the

curves of Linear kernel and Poly kernel are both cluttered.

Linear kernel, Poly kernel and Sigmoid kernel cannot identify

KQIs samples leading to bad QoE well, and obvious errors

have occurred. For example, a KQIs sample with 14 bad

indicators (all indicators are bad) will lead to bad QoE under

normal circumstances. In other words, as the number of bad

indicators increases, the final predicted abnormal proportion

should converge to 100%. But from the figure we can see that

except for the curve of the Gaussian kernel function, the curves

of the other kernel functions have some errors. Therefore in

this issue we choose the Gaussian kernel function for further

analysis.
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Fig. 6: Performance comparison of the proposed IPS-OCSVM

framework using different kernel functions.
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Fig. 7: Performance evaluation of IPS-OCSVM framework

(Gaussian kernel) using different ν.

B. Performance Evaluation using Different ν

As we described in Section IV, the proposed IPS-OCSVM

framework only needs to adjust the parameter ν for the

adjustment of QoE anomaly detection ability. The adjustment

of anomaly detection ability here means that if the network

operator finds that the existing QoE anomaly detection result

does not meet the actual needs, the request for determining

the abnormal QoE can be tightened or relaxed. The range

of parameter ν here is (0, 1]. We selected five different ν
values (ν ∈ {0.9, 0.5, 0.1, 0.05, 0.001}) to study the impact

of different ν on making decision.

With increasing the parameter ν in (P2), the number of sup-

port vectors and the number of misclassified training samples

both increase. The parameter ν is closely related to the pro-

portion of training samples that are misclassified outside the

decision boundary. In the KQIs-based QoE anomaly detection

problem, increasing the parameter ν makes the classifier more

sensitive to KQIs samples with some bad indicators. A KQIs

sample is more likely to be classified as a sample leading to

bad QoE in the case of larger ν. In Fig. 7, we can see that as

ν grows, the classifier is increasingly inclined to believe that

KQIs samples with bad indicators will lead to bad QoE. In

actual use, the network operator can fine-tune the parameter

ν for special requirements.

C. The Influence of KQIs Thresholds Fluctuation on Perfor-

mance

In actual use, different network optimization experts may

have slight differences in threshold settings under the same

condition. We set up experiments to verify the impact of this

KQIs thresholds fluctuation on IPS-OCSVM performance. We

use the vector th to denote original KQIs thresholds. The

upper bound of the new thresholds is 1.05th, and the lower

bound is 0.95th, which means that 5% random fluctuation

is allowed based on the original thresholds. We selected 5

different random results with obvious difference to show in

Fig. 8.

As can be seen in Fig. 8, the thresholds fluctuations within

5% have limited impact on our method, and the differences

are mainly concentrated in the D1 and D2 data sets. To

 

Fig. 8: Performance evaluation of the proposed IPS-OCSVM

framework using different fluctuating thresholds.

investigate the effect of threshold fluctuations on the detection

results, we use one-sample t-test, a statistical significant test, to

investigate whether there was a significant difference between

the multiple detection results with the fluctuating thresholds

and the detection result using the original thresholds on D1

and D2.

Significance testing needs four steps:

i) State the null and alternative hypothesis.

ii) Calculate the test statistic.

iii) Find the p-value.

iv) Compare p-value with α and decide whether the null

hypothesis should be rejected or accepted.

Taking the D1 data set as an example, we test whether the

detection results of the fluctuation thresholds and the detection

result of the original thresholds (abnormal rate is 0.6184) are

significantly different. Significance level here is α = 0.05.

Null hypothesis:

H0 : µ = 0.6148

Alternative hypothesis:

H1 : µ 6= 0.6148

TABLE I: One-sample t-test on the detection results of D1.

Test Value = 0.6148

t df
p-value

(2-tailed)

Mean
difference

95% confidence
interval of the difference

Lower Upper

D1 1.069 20 0.298 0.0140286 -0.013336 0.041393

Table I shows the result of one-sample t-test [47], [48] in

abnormal rate of D1 based on IBM SPSS Statistics 21, in which

relevant parameters are listed in Table II. By comparing p-

value= 0.298 with significance level α = 0.05, we accept the

null hypothesis, i.e., there is no significant difference between

the detection results with the fluctuating thresholds and the

result using the original thresholds on D1, for p-value> α.
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TABLE II: Main parameters in one-sample t-test.

Parameter Description

t t-statistic

df Degrees of freedom

p-value

Probability of observing a sample

statistic as extreme as the t-statistic

Mean difference
Difference between
sample mean and test value

95% confidence
interval of the difference

95% confidence
interval for the population mean

TABLE III: One-sample t-test on the detection results of D2.

Test value = 0.9095

t df
p-value

(2-tailed)

Mean
difference

95% confidence
interval of the difference

Lower Upper

D2 1.553 20 0.136 0.0066238 -0.002275 0.015523

Table III shows the result of one-sample t-test in abnormal

rate of D2. Similarly, there is no significant difference between

the detection results with the fluctuating thresholds and the

result using the original thresholds on D2. So far, we have

shown that IPS-OCSVM can withstand slight fluctuations in

the thresholds, and slight fluctuations in the thresholds have

no significant effect on the final detection result.

D. Performance Evaluation of the Proposed IPS-OCSVM

Framework Based on Real Test Data

We test the performance of IPS-OCSVM on the actual KQIs

samples with QoE tags. The methods we choose to compare

are semi-supervised OCSVM and SDAE (both using D0 as

training set), unsupervised IF and LOF, traditional KQIs-

based hard decision as for baseline. We use precision, recall,
F1 and AUC to evaluate the performance of the classifier.

AUC is the area under the ROC curve, which can give an

overall evaluation on the performance of different classifiers.

The calculation formulas of precision, recall and F1 are as

follows:

precision =
TP

TP + FP
(8)

recall =
TP

TP + FN
(9)

F1 =
2× precision× recall

precision+ recall
(10)

The classifier labels QoE of a KQIs sample as normal

or abnormal (i.e. binary classification). For each predicted

KQIs sample, there are only four possible outcomes, i.e. true

positive (TP), true negative (TN), false positive (FP) and false

negative (FN). They are respectively defined as below: TP is

correctly predicted as abnormal when the instance originally

labeled as abnormal. TN is correctly predicted as normal when

the instance originally labeled as normal. FP is incorrectly

predicted as abnormal when the instance originally labeled

as normal. FN is incorrectly predicted as normal when the

instance originally labeled as abnormal.

TABLE IV: Performance evaluation of the proposed IPS-

OCSVM framework based on the real test set which is

provided by network operators.

Method Precision Recall F1 AUC

IPS-OCSVM 0.9070 0.9905 0.9469 0.8740

OCSVM 0.9083 0.9428 0.9252 0.8578

SDAE 0.7708 0.9714 0.8596 0.6410

IF 0.6443 0.7302 0.6845 0.3840

LOF 0.6526 0.7397 0.6935 0.4001

Baseline 0.9946 0.5841 0.736 0.7882

Table IV shows the comparison results on the test set. By

comparing the performance on the test set, we find that our

proposed IPS-OCSVM framework sacrifices a little precision,

but in return for a huge increase in recall, F1 and AUC
when compared with the baseline method. The performance

of OCSVM and SDAE (both using D0 as training set) is also

inferior to that of IPS-OCSVM. Moreover, the complexity

and stability of SDAE are not as good as IPS-OCSVM. IF

and LOF are unsupervised methods, which do not combine

expert knowledge. It can be seen that their performance is

far less than the performance of IPS-OCSVM, OCSVM and

SDAE. IPS-OCSVM, OCSVM and SDAE all utilize expert

knowledge. Besides, IF and LOF are not as convenient as IPS-

OCSVM in real-time detection.

VI. CONCLUSIONS

In this paper, we have proposed an IPS-OCSVM framework

to realize KQIs-based QoE anomaly detection in cellular

networks. The proposed IPS-OCSVM can make soft decision

to realize adjustment of detection ability and use expert knowl-

edge reasonably while withstanding its fluctuation to realize

fast online detection after offline training. In future work, we

will consider the temporal relationship between KQIs samples,

which may make anomaly detection more effective.
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