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Abstract

Aiming to represent user characteristics and per-
sonal interests, the task of user profiling is playing
an increasingly important role for many real-world
applications, e.g., e-commerce and social networks
platforms. By exploiting the data like texts and user
behaviors, most existing solutions address user pro-
filing as a classification task, where each user is
formulated as an individual data instance. Never-
theless, a user’s profile is not only reflected from
her/his affiliated data, but also can be inferred from
other users, e.g., the users that have similar co-
purchase behaviors in e-commerce, the friends in
social networks, etc. In this paper, we approach
user profiling in a semi-supervised manner, devel-
oping a generic solution based on heterogeneous
graph learning. On the graph, nodes represent the
entities of interest (e.g., users, items, attributes of
items, etc.), and edges represent the interactions be-
tween entities. Our heterogeneous graph attention
networks (HGAT) method learns the representation
for each entity by accounting for the graph struc-
ture, and exploits the attention mechanism to dis-
criminate the importance of each neighbor entity.
Through such a learning scheme, HGAT can lever-
age both unsupervised information and limited la-
bels of users to build the predictor. Extensive ex-
periments on a real-world e-commerce dataset ver-
ify the effectiveness and rationality of our HGAT
for user profiling.

1 Introduction

By inferring user personality traits from user-generated data,
the task of user profiling is playing an important role in pro-
viding personalized services in real-world applications, e.g.,
e-commerce and social networks, etc. [Farnadi et al., 2018;
Lu et al., 2016; Chen et al., 2019; Wu et al., 2019a;
Liao et al., 2018]. Existing approaches consider user pro-
filing as a classification task to classify a user’s personal
profile (e.g., gender and age) with either textual or be-
havior information, where each user is set as an individ-
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Figure 1: User Profiling in the heterogeneous graph

ual data instance [Zamal et al., 2012; Dong et al., 2014;
Miura et al., 2017]. Nevertheless, we argue that existing user
profiling methods suffer from two common issues:

1. Only one type of information is used to infer user
profiles [Dong et al., 2014], whereas other types of
data cannot be naturally integrated. Very few related
works [Miura et al., 2017; Farnadi et al., 2018] touch the
multi-type user profiling problem. However, they need
to carefully design hand-crafted features or the fusion
method.

2. Only self-generated data is exploited to learn the user
profiling representation, whereas the rich interactions
among data instances are neglected. Such interactions,
e.g., the co-clicks and co-purchases in e-commerce,
the friendship relations among users in social network,
can be considered as semi-supervised signals which
are valuable to improve the inference of user pro-
files [Rahimi et al., 2018].

Recent studies have demonstrated that graph is capable to
provide a general representation to integrate multiple types
of data [Kipf and Welling, 2017; Ma et al., 2018; Cao et al.,
2019]. Figure 1 shows an example of a graph with heteroge-
neous information, where three kinds of nodes are applied to
represent three types of data, i.e., users, items, and attributes,
respectively. Inspired by the recent success of graph neural
network approaches in several tasks [Hamilton et al., 2017;
Wang et al., 2019b], we expect that they work well to learn
user profiles from multiple types of data. One rationality is
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that the neighborhood features could provide valuable semi-
supervised signals that are beneficial to infer user profiles.
For example, users that have similar co-purchase behaviors
in e-commerce are likely to be in the same age range. Al-
though a recent work [Rahimi et al., 2018] has explored graph
neural network for user profiling, it only deals with one type
of data, and needs non-trivial efforts (e.g., fusion strategy)
to migrate it to heterogeneous graph with multiple types of
data. Towards this research gap, we consider developing a
heterogeneous graph neural network method for user profil-
ing. In this paper, we propose a new framework, named het-
erogeneous graph attention networks (HGAT), to infer user
profiles within a multi-type data environment. HGAT is ca-
pable to model the rich unsupervised information in hetero-
geneous graph by encoding both the graph structure and node
features. Specifically, HGAT first learns user representation
by propagating information in the heterogeneous graph using
attention operations. Secondly, HGAT trains an end-to-end
semi-supervised user profiling predictor using limited labels
of users. To evaluate the performance of HGAT, we collect
a large-scale real-world dataset from an e-commerce portal.
Extensive experiments conducted on this dataset verify the
effectiveness of HGAT. Further studies verify the rationality
of each module designed. To sum up, the contributions of this

work are as follows:

• We propose to approach user profiling as a semi-
supervised classification task in the heterogeneous
graph, opening up an opportunity of developing generic
solutions to incorporate multiple types of data.

• We develop a heterogeneous graph attention networks
framework HGAT, sufficiently leveraging the graph
structure and node features to learn user profiles from
limited labeled data.

• We conduct extensive experiments on a large-scale real-
world dataset and verify the effectiveness of our method.

2 Related Work

2.1 User Profiling

Existing methods for user profiling usually firstly extract
features from texts, relations, behaviors and so on, and
then exploit machine learning techniques to infer users’ pro-
files [Rosenthal and McKeown, 2011; Zamal et al., 2012;
Dong et al., 2014; Liang et al., 2018; Li et al., 2012;
Wu et al., 2019b]. For example, [Rosenthal and McKeown,
2011] exploited logistic regression to predict users’ age based
on blog texts and online behavior of blog authors. [Zamal
et al., 2012] extracted designed features from twitter users
and their neighbors and then used SVM and GBDT models
to infer attributes of users. [Dong et al., 2014] proposed a
graphical model to infer users’ gender and age based on their
communication records in mobile networks.

Recently, modeling heterogeneous information in multiple
sources of user data for user profiling using deep learning has
gained significant interest. Specifically, [Miura et al., 2017]

used a complex neural network to unify text, metadata, and
user network representations with attention mechanism and
predict users’ geolocations. [Farnadi et al., 2018] proposed

a hybrid user profiling framework which uses separate deep
neural networks to extract information from different sources
and then integrates the decisions of these networks.

However, these approaches need to design either hand-
crafted features or fusion methods. What’s more, they need
large scale labels of users for supervised learning, whereas
many semi-supervised signals have been neglected. These
problems may limit the universality or the performance of
these approaches in various applications.

2.2 Graph Attention Networks

Graph Convolutional Network (GCN) [Kipf and Welling,
2017], which performs convolutional operations on graph-
structured data, has recently achieved appealing performance
in a variety of tasks, such as node classification [Kipf and
Welling, 2017], recommendation [Wang et al., 2019b] and
stock prediction [Feng et al., 2019]. They can encode both
graph structure and features of nodes without the need for
designing features or fusion methods. Graph Attention Net-
work (GAT) [Velickovic et al., 2018; Wang et al., 2019a]

extends the graph convolutional operations in GCN with
masked self-attentional layers, which enable attending dif-
ferent weights to different neighborhoods. [Hamilton et al.,
2017; Chen et al., 2018; Gao et al., 2018] proposed sampling
strategies and subgraph training methods and enabled the ef-
ficient application of GCN and GAT in large-scale graphs.

Recently, there are some preliminary works of applying
GCN for user profiling. [Rahimi et al., 2018] proposed a
multiview model based on GCN to infer users’ geolocations
in social media based on text and network information. They
also encounter the problem of needing the design of fusion
architectures. In this paper, we propose a general framework
that can directly model the information in heterogeneous net-
works and build user profiles.

3 Problem Formulation

In this section, we introduce Heterogeneous Graph and for-
mulate the Semi-supervised User Profiling problem.

3.1 Heterogeneous Graph

In this paper, we represent information networks (e.g., e-
commerce, social networks and so on) as heterogeneous
graphs. The structure of a heterogeneous graph is shown in
Figure 1. For a heterogeneous graph G = (V,E), V and
E denote the nodes and edges in the graph. The nodes V
are consisted of the set of users U , items I and attributes T .
The edges E have three types: User-User edges Euu that re-
flect the relationships between users, Item-User edges Eui

that express the interactions between users and items, and
Attribute-Item edges Eit that describe the attribute informa-
tion of items.

For example, in e-commerce, items are products and at-
tributes can be the words in the titles of products. Each
item (i.e., product) has some attributes (e.g., words), and each
user (i.e., consumer) may purchase some items. An Attribute-
Item edge describes a word exists in the title of a product, an
Item-User edge means that a user has purchased (or clicked)
a product, and a User-User edge represents that the two users
have co-purchased (or co-clicked) some same products.
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Subgraphs in Heterogeneous Graph

In this paper, according to the types of edges, the heteroge-
neous graph can be divided into three subgraphs: User-User
subgraph, Item-User subgraph and Attribute-Item subgraph.

User-User subgraph. User-User subgraph is consisted of
users and edges between them in the heterogeneous graph.

Item-User subgraph. The nodes in Item-User subgraph are
items and users in the heterogeneous graph. The edges in the
subgraph are the interactions between items and users.

Attribute-Item subgraph. The nodes in Attribute-Item
subgraph are attributes and items in the heterogeneous graph,
while the edges are the attribute information of items.

3.2 Semi-supervised User Profiling

In information networks, user profiles, which represent the
labels (e.g., demographic characteristics, interests, etc.) or
interests of users, are significant for personalized search, rec-
ommendation, advertisements and so on. However, in the real
world, user profiles are usually unknown due to privacy con-
cerns and other reasons. Consequently, user profiling, which
aims to infer user profiles, is significant for real applications.
One important user profiling problem is to infer the gender
and age labels of users [Zamal et al., 2012; Dong et al., 2014;
Farnadi et al., 2018].

Existed solutions usually follow the super-
vised paradigm [Rosenthal and McKeown, 2011;
Zamal et al., 2012; Dong et al., 2014; Li et al., 2012].
In this paper, we solve the user profiling problem under
the semi-supervised learning paradigm [Kipf and Welling,
2017]. Specifically, our goal is to use both the labels of some
users and a large amount of unsupervised information in the
heterogeneous graph, such as the interactions between users
and items and the attribute information of items.

Definition 3.1 (Semi-supervised User Profiling Problem)
Semi-supervised User Profiling aims to infer the labels of
users based on supervised labels of some users and large
scale unsupervised information in the heterogeneous graph.

4 Heterogeneous Graph Attention Networks

In this paper, we propose the heterogeneous graph attention
networks (HGAT) framework to solve the Semi-supervised
User Profiling problem in the heterogeneous graph.

As shown in Figure 2, HGAT is consisted of three parts:
the Input and Embedding Layer, the Heterogeneous Graph
Attention Layers and the Output Layer.

4.1 Input and Embedding Layer

In our framework, the input is the information of nodes and
edges derived from the heterogeneous graph.

For the embeddings of attributes (i.e., words), we use Fast-
Text [Bojanowski et al., 2017] to learn the embeddings of the
words using the whole item titles corpus. These embeddings
are regarded as low-dimension representations of attributes.

4.2 Heterogeneous Graph Attention Layers

For the representation learning in a heterogeneous graph,
there are two critical problems: (1) How embeddings of nodes
are updated? (2) How the information is propagated across
heterogeneous graph? For the first problem, we use three
Heterogeneous Graph Attention Operations for embedding
updating. For the second problem, we propose Meta-path
aware Graph Propagation to define the information propaga-
tion method in the heterogeneous graph.

Heterogeneous Graph Attention Operations

Heterogeneous Graph Attention Operations update the em-
bedding of a node based on information in its neighbors.
They transform the embeddings of nodes in graph G from

H ∈ R
|V |×F into new embedding matrix H

′ ∈ R
|V |×F ′

.
The difference between these operations is the calculation
method. Given a node i whose neighbors are Ni, Hetero-
geneous Graph Attention Operations will transform its em-
bedding from hi to h

′
i.

We exploit three kinds of Heterogeneous Graph Attention
Operations : Vanilla Attention Operation, Graph Convolu-
tional Operation and Graph Attention Operation.

Vanilla Attention Operation. This operation uses the
vanilla attention mechanism [He et al., 2018]. Given a node
i and its neighbors Ni, its new embedding h

′
i is calculated as

follows:

eij = c
T tanh(Whj + b)

αij =
exp(eij)∑

k∈Ni
exp(eik)

h
′
i =

∑

j∈Ni

αijhj

(1)

where the context vector c ∈ R
F ′

, the weight matrix W ∈
R

F ′×F and the bias vector b ∈ R
F ′

are parameters. These
parameters are used to calculate the attention score αij , which
measures the importance of a neighborhood node j to the
node i.

Graph Convolutional Operation. The Graph Convolu-
tional Operation uses the graph convolutional operation pro-
posed in GCN [Kipf and Welling, 2017]. The operation is
defined by the following formula:

Â = D̃
−1/2

ÃD̃
−1/2

H
′ = σ(ÂHW

T )
(2)

where Ã = A + I|V | is the adjacency matrix with added

self-loops (corresponding to the identity matrix I|V |), D̃ ∈

R
|V |×|V | is the degree matrix of Ã , W ∈ R

F ′×F is the
weight matrix, and σ denotes an activation function.

Graph Attention Operation. The Graph Attention Opera-
tion exploits the multi-head graph attention operation used in
Graph Attention Network [Velickovic et al., 2018]. Firstly,
it computes the attention scores between nodes based on a

shared attentional mechanism att : RF ′

× R
F ′

→ R. The
neighborhood of node i is denoted as Ni. For each node
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j ∈ Ni, the attention coefficient between node i and j is
eij . To make coefficients easily comparable across different
nodes, the softmax function is used to normalize the atten-
tion coefficient eij into the attention score αij .

eij = att(Whi,Whj)

αij =
exp(eij)∑

k∈Ni
exp(eik)

(3)

where the attention mechanism att is a single-layer feedfor-

ward neural network, parameterized by W ∈ R
F ′×F and

a ∈ R
2F ′

, and applying the LeakyReLU nonlinearity (with
negative slope 0.2):

att(Whi,Whj) = LeakyReLU(aT [Whi||Whj ]) (4)

where || represents the concatenation between two vectors.
Secondly, the node’s new embedding h

′
i is computed by using

the sum on its neighbors’ features, weighted by the attention
scores.

h
′
i = σ(

∑

j∈Ni

αijWhj) (5)

Multi-head attention is used to increase the representation
power. Specifically, K independent attention mechanisms are
performed using the transformation of Equation 5, and then

the results h
′(1)
i ,h

′(2)
i , ...,h

′(K)
i are aggregated together:

h
′
i = σ(agg(h

′(1)
i ,h

′(2)
i , ...,h

′(K)
i )) (6)

The aggregation function agg can be concatenation or aver-
aging. Specially, if we perform multi-head attention on the
final layer, we employ averaging. Otherwise, we apply the
concatenation operation.

Meta-path aware Graph Attention Propagation

In this paper, we propose Meta-path aware Graph Attention
Propagation to define the method of information propagation.

Attribute-Item, Item-User and User-User edges are key
pieces of information in the heterogeneous graph. Hetero-
geneous Graph Attention Layers exploit three layers, i.e., the
Attribute-Item Layer, Item-User Layer and User-User Layer,
to model these edges. These layers use the Attribute-Item,
Item-User, and User-User meta-paths, which correspond to
information propagation in the respective subgraph.

Attribute-Item Layer. The Attribute-Item Layer propa-
gates information from attributes to items. In this layer, we
use Vanilla Attention Operation to propagate information in
the Attribute-Item subgraph and learn embeddings of items
leveraging the embeddings of attributes and the edges be-
tween items and attributes. For example, in e-commerce, an
item’s embedding can be learned by using the embeddings of
words in the titles of this item (i.e., product).

Item-User Layer. The Item-User Layer propagates infor-
mation from items to users. In this layer, we use Vanilla At-
tention Operation to propagate information in the Item-User
subgraph and learn embeddings of users leveraging the em-
beddings of items and the edges between users and items. For
example, in e-commerce, a user’s embedding can be learned
by using the embeddings of items she has bought.

User-User Layer. The User-User Layer propagates infor-
mation from users to users. In this layer, we apply Graph
Convolutional Operation or Graph Attention Operation to
propagate information in the User-User subgraph and learn
embeddings of users. Finally, our model will embed all rel-

evant users into a matrix Hu ∈ R
|U |×FY where FY is the

dimension of the users’ embedding vectors, which is set to be
equal to the number of labels in the user profiling task.

4.3 Output Layer

We view user profiling as a semi-supervised and multi-class
classification task. The Output Layer predicts the labels
of users based on the learned embedding vectors of users.
For the user profiling task where FY is the number of cat-
egories (i.e., labels of users), we apply row-wise softmax
function on the users’ embedding matrix Hu and obtain Z ∈
R

|U |×FY , the predicted distribution of users’ labels.

4.4 Model Learning

For the learning of our method, cross-entropy is adopted
as the loss function to carry out end-to-end training for the
model. Specifically, the loss function is defined as cross-
entropy error over all labeled users:

L = −
∑

u∈UL

FY∑

f=1

Yuf logZuf (7)
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Nodes Edges

Users Items Attributes User-User Item-User Attribute-Item

54,161 203,712 10,218 36,043,982 817,136 1,580,202

Table 1: Statistics of nodes and edges in the dataset

where UL is the set of users that have labels, Y and Z are
the ground-truth and the predicted probabilistic distribution
of users’ labels respectively.

4.5 Mini Heterogeneous Graph Sampling

In real-world information networks, such as e-commerce
and social networks, the number of nodes and edges can
be millions or billions. Traditional graph convolution net-
works [Kipf and Welling, 2017] need all the nodes in the
graph are present simultaneously during the training proce-
dure, which is not appropriate to be applied in real applica-
tions. [Hamilton et al., 2017; Qiu et al., 2018] propose some
sampling methods to perform operations on large graphs.
However, they are designed for the homogeneous graph.

In this paper, we extend these methods and propose a new
sampling method for heterogeneous graph. To be specific, in
the training procedure, for each user in a batch, we sample
some nodes and edges corresponding to the meta-paths from
the heterogeneous graph and build User-User, Item-User and
Attribute-Item mini graphs. We apply the same weight for all
the edges in the sampling as previous work did [Hamilton et
al., 2017].

User-User mini graph. For each user, we first sample Lu1

users from the user’s neighbors and denote them as us1 . Then
for each user in us1 , we sample Lu2

users from the user’s
neighbors. We iteratively perform these operations k times
to obtain k-hop neighborhood information. The k-hop user-
centered mini graph is called the User-User mini graph.

Item-User mini graph. For each user in the k-hop mini
graph, we sample Li items that the user has interacted with.
The resulted graph is denoted as the Item-User mini graph.

Attribute-Item mini graph. For each item in the Item-
User mini graph, we sample Lt attributes to describe the item,
which leads to the Attribute-Item mini graph.

The representations of users are learned by applying Meta-
path aware Graph Attention Propagation operations on these
mini graphs, instead of the original graph.

5 Experiments

5.1 Datasets

To evaluate our proposed method in user profiling, we col-
lect a large scale real-world dataset from JD.com∗, one of the
most popular e-commerce portals in China. In this dataset,
users, items and attributes are consumers, products and words
in the titles of products respectively. The statistics of nodes
and edges in the dataset is shown in Table 1.

The profiles of users are the gender and age labels. The
statistics of each label is demonstrated in Table 2.

∗https://www.jd.com

Gender Age

Male Female < 26 26− 35 36− 55 > 55

31,717 22,444 3,403 29,322 12,888 8,548

Table 2: Statistics of each label in the dataset

5.2 Experimental Methods

In the experiments, we implement two instantiated models of
our framework: HGAT and HGCN.

• HGAT: a instantiated model of our framework. It uses
Vanilla Attention Operation in the Attribute-Item Layer
and Item-User Layer and the Graph Attention Operation
in the User-User Layer.

• HGCN: another instantiated model of our framework.
The only difference is that HGCN uses the Graph Con-
volutional Operation in the User-User Layer.

We compare our methods HGAT and HGCN with several
baseline methods for user profiling task.

• Logistic Regression (LR) is widely used in user profil-
ing due to its advantages of efficiency and good interpre-
tation ability [Rosenthal and McKeown, 2011].

• Support Vector Machine (SVM) is widely used to
solve classification and user analysis problems [Zamal
et al., 2012].

• Graph Convolutional Network (GCN) is a semi-
supervised learning algorithm on graph structured data.
It is widely used for node classification [Kipf and
Welling, 2017; Rahimi et al., 2018].

• Graph Attention Network (GAT) is a state-of-the-art
graph neural network model. By learning different at-
tention coefficients to neighbors, it can acquire a better
representation of nodes [Velickovic et al., 2018].

5.3 Evaluation Metrics

In the experiments, there are two classification tasks: gender
prediction and age prediction. We choose two metrics Accu-
racy and Macro-F1 [Wu et al., 2019a], which are widely used
in classification and user profiling problems, to evaluate the
performance of our model.

5.4 Implementation Details

In the experiment, we randomly split labeled users into train-
ing set, validation set and test set with the ratio 75:12.5:12.5
following previous works [Qiu et al., 2018].

During the training stage, we use the embeddings of all
relevant users (i.e., the user and her k-hop neighbors), but
only the labels assigned to the users in the training set. In the
validation and testing stages, we use the labels of users in the
validation and test set to evaluate our model respectively.

In the Mini Heterogeneous Graph Sampling procedure, the
number of neighborhood samples is set as follows: k =
2, Lu1

= 10, Lu2
= 4 for User-User mini graph, Li = 10

for Item-User mini graph, Lt = 10 for Attribute-Item mini
graph. When we use FastText [Bojanowski et al., 2017] to
process the texts, we set the output dimension of word em-
bedding as 200. We adopt Adam as the optimizer and set
weight decay to 5e−4. The value of multi-head K = 8. The
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Methods
Gender Prediction Age Prediction

Accuracy Macro-F1 Accuracy Macro-F1

LR 0.505 0.499 0.220 0.203
SVM 0.501 0.492 0.189 0.183
GCN 0.453 0.411 0.370 0.231
GAT 0.463 0.433 0.397 0.206
HGCN 0.508 0.509 0.415 0.246
HGAT 0.570 0.561 0.440 0.232

Table 3: Performance of methods for User Profiling

learning rate, dropout rate, mini-batch size, are set to 0.005,
0.6, 64 for gender prediction and 0.1, 0.2, 32 for age predic-
tion, respectively.

6 Results and Analysis

6.1 Overall Comparison

The performance of HGAT, HGCN and baseline methods is
presented in Table 3.

From this table, we can find that:

(1) For gender prediction, HGAT achieves the best results
in both Accuracy and Macro-F1.

(2) For age prediction, HGAT achieves the best results in
the metric of Accuracy and HGCN achieves the best results
in the metric of Macro-F1.

(3) HGAT and HGCN both achieve impressive improve-
ments than state-of-the-art methods like GCN and GAT,
which proves the superiority of our framework.

6.2 Ablation Study

Both HGCN and HGAT use three layers in the Heteroge-
neous Graph Attention Layers: Attribute-Item Layer, Item-
User Layer, and User-User Layer. To investigate the effec-
tiveness of the first two layers in our framework, we conduct
experiments using variants of HGCN and HGAT.

• HGCN1: It is a variant of HGCN, but it only uses
the User-User Layer in the Heterogeneous Graph Atten-
tion Layers (i.e., no Attribute-Item Layer and Item-User
Layer), which is the way we implement GCN on such
large graph. The feature of a user is the average of em-
beddings of words in the items which the user has inter-
acted with.

• HGCN2:It is a variant of HGCN, but it only uses the
Item-User Layer and User-User Layer in the Heteroge-
neous Graph Attention Layers (i.e., no Attribute-Item
Layer). The feature of an item is the average of em-
bedding of words in the title of the item.

• HGAT1: It is a variant of HGAT, but it only uses the
User-User Layer in the Heterogeneous Graph Atten-
tion Layers, which is the way we implement GAT on
such large graph. The features of users are the same as
HGCN1.

• HGAT2: It is a variant of HGAT, but it only uses the
Item-User Layer and User-User Layer. The features of
items are the same as HGCN2.

Figure 3: Performance of HGCN, HGAT and their variants

We evaluate HGCN, HGAT and these variants on the gen-
der prediction task and demonstrate the performance in Fig-
ure 3. The experiment results on the age prediction task are
similar. From the experiment results in this figure, we can
find that:

(1) The prediction performance is improved when we add
the Attribute-Item Layer and Item-User Layer, which exploit
attention operations to automatically learn embeddings of
items and users based on information in their neighborhoods.

(2) The information propagation operations between het-
erogeneous nodes are effective for user profiling in the het-
erogeneous graph.

(3) Our framework can effectively integrate the hetero-
geneous data in the network and achieves appealing perfor-
mance for user profiling.

7 Conclusion and Future Work

In this paper, we have addressed the task of user profiling
in a semi-supervised manner, which aims to solve two chal-
lenges in user profiling: single type of input data and negli-
gence of semi-supervised signals. Unlike previous work that
considered the user profiling as a classification task with self-
generated user data, we have proposed heterogeneous graph
attention networks (HGAT) to learn the representation for
each entity by accounting for the graph structure, and present
attention mechanisms to examine the importance of neighbor-
hood entities. Thus, HGAT is capable to leverage both unsu-
pervised information and limited labels of users to construct
the predictor. Experiments on a large-scale real-world dataset
have shown that HGAT outperforms state-of-the-art baselines
for user profiling. We have also verified the effectiveness of
components in HGAT.

To our best knowledge, our framework is the first method
that can automatically model multi-relation graph structure
and node features in heterogeneous networks for user profil-
ing, without the need of designing hand-crafted features or
fusion method. This opens up a new opportunity of solving
various problems based on heterogeneous networks.
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