
PUBLICATIONS MATHÉMATIQUES DE L’I.H.É.S.

EDWARD BIERSTONE

PIERRE D. MILMAN

Semianalytic and subanalytic sets

Publications mathématiques de l’I.H.É.S., tome 67 (1988), p. 5-42

<http://www.numdam.org/item?id=PMIHES_1988__67__5_0>

© Publications mathématiques de l’I.H.É.S., 1988, tous droits réservés.

L’accès aux archives de la revue « Publications mathématiques de l’I.H.É.S. » (http://

www.ihes.fr/IHES/Publications/Publications.html) implique l’accord avec les conditions géné-
rales d’utilisation (http://www.numdam.org/conditions). Toute utilisation commerciale ou im-
pression systématique est constitutive d’une infraction pénale. Toute copie ou impression de
ce fichier doit contenir la présente mention de copyright.

Article numérisé dans le cadre du programme
Numérisation de documents anciens mathématiques

http://www.numdam.org/

http://www.numdam.org/item?id=PMIHES_1988__67__5_0
http://www.ihes.fr/IHES/Publications/Publications.html
http://www.ihes.fr/IHES/Publications/Publications.html
http://www.numdam.org/conditions
http://www.numdam.org/
http://www.numdam.org/


SEMIANALYTIC AND SUBANALYTIC SETS

by EDWARD BIERSTONE (1) and PIERRE D. MILMAN (2)

Dedicated to Stanislaw Lojasiewicz for his sixtieth birthday.
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0. Introduction

The theory of semianalytic and subanalytic sets originates in the work of Loja-

siewicz [19, 20, 21] and (for subanalytic sets) has been elaborated by Gabrielov [II],

Hironaka [17, 18] and Hardt [13, 14]. Hironaka, in particular, has used his desingu-

larization and local flattening theorems to prove the following fundamental results:

Let M be a real analytic manifold and let X be a subanalytic subset of M.

Theorem 0.1 (Uniformization theorem). — Suppose that X is closed. Then there is a

real analytic manifold N (of the same dimension as Vi) and a proper real analytic mapping <p : N -> M

such that <p(N) = X.

(1) Research partially supported by NSERC operating grant A9070.
(2) Research partially supported by NSERC operating grant A8849.
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Theorem 0.2 (Rectilinearization theorem). — Assume that M is of pure dimension m.

Let K he a compact subset of M. Then there are finitely many real analytic mappings <p^ : R"1 -> M

such that'.

(1) There is a compact subset L^ of V^^for each ?, such that U< ̂ (LJ is a neighbourhood

ofK in M.

(2) For each i, (^(X) is a union of quadrants in R"* (cf. Definition 5 A).

Hironaka has used these theorems to establish the basic properties of subanalytic

sets, as well as to give new proofs of Lojasiewicz's theorems on semianalytic sets. Den-

kowska, Lojasiewicz and Stasica [6, 7, 22], on the other hand, have used Lojasiewicz's
<( normal partitions 5? [21] to prove subanalytic analogues of his semianalytic results.

Their approach seems motivated partly by an understandable reluctance to use resolution

of singularities when it suffices to use techniques whose proofs are completely accessible.

But they do not obtain Theorems 0.1 and 0.2 above.

From the point of view of analysis, Theorems 0.1 and 0.2 express the most

important aspects of resolution of singularities. However, they are essentially different

from resolution of singularities because the morphisms involved are not required to

be bimeromorphic. In this article, we give short elementary proofs of Theorems 0.1

and 0.2, using neither desingularization nor local flattening. Our approach (Theo-

rems 4.4 and 5.1) stands in the same relation to local resolution of singularities of real

or complex analytic spaces as Zariski's uniformization theorem [28] does to desingu-

larization of algebraic varieties. But our proofs are much simpler than those of [28].

The definition of " subanalytic set9? adopted here is <c locally, a projection of
a relatively compact semianalytic set ". (See Section 3.) From this point of departure,

Theorem 0.1 is an immediate consequence of the analogous assertion for real analytic

sets (Theorem 5.1). (Theorem 5.1 in the complex case would seem already close to

resolution of singularities.) For Theorem 0.2 we use, in addition to Theorems 0.1

and 4.4, the fact that, if X is a subanalytic subset of R", then the Euclidean distance

function d{x, X) has subanalytic graph; this is equivalent to subanalyticity of the

complement of a subanalytic set (cf. Theorem 3.10 and Remarks 3.11).

In the various treatments of semianalytic and subanalytic sets, the order of develop-

ment of the theory is, of course, dictated by the definitions of departure and the techniques

employed (normal partitions in the case of Lojasiewicz et al.y desingularization in the

case of Hironaka, ...). Interest in the theory has recently grown, stimulated partly by

applications. But much of the literature is available only as mimeographed notes, and

has an aura of technical difficulty which is unjustified.

One of our aims in this article is to describe certain simple techniques from which

the fundamental properties of semianalytic and subanalytic sets can be obtained in a

systematic way. For this reason, we present an exposition of the basic theory, although

we have made some choice of topics to keep the paper of reasonable length. None of

the results presented here is original. Neither are the techniques of Sections 1-3: Elemen-
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tary treatments of semialgebraic sets, based only on the Tarski-Seidenberg theorem

and Thorn's lemma, have already been given; for example, in the excellent exposition

of Goste [4]. We apply the same techniques to semianalytic sets, using the Weierstrass

preparation theorem in the simplest possible way. Our proofs of the " fiber-cutting

lemma " (Lemma 3.6) and the theorem of the complement for subanalytic sets are

essentially those of [6, 7], although we avoid the use of normal partitions.

The reader interested only in the uniformization and rectilinearization theorems

can go directly to Sections 4 and 5, referring to Section 3 only for the subanalyticity

of the distance function and the fact that any closed subanalytic set is, locally, a proper

image of an analytic set of the same dimension (Proposition 3.12).

Sections 6 and 7 illustrate how useful the uniformization theorem is (though it

can be avoided in our proof of Lojasiewicz's inequality, which follows an idea attributed

to Hormander by Lojasiewicz). Two simple techniques play important parts in our

treatment of subanalytic sets: the use of functions with subanalytic graphs (in particular,

the distance function d(x, X)), and a fiber-product construction (which greatly simplifies

Tamm's proof of subanalyticity of the smooth points of a subanalytic set [26]).

The only prerequisites for this article are the Weierstrass preparation theorem

and some related elementary properties of analytic sets. The paper is otherwise self-

contained, with the exception of Theorem 1.3, a simple proof of which is given in [4].

The bibliography is not meant to be a complete guide to the literature, but we have
tried to include the original sources of all the results presented.

We are grateful to Gilles Raby for pointing out some errors in the original
manuscript.

1. The Tarski-Seidenberg theorem and Thomas lemma

Definition 1.1. — The class of semialgebraic subsets of R" is the smallest collection

of subsets containing all {x eR" : 'P(x) > 0}, where P(A:) = P(^, ..., ^J is a poly-

nomial, which is stable under finite intersection, finite union and complement.

Clearly, XCR" is semialgebraic if and only if there exist polynomials/^) and

&,W, i = 1, .. .,p, j = 1, ..., q, such that

x == ̂ x :^ = °5^ > °̂  = ̂ - • - ̂ -

We begin with the approach of Lojasiewicz [21] and P. Cohen [3] to the Tarski-
Seidenberg theorem (cf. [4]).

Definition 1.2. — Let X be a subset of R". A function/: X ->VL is semialgebraic

if, for every semialgebraic subset T of R^4'1,

{MeR^^eX^J^eT}

is semialgebraic.
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This definition implies that X is semialgebraic. Clearly, polynomials are semi-

algebraic. It is easy to see that differences and products of semialgebraic functions are

semialgebraic.

Theorem 1.3. — Let P(A:,j), x = (A?i, ..., ̂ J, be a polynomial. Then there is a semi-

algebraic partition { Ai, ..., A^ } of R" such that, for each k = 1, ..., m, either P has constant

sign (> 0, < 0, or = 0) for all x e A^ <wrfj^ e R, or ^A^ .̂m^ finitely many continuous semi-

algebraic functions ^ < ... < ^ 072 A^ J^A ^Afl^

(1) { ̂ ), ..., Sr^)} is the set of zeros of P(A-,jQ, for each x e A^;

(2) ^ rî n of P(A:,J/), A: ^Aj^, depends only on the signs ofy — ^{x), i == 1, .. .5 r^.

p^o/. — See [4, Thdoreme 2.3]. D

Corollary 1.4. — Let Pi(A*,^), ..., V^x^y) be polynomials^ where x == (x^, ..., A:J.

Then there is a semialgebraic partition { Ai, ..., A^ } of R^ ^<:A ^Aa^, /or ^a<:A A = 1, ..., m,

the zeros of Pi, .. .5 P( on A^ ar^ ^z'y^ by continuous semialgebraic functions ^ < ... < ^ ,

flyzfif ̂  rî n of each fy{x,jy) on A^ depends only on the signs of y — ^{x), i == 1, ..., r^.

Proof. — Induction on t. Suppose that Pi, ..., P( satisfy the assertion. If P(+I

is another polynomial, let Bi, ..., By denote a partition ofR" and ^1, ..., ^ the roots

of P(+I on B^, as provided by Theorem 1.3. The assertion for Pi, ..., P<+i follows

by dividing each A^ n B^ into semialgebraic subsets such that all ^ — .̂ have constant

sign on each of them. D

Theorem 1.5. (Tarski-Seidenberg theorem). — The image of a semialgebraic set

XCR^I by the projection R"4'1 -^R" is semialgebraic.

Proof. — Say X == Uf^i n?==i{ Pi/^?j0 ^O}? where each P,, is a polynomial
and CT^ denotes either > or ==. Apply Corollary 1.4 to the P .̂; the projection of X

is a union of certain A^. D

Corollary 1.6. — A function is semialgebraic if and only if its graph is semialgebraic.

Proof. — Let XCR" and let / :X-^R be a function. Suppose that / is

semi-algebraic. Let T == {(^, z) eR2 \y = z}. Then, according to Definition 1.2,

graph/== {{x,y) e R"4'1: A? e X, [y^f(x)) e T } is semialgebraic.

Conversely, suppose that graph/is semialgebraic. Let TC R2'4'1 be semialgebraic.

Then

{^x)eRP-}•n:xeX^tJ{x))eT}

= 7r({(^, x,y) : [x,y) e graph/, (t,y) e T}),

where n is the projection n{t, x,y) == {t, x)y is semialgebraic, by Theorem 1.5. D
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Definition 1.7. — Let X C R"1 and Y C ̂  be semialgebraic. A mapping /: X -> Y

is semialgebraic if its component functions are each semialgebraic. (Equivalent^, if

graph /CR^" is semialgebraic, or if g of is semialgebraic for every semialgebraic
function g : Y -> R.)

Corollary 1.8. — T& ^m^ o/' a semialgebraic set by a semialgebraic mapping is semi-

algebraic.

It follows from the Tarski-Seidenberg theorem that the closure (and thus the

interior) of a semialgebraic set is semialgebraic. The basic properties of semialgebraic

sets are all consequences of the Tarski-Seidenberg theorem and the following lemma

of Thorn. In Section 2 below, we will use the same techniques locally to deduce the

basic properties ofsemianalytic sets, so we say nothing more about semialgebraic sets here.

Lemma 1.9 (Thorn's lemma). — Let P^x), ..., PJA-) be a finite family of polynomials

in one variable, which is stable under differentiation. Let

m

A=n^eR:P^)o,0},

where each a^ denotes either >, < or =. Then:

(1) A is either empty or connected (and therefore a point if G, is == for one nonconstant

polynomial P^, or an open interval otherwise).

(2) If A + 0, then A = nr=i { x 9' P,W ̂  0 }, where a, means >, ^ or ==, according

as a^ is >, < or ==.

Proof. — Induction on m. The assertion is trivial when m == 0. Suppose it is true
for m — 1, where m ̂  1. Arrange Pi, .... P^ so that P^ has maximal degree in this

family. Then PI, ..., P^_i is stable under differentiation. Let A' == H^ix: T,{x) a, 0 },

so that A == A' n { x : f^{x) a^ 0}. Suppose A' 4= 0. If A' is a point, the result is clear.

If A' is an open interval, then the derivative of P^ has constant sign on A', so that P
is monotone (or constant) on A'. The result follows. D

2. Semianalytic sets

Let ^ be a ring of real-valued functions defined on a set E. Let S(^) denote the

subsets ofE which are<c described by " ̂ \ i.e., the smallest family of subsets ofE containing
a^ {/W > 0}, / e ̂ , which is stable under finite intersection, finite union and
complement.

Equivalently, S(^) means the subsets of E of the form X = Uf=i n?«i X^,

where each X,, is either {f^{x} == 0 } or {f^x} > 0 }, ̂ , e ̂ . (We say that X is " des-
cribed by " {^}.)
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Let M be a real analytic manifold. If U is an open subset of M, let ^(U) denote

the ring of real analytic functions on U.

Definition 2.1. — A subset XofMis semianalytic if each a e M has a neighbourhood U

such that XnUeS( (P(U) ) .

Lojasiewicz's version of the Tarski-Seidenberg theorem [21]:

Theorem 2.2. — IfX e S(̂ i, ..., ̂ ]), then 7c(X) e S(^), where n : E X R* -> E

i.y ̂  projection n{x, t) = A:.

Proo/'. — Suppose that X is described in E X R6 by the functions

f,{x,t) = S ^,aW^ J = l , ...^
|a |^N

where each coefficient \j a e J2/. (We use multiindex notation: a = (a^, ..., a^) eN*,

where N denotes the set of all nonnegative integers, | a [ = 04 + ... + ^9 and
t^ = t^ ... ^*.) Then X is the inverse image of a semialgebraic set X' by the mapping

A(x,t) = {Ux),t), where \{x) = (X^W). Therefore,

TC(X) == ^(A-^X')) = { x : (X(^), ^) e X', for some 1 } == ̂ ^^'(X')),

where TC'((^J,^) =(X,.J. Since ^'(X') is semialgebraic, by the Tarski-Seidenberg

theorem, then 7r(X) eS(^). D

In fact, the analysis behind the Tarski-Seidenberg theorem extends to S(M) [jy]

and thence (using the Weierstrass preparation theorem) to semianalytic sets:

Definition 2.3. — Let X be a subset of M. A function/: X ->R is semianalytic if

its graph is semianalytic in M X R.

Proposition 2.4. — Letfi{x,y), .. ',ft(x,jy) e (P(M) [y\. Then there is a semianalytic

partition { A^, ..., A^ } of M such that, for each k = 1, ..., m:

(1) The zeros of f^ ..., / on A^ are given by continuous semianalytic functions

Sx<.. .<^.

(2) The sign of eachff{x,y) on A^ depends only on the signs of the y — ^(x).

Proof. — Say/,(x,j0 = S^,^ X,,,(.v)y, j = 1, . . . , t . Then each

/AJO = W^).

where ,̂ = (^ a) and P/X,^) is a polynomial. For the P,(X,jQ, consider the semialgebraic

partition { A^} and, for each k, the continuous semialgebraic functions '̂ (X) given by

Corollary 1.4. Then f^x, ̂ W)) = P,(X(^), ^'(X^))) = 0, when X(x) e A^. Take

A» = X-^A^) and S. == ^ o X. D
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There is a several-variable version of Thorn's lemma, due to Efroymson [10],

which can be extended, locally, to analytic functions (3):

Definition 2.5. — Let U be an open subset of M. A finite family f^ ... ,/^ e (P{U)

is separating if, for any semianalytic subset A of U of the form

A=n^{xeU:f,{x)a,0},

where each <^ is either >, < or =, we have:

(1) A is either empty or connected.

(2) If A 4s 0, then the closure of A in U,

A^n^eU:/^)^0},

where (^ is ^, < or =, according as c-; is >, < or ==.

It is easy to see that (2) is equivalent to:

(2') If A 4= 0 and B is also given by sign conditions on the /,, then BC A if and

only if every strict sign condition (i.e., > or <) on the^ in B is also satisfied in A.

Theorem 2.6. — Any finite family of analytic functions on M can he completed^ in some

neighbourhood of a given point, to a separating family.

Proof. — Induction on m == dim M. Let /i, .. .,/p e ^P(M). By the Weierstrass

preparation theorem [24, Ghapt. II, Th. 2] we can assume that any given point of M

admits a coordinate neighbourhood U such that:

(1) U == U' X I, where U' is an open subset ofR"1"1 and I is an open interval.

(2) Let { x ^ y ) = (^i, ..., x ^ _ ^ y ) denote the coordinates of U = U' X I. Then

each f\x^y) == u^x^y) gj{x,y), where Uy is an analytic function vanishing nowhere

in U, and gj is a monic polynomial in y whose coefficients are analytic functions on U',

such that, for each x e U', all real roots of gj{x,jy) belong to I.

Each g^ e ̂ (U') [j] C ̂ (U' X R). Clearly, it is enough to show that g^ . . . , gy

can be completed to a separating family, shrinking U' if necessary. If m = 1, this is

just Thorn's lemma: we get a separating family by adding all nonconstant derivatives

of all orders.
In general, we add all nonconstant derivatives of g^ ...,,?„ with respect to y

of all orders, to get g^, ..., gy, gy +1, ..., gy + „ all monic my (except for constant factors).

By Proposition 2.4, there is a semianalytic partition {B^, ..., Bg} of U' such that,

(3) A similar approach is taken by F. Fernandez, T. Recio and J. Ruiz, Generalized Thorn's lemma in semi-
analytic geometry. Bull. Polish Acad. Sci. Math. 35 (1987), 297-301.
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for each k = 1, . . . ,^ the zeros of g^ . . . ,^+g over B^ are given by continuous

semianalytic functions ^ < . .. < S^? and the sign of each g,{x,jy) on B^ depends only

on the signs ofthej» — ^{x). After shrinking U' if necessary, each B^ can be described

by finitely many analytic functions on U'. By induction (again perhaps shrinking U'),

we complete the list of functions which describe the Bj^ to a separating family, say

gp+q+ l{x), ...,^4-a+r(A:)•

Then g^ .. . , 5 p + g + y is a separating family in U' X R: Suppose that

»4-a+ r

A= n {(^JQ:^JO^O},

where each or, is either >, < or =. Let

p + Q+ r

^^^^A^O},

and let ^i < ... < S{ denote the roots of g^, .. ̂ gp+q over B. Let TC : LT x R -> U'
be the projection. By Thorn's lemma, if XQ eB, then A n Tr"1^) is either empty, or

a root {XQ, S<(A:o)), or an interval {(A:o,^) ^(^o^J^ Si+i^o)} (where, in the latter
expression, ^ may be — oo and Si+i may be +00)- Then, since the sign of gj{x,jy),

j = 1, .. . , p + y, on B depends only on the signs of thej/ — SiW? A is either empty,

or {{x, SiW) : A: e B }, or {{x,y) : x e B, ^(A:) <j^ < Si+iW}- In each ^^ A is either

empty or connected.
Suppose A =(= 0. Let

p+«+ r

A'= n^ {(^):^,j/)^o},

where CT. is ^, ^ or ==, according as o-, is >, < or =, and let A be the closure of A

in U' X R. Clearly, A C A'. It remains to show that A' C A. By induction,

p+ff+ r

B= n { x : g , { x ) a , 0 } .
j =-. p + q + 1

Let XQ eB. Since the gj{x,y), j == 1, .. . , j& + q, are monic with respect to y, we can

find a neighbourhood V O{XQ in U' and K > 0 such that the roots ^i, ..., ̂  are bounded

in absolute value by K on B n V. Thus, for all x e B n V, A n ({ x } x [- K, K]) =t= 0,

so that A nTc"1^) 4= 0. By Thorn's lemma, there are two possibilities for the fiber

of A' over XQ:

(1) A point, which therefore coincides with the fiber of A over XQ.

(2) A closed interval with non-empty interior. Suppose that (^o,j0 belongs to

its interior. Then surely g,{xo,jy) CT, 0, j == 1, . . .^+^ where each cr, is a strict

inequality. So {xo,y) eA. Thus the whole closed interval lies in A.

Therefore, A' C A. D
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Corollary 2.7. — Let X be a semianalytic subset of M. Then:

(1) JSz^ry connected component of X ^ semianalytic.

(2) TA^ family of connected components of X ^ locally finite (in particular, /m^ t/' X ij

relatively compact).

(3) X i.y locally connected.

Proof. — It is enough to show that each a e M has a neighbourhood U such that

X n U has finitely many connected components, all semianalytic in U. Let U be a

neighbourhood of a such that X n U can be described using finitely many elements

fi9 • • -9/p of^P(U). By Theorem 2.6, shrinking U if necessary, we can complete/i, .. .,fp
to a separating family/i, .. .,/p,/p +1, • • •5/p+a. Then X n U is a disjoint union of
finitely many connected semianalytic subsets of U, each given by a sign condition on

eachy,,^== 1, . . . , p + q. D

Corollary 2.8. — The closure, and thus the interior, of a semianalytic set is semianalytic.

Proof. — This is again immediate from Theorem 2.6. D

Corollary 2.9. — (1) Let X be a semianalytic subset ofM, and let U C X be a semianalytic

subset ofM which is open in X. Then, locally, U is a finite union of semianalytic sets of the form

{^6X:/^)>0,...,/,W>0},

where the f, are analytic functions.

(2) Every closed semianalytic subset ofM is, locally, a finite union of sets of the form

{^:/i(^0,...,/,(^0},

where the f^ are analytic functions.

Proof. — (1) Locally, we can complete a list of analytic functions used to describe X

and U to a separating family, say /i,...,^. Then U = = = U f = i T , , where each

T, = n^i{^/iW ̂  0}, T, =(= 0, and cr,,. is either >, < or ==. Let V, be the open
semianalytic set given by the intersection of the sets with strict sign conditions in the pre-

ceding representation of T,. Then each T,C V,, so that UC X n n?=i V,.

To show X n V^ C U, for each i: X n V, is also a union of semianalytic sets
given by sign conditions on each/,. Let A be one of these sets. By the definition of V,,

every strict sign condition satisfied in T, is also satisfied in A. Therefore T, C A (by
condition (2') following Definition 2.5). Since U is open in X, U n A 4= 0. Thus,

necessarily, AC U (U is a disjoint union of sets of the form n ^ = i { fjW ^ 0 }, so that

A must either be one of these, or be disjoint from U).

(2) follows from (1). D
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Thorn's lemma suggests a stronger version of Theorem 2.6:

Proposition 2.10. — Let /i, .. .,/„ e fl?(M). Z^ ^ e M. TA^ ^r^ is a semianalytic

open neighbourhood U of a, and a separating family Ai, ..., hy. Ay 4.1, ..., hy^.y e ̂ (U) .̂ A

^A^ A, ==/, | U, j == 1, ..., j&, flwrf ̂  collection {A^} of subsets of V of the form

p+s

Q {^eU:A^)<y,0},

wA^ ;̂A CT, zj ri^r >, < or =, ^ a semianalytic stratification ofV; i.e.:

(1) U is the disjoint union of the A^.

(2) Each A^ ^ a connected semianalytic subset and analytic submanifold of M.

(3) f Condition of the frontier " . ) IfA^ n A^ =)= 0, ̂ /z A^C A^ awrf dim A^ < dim A .

Proof. — This follows the proof of Theorem 2.6, the notation of which we take up

again here. We can assume that U and U' are semianalytic and, by induction, that

the subsets
P+fl+ r

^-^J^'^^'

where cr, is either >, < or ==, form a semianalytic stratification of U'. Shrinking U' if

necessary, we can assume that, for each B, the roots ̂  < ... < ^ of gi[x,jy), ..., gy + q{x,jy)

over B have graphs which are semianalytic in M. Then U is a disjoint union of semi-

analytic sets of the form

V+<2

A = nj(^jQ E U' X I : x e B, g^y) o, 0 },

where each (jj is either >, < or =. Since {g^ ..., gp+q} is stable under differentiation

with respect toy, every root ^{x) of each gj{x,y) over B is a simple root of one of the gj.

Since B is an analytic manifold, the ^ are analytic and A is an analytic manifold. The

condition of the frontier is also clear from the proof of Theorem 2.6. D

Corollary 2.11. — Let { X,} be a locally finite family of semianalytic subsets of M. Then

there is a locally finite semianalytic stratification { A^ } of M which is c< compatible " with each X^

(i.e. each X^ is a union of certain A^).

Proof. — Each point a e M admits a neighbourhood in which the X, are described

by finitely many analytic functions/i, ...,/p. Then Proposition 2.10 means there is

a semianalytic neighbourhood U of a and a finite semianalytic stratification of U which

is compatible with X^ n U. The global assertion follows. D

Remark 2.12. — Corollary 2.11 allows us to define the dimension of a semianalytic

set X: If X = UfcAjfe is a stratification, put dimX == max^dimA^.

This definition is independent of the stratification: dim X = d if and only if X
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contains an open set homeomorphic to an open ball in R", but not an open set homeo-
morphic to an open ball in R', for e > d.

The following theorem of Lojasiewicz [21] (which has a global analogue for semi-

algebraic sets) distinguishes semianalytic from more general subanalytic sets:

Theorem 2.13. — Let XC M. Then X is semianalytic of dimension ̂  k if and only if,

locally in M, there is an analytic set Z of dimension < k such that XC Z, X — X is semianalytic

of dimension-^ k — 1, and X — (interior of X in Z) is semianalytic of dimension^. k — 1.

Example 2.14 (Osgood). — Let G(j>) = G{yi,^,^) be a formal power series such
that G(^, xi x^, ̂  ̂  e") = 0. Then G = 0. Write G(jQ == S^ G,(j>), where G,(jy) is a

homogeneous polynomial of order j. Then 0 = G^,^^,^^^') = S^^G^l,^,^^').
Therefore, for each j, G,(l, .Vg, .Vg e"') = 0; hence G, = 0.

Let <p : R2 -> R3 be the mapping (p(.<-i, ^) = (^, ̂  ̂ , ̂  ̂  e11"). Then

X = y ( { ^ + ^ 1})

is not semianalytic: Since there are no nontrivial convergent power series relations

G(A?i, A-i ;»2, ̂  ̂  ̂ •) = 0, R3 itself is the smallest real analytic set containing (the germ
at 0 of) X.

Thus, the Tarski-Seidenberg theorem is false for semianalytic sets.

Lemma 2.15. — Let AC BC M, where B is semianalytic. Let A^ = A n B (the closure

of A in B; and let Ag = A — B — A (the interior of A in B;. Then A is semianalytic if and

only if AI — A and A — Ag are semianalytic.

Proof. — " Only if" is clear. " If": B - A^ and A^ are disjoint open and closed
subsets of their union B — (A^ — Ag), which is semianalytic since

AI - As == (A! - A) u (A - Aa).

Therefore, Ag is semianalytic and then A == Ag u (A — Ag) is semianalytic. a

Proof of Theorem 2.13. — " If" is clear. " Only if": Locally, X is a union of finitely
many sets of the form

A = ̂ {W > 0} n ̂ {/A) - 0},

where/i, ...,/. are analytic. Then n?.=i{/A) > 0} is open and

Y:=. n,{ / ,w=o}
S-r+l

is an analytic set. After perhaps shrinking the local neighbourhood, there is a proper

analytic subset Y' ofY such that Y - Y' is an analytic manifold of dimension == dim Y

[24, 27]. Since A is open in Y, if dim Y > dim A, then AC Y\ In this case, repeat the

argument using Y'... Eventually, A lies in an analytic set Z of dimension = dim A
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because any decreasing family of germs of analytic sets stabilizes (as the ring of convergent

power series is Noetherian [24]).

Now, A — A is semianalytic, and A — (interior of A in Z) is semianalytic, by

Lemma 2.15. Since, by Corollary 2.11, we can stratify A and A — A simultaneously,

the frontier of A has dimension < dim A. Let Ag be the interior of A in Z. Stratify A

and Ag simultaneously. Then Ag includes all strata of A of dimension = dim A. (Such

a stratum cannot include frontier points of another stratum, by the condition of the

frontier.) Thus, A — Ag has dimension < dim A. D

3. Subanalytic sets

Let M denote a real analytic manifold.

Definition 3.1. — A subset X of M is subanalytic if each point of M admits a neigh-

bourhood U such that X n U is a projection of a relatively compact semianalytic set

(i.e. there is a real analytic manifold N and a relatively compact semianalytic subset A

of M X N such that X n U = TT(A), where TT : M X N -^ M is the projection).

From the basic properties of semianalytic sets we obtain: The intersection and

union of a finite collection of subanalytic sets are subanalytic. Every connected component

of a subanalytic set is subanalytic. The family of connected components is locally finite.

A subanalytic set is locally connected. The closure of a subanalytic set is subanalytic.

We will prove that the complement (and thus the interior) of a subanalytic set

is subanalytic.

Definition 3.2. — Let XCM and let N be a real analytic manifold. A mapping

f: X ->N is subanalytic if its graph is subanalytic in M X N.

Clearly, the image of a relatively compact subanalytic set by a subanalytic mapping

is subanalytic.

Definition 3.3. — Let X be a subanalytic subset of M. Let x e X. Then A? is a smooth

point of X (of dimension k) if, in some neighbourhood of x in M, X is an analytic sub-

manifold (of dimension K). We say that X is smooth if every point of X is a smooth point;

i.e., X is an analytic submanifold of M.

In the following four lemmas of [6, 7] (cf. [11]), U and V are finite-dimensional

Euclidean spaces, W = U © V, and n: W -> U denotes the projection.

Lemma 3.4. — Let X be a relatively compact semianalytic subset of W. Then X is a finite

union of connected smooth semianalytic subsets A such that, for each A:

(1) The rank rk (̂7c [ A) is constant on A.

(2) The linear subspaces T^ A n V, A* e A, admit a common complement in V, and the

subspaces ^(T^A), x e A, admit a common complement in U. (Here, T^A denotes the tangent

space of A at x.)
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(3) There is an analytic function g in a neighbourhood of A such that g > 0 on A and

g = 0 on A —- A.

Proof. — Let k = dim X. The result is obvious if k = 0. If k > 0, there is a semi-

analytic subset Y of X such that dim Y < k and X — Y consists of smooth points of

dimension k. By induction on k, we can assume that the result holds for Y. Therefore,

we can assume X is smooth and also connected.

Let Xo = { x e X : rk^rc | X) is maximal}. Then Xp is semianalytic and

dim(X — Xg) < A. Locally, X^ lies in an analytic set of dimension k\ therefore, we

can assume there are analytic functions h^ ..., h^_^ (n == dim W) defined in a neigh-

bourhood ofXp such that each h^ vanishes on Xg and, ifZ == { x : the gradients grad h^{x)

are linearly dependent}, then dim XQ n Z < k. By induction, we can assume rk^(7r | X)

is constant on X and the gradients grad h^[x) are linearly independent on X.

Let G^(W) denote the Grassmanian of ^-dimensional linear subspaces ofW. Given

linear subspaces E of U and F of V, let G^p == { T e G^(W) : F is complementary to

T n V in V, and E is complementary to 7c(T) in U }. Clearly, G^ p is an open semi-

algebraic subset of G^(W). There exist finitely many such pairs (E, F) such that

G,(W)=UG^.
Now X = U(E F) { x e X : T^ X e Gg p }. Each set in this union is open in X;

we will have (1) and (2) once we show it is semianalytic. Let S == {(^i, ..., z^-k) e W""*:

^D • • • ? zn-k are li11^1' dependent}. If (^i, . .., z^-k) e W"^ — S, let S{z^ ..., z^-k)
denote the orthogonal complement of the subspace spanned by z^ ..., z^-k9 Then

S : W""^ — S -> G^(W) is a continuous semialgebraic mapping. Put

H(A-) = (gradAiM, ..., grad h^_^x}).

Then S^G^r) is a semialgebraic subset of W""*, and

{ x e X : T, X e G^p } = X n H-^S-^p))

is semianalytic.

To get (3), suppose we have A satisfying (1) and (2). Locally, A -— A lies in an

analytic set Y of dimension < dim A, so, by induction, it suffices to prove (3) for A — Y.

We can assume Y = {x : g^x) == . . . == gy{x) =0}, where the gj are analytic functions.

Take g = S^j. D

Remark 3.5. — It is clear from Lemma 3.4 (1) how to extend the definition of

dimension from semianalytic to subanalytic sets. The dimension of a subanalytic set is

the highest dimension of its smooth points.

Lemma 3.6 (Fiber-cutting lemma). — Let 'K be a relatively compact semianalytic subset

of W. Then there are finitely many smooth semianalytic subsets B of X such that:

(1) 7r(X)=7r(UB).

(2) For each B, n \ B : B -> U is an immersion.

(3) For each B, the subspaces 7r(T^ B), A: e B, have a common complement in U.
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Proof, — Let k = dim X. Write X as a finite union of connected smooth semi-

analytic subsets A as in Lemma 3.4. For U^^fc^? t^le result holds by induction.
On the other hand, each A such that dim A = k and rk(7r | A) = k already satisfies (2)

and (3). Consider A such that dim A == k and rk(7T | A) < k. By induction, it is enough

to find a semianalytic subset Z of A such that dim Z < dim A and 7r(A) == 7i(Z).

It follows from Lemma 3.4 (2) that, for every x e A, the fiber A^) == A n n~ l{n{x))

is a submanifold of^"^?^)) and, for each connected component G of A^^p G — C + 0.

The function g of Lemma 3.4 (3) is positive on C and zero on C — C. Let

Z = = { x e A : d ^ g \ (Tg A n V) = 0 }, where d^ g denotes the tangent mapping of g at x;

i.e. Z is the set of critical points of the restrictions of g to the fibers A^p x e A. It follows

from the first assertion of Lemma 3.4 (2) that Z is semianalytic. For every component C

as above, g is not constant on G, so that dim Z < dim A, and g has a positive maximum

on G, so that Z n G 4= 0 and TT(Z) === 7r(A). D

Lemma 3.7. — Assume that, in U, the complement of every subanalytic sets is subanalytic.

Let B denote a bounded smooth semianalytic subset of W such that n \ B : B -> U is a local dijfeo-

morphism. For every u e U, let [L{u) denote the number of points in the fiber B^ = B n n~l{u).

Then ^(u) is bounded on U.

Proof. — Clearly y,(u) < oo, for all u e U, and pi is lower semicontinuous. Let

G == 7c(B — B). Then G is a closed subanalytic subset of U of dimension < dimU;

in particular, it is nowhere dense in U. Therefore, it is enough to prove that (A is bounded

on U — C. By the hypothesis, U — G is subanalytic, hence has finitely many connected
components. But [L{u) is constant on each of them. D

Definition 3.8. — Let <p : X ->Y be a mapping between sets. For any positive

integer s, let X^ denote the j-fold fiber product

X ; = = { x = ( ^ , . . . , O e X 8 : 9 ( ^ ) = ... ==9(^%

and let <p : X^ -^Y denote the induced mapping <p(x) = <p(^1).

Lemma 3.9. — Assume that, in U, the complement of every subanalytic set is subanalytic.

Let X be a relatively compact subanalytic subset of W. Suppose that the number of points \i.(u) in

a fiber X^ == X n Tir^) is bounded on U. Then W — X is subanalytic.

Proof. — For each s, let

A, = { x = (A:1, ..., Xs) e W^ : xi == Xs for some i + j }.

Then Xs n (W^ — A,) is a relatively compact subanalytic subset of W5. Put
C,^{ueV:^u)^ ^ } a n d D , = = { ^ e U : (JL(^) = s}. Then C, = n{X8 n (W^ - A,))

and hence D, = C, — C,+i are subanalytic. There exists t such that

U = Do u DI u ... u D( .
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Now W - X = U^o(^W - X). But each

TT-I(D,) - X == 7c-i(D,) n^((W x Xs) n (W^1 - A,^)),

where /?: W X W -> W is the projection. Since (W X X') n (W^4-1 — A,_n) is sub-

analytic in W X W8 and " W-relatively compact" (i.e. its intersection with /^(K)

is relatively compact, for every compact KCW), then TC^D,) — X is subanalytic.

Hence W — X is subanalytic. D

Theorem 3.10 (Theorem of the complement). — Let M be a real analytic manifold

and let X be a subanalytic subset of M. Then M — X is subanalytic.

Proof. — We can assume that M is an Tz-dimensional Euclidean space W and that

X is relatively compact. The result is trivial if n == 0. We argue by induction on n. There

is a finite-dimensional vector space Z and a relatively compact semianalytic subset B

of W X Z such that X = TT(B), where TC : W X Z -> W is the projection. By the fiber-

cutting lemma, we can assume that B is smooth, TT | B is an immersion, and the 7r(T^ B),

x e B, have a common complement V in W.

Case 1. dim B < n. Let U be a complement ofV in W, and let TCQ : W ^ U ® V -> U

be the projection. Since dim U < n, our theorem is true in U, by induction. By Lemma 3.7,

the number of points in the fiber B n (^ o Tr)""^) is bounded on U. Therefore, the

number of points in TT(B) n Trj"1^) is bounded. By Lemma 3.9, the complement of

X == 7r(B) in W is subanalytic.

Case 2. dim B == n. Then TT [ B is a local diffeomorphism. Let G = B — B. Then

Tc(C) is subanalytic and of dimension < n, so that W — ^(G) is subanalytic, from Case 1.
Since W — 7r(B) is open and closed in W — ^(G), it is also subanalytic. Now

W - 7T(B) == (W - 7T(B)) U (7T(B) - 7T(B)) = (W - 7r(B)) U (7C(G) - 7T(B) 0 7T(C)).

Since 7r(B) n 7c(C) is subanalytic of dimension < n, it follows from Case 1 that W — 7r(B)

is subanalytic. D

Remarks 3.11. — (1) Let X be a subanalytic subset of R71. Then the distance

function d{x, X) = min^^: | x — z \ is subanalytic: We can assume that X is relatively

compact. Let A = {{x, z,y) e R" X R" X R : z e X,j/ ^ [ x — z \}. Then A is subanalytic.

Let TC denote the projection r:{x, z ^ y ) == (.v,j/). Then {(^5 y) e R" x R \y ^ d{x, X)} == TT(A)

is subanalytic, and the assertion follows from the theorem of the complement.

It is easy to see that, conversely, subanalyticity of the distance function implies

the theorem of the complement.

(2) Let M and N be real analytic manifolds and let X and T be subanalytic

subsets of M and N, respectively, where T is compact. Iff'. X X T -> R is a continuous

subanalytic function, it follows as in (1) that g{x) ==min^yf(x,t) is a subanalytic

function on X.

Proposition 3.12. — Let M. be a real analytic manifold and let X be a closed subanalytic

subset of M. Then each point of X admits a neighbourhood U such that X n U == TT(A), where
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A is a closed analytic subset of U X R0, for some q, dim A == dim X n U, and n | A is proper

(where n: U X R" -> U is the projection).

Proof. — First assume that X is semianalytic. Let a e X. By Corollary 2.9 (2),

a has a neighbourhood U such that X n U is a finite union of sets of the form

Y = { ^ e U : / , W ^ O , z = l , . . . ^ } ,

where each^ e^(U). Let A C U X R2' be the closed analytic subset

A =={(^) = (̂ i, .. .,̂ ) :/,W -j/f = 0, i = 1, .. .,^}.

Then dim A === dim Y, Y = 7c(A) and n \ A is proper, where n: U X R^ -> U is the

projection.

In fact, we can assume that U is an open neighbourhood of a = 0 in R"1. Then

there exists e > 0 such that D == { x = {x^ ..., xj : S^ ̂  e } C U. Then

B == {{x,y, t) : S^ + t2 == s,/,W - - j / ? = = 0 , i = = l , . . . , ^ }

is a compact real analytic subset of U X R^+1 such that dim B == dim Y n D and

Y n D = TT'(B), where TT' : U x R^4'1 -> U is the projection.

Our assertion for X subanalytic follows using the fiber-cutting lemma. D

There are several equivalent definitions of c< subanalytic ":

Proposition 3.13. — Let M be a real analytic manifold, and let X be a subset ofM. Then

the following conditions are equivalent:

(1) X is subanalytic.

(2) Every point of M has a neighbourhood U such that

X n U = U (/n(AJ-/A)),
i==l

where, for each i = 1, .. .,p and j == 1, 2, A .̂ is a closed analytic subset of a real analytic

manifold N,3, f^ : N,, ->• U is real analytic, and /,, | A,,: A,, -> U is proper.

(3) Every point of M has a neighbourhood U such that X n U belongs to the class of

subsets ofV obtained using finite intersection, finite union and complement, from the family of closed

subsets ofV of the form f {A), where A is a closed analytic subset of a real analytic manifold N,

/: N -^ U is real analytic, and f\ A is proper.

Proof. — (2) implies (1), by the theorem of the complement. (1) implies (3):

Suppose that U is an open subset of M and A is a relatively compact semianalytic subset

of M X R3' such that TC(A) = X n U, where n: M X R" -> M is the projection. Let

G = A - A. Then 7r(A) = n(K) - (n{A) - ̂ (A)) = n(K) - (7r(G) - (7c(A) n 7r(C))).

Since n(C) — (7c(A) n TT;(G)) is subanalytic, by the theorem of the complement, and

of dimension < dim7r(A), the result follows by induction and Proposition 3.12.
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(3) implies (2): By (3), every point of M has a neighbourhood U such that X n U

is a union of sets of the form X' == n^i(^i(A,i) -^(A^)), where each A,, is a

closed analytic subset of a real analytic manifold N,^, and g^: N,^ -> U is a real

analytic mapping such that g^ | A,^ is proper. Let A^C n^i N,i be the fiber product

of the A,i over U, and let ^ = ^n o ̂  : n^i N,i -^ U, where ^ is the projection

to NH. Let A^ be the disjoint union of the A^ X^A^; Ag is a closed analytic subset

of the disjoint union N2 of the N,i X N,3. Let & : N3 -> U be the mapping induced

by the ,̂1 o 7r,i, where 7^,1: N,i x N,3 ->• N,i is the projection. Then ^ | A^ is proper,
A = 1, 2, and X' == g^A^) — ̂  (Ag), as required, a

A bound on the fibers of a subanalytic mapping [8, 13]:

Theorem 3.14. — Let M and N be real analytic manifolds^ and let X be a relatively compact

subset of M. Let 9 : X -> N be a subanalytic mapping. Then the number of connected components
of a fiber ^~l{y) is bounded locally on N.

Proof. — Let n: N X M -> N be the projection. It suffices to prove that if X is

a relatively compact subanalytic subset of N X M, then the number of connected

components of a fiber Xy = X n n-^jy) is bounded, y e N. Then we can assume that

X is semianalytic and N, M are finite-dimensional vector spaces. We argue by induction

on the maximum dimension k of the fibers Xy. Write X as a finite union of connected
smooth semianalytic subsets A, as in Lemma 3.4.

First suppose that k == 0. For each A, we can write N = U © V, where V is a
linear complement of 7i:(T^A), for all x e A. Let n^: N -^ U be the projection. Then
(TCI o n) | A is a local diffeomorphism, and the result follows from Lemma 3.7.

In general, it suffices to prove the result for each A. Let k = dim A — rk(^ | A).

Then every component of each fiber Ay, j/e7c(A), is a submanifold of TT'^J/) of

dimension k. Let Z = { x eA: {d^g) | (T^A n M) == 0}, where g is the function of

Lemma 3.4 (3). We have already shown, in the proof of Lemma 3.6, that, for every

y e 7r(A), Z intersects each component of Ay, and dim(Z n Ay) < k. The result follows
by induction. D

4. Transforming an analytic function to normal crossings by blowings-up

Let N denote the nonnegative integers. Let K = R or C. For each positive integer w,

let P^'^K) denote the ({m — 1)-dimensional) projective space of lines through the
origin in K"1.

Definition and remarks 4.1. — Blowing-up. Let V be an open neighbourhood of 0
in K"1. Put

V'={(^) eV X P^^K) : x e t } ,
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and let TC : V -> V denote the mapping n{x, 1) = x. Then n is proper, n restricts to

a homeomorphism over V — { 0 } , and TT-^O) = P^-^K). The mapping T c r V ' - ^ V

is called the blowing-up of V with center { 0 }.

In a natural way, V is an algebraic submanifold of V X P^'^K): Let

^ = (x^, ..., ̂ ) denote the affine coordinates of K"1, and let S == Ri ? • • • 5 Sw] denote
the homogeneous coordinates of P^'^K.). Then

V = {(^ ^) e V x P—W : ̂  S, = ̂  ̂  t, j == 1, . . . , m }.

We can cover V by coordinate charts

V;={MeV':^+0}, z=l,...,^,

with coordinates (^i, .. ., ̂ ), for each z, where

îi == ^i?

^==W^ J + t-

With respect to these local coordinates, TT is given by

x! == ^ti3

^^ == t̂i ̂ ii 3 J ̂  t*

Suppose that n > m and that W is an open subset of K"""^ Then the mapping

TC X id : V X W -> V X W is called the blowing-up of V X W with center { 0 } X W.

In the same way, if M is an analytic manifold (over K) and Y is a closed analytic

submanifold of M, we define the blowing-up n: M' -> M with center Y: M' is an analytic

manifold and TC is a proper analytic mapping such that:

(1) TT restricts to an analytic isomorphism M' — TC'^Y) -> M — Y.

(2) Let U C M be a chart with coordinates given by an analytic isomorphism

(p ; \j -^.V X W, where V, W are open neighbourhoods of the origins in K^, K^"^

(respectively), and <p(Y n U) = { 0 } X W. Let TCQ : V -> V be the blowing-up of V

with center {0} . Then there is an analytic isomorphism 9' : TT'^U) ->V X W such

that the following diagram commutes:

TT-^U) -^> V X W

7T TCo X id

y y

U -^> V x W

Conditions (1) and (2) above define TT : M' -> M uniquely, up to an isomorphism

of M' commuting with TT.

Definition 4.2. — Local blowing-up. Let M be an analytic manifold (over K). Let U
be an open subset ofM, and let Y be a closed analytic submanifold ofU. Let n : U' ->• M

denote the composition of the blowing-up U' -> U with center Y, and the inclusion

U -» M. We call TC a local blowing-up of M {over U, with smooth center Y).
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We will consider mappings TT : W -> M obtained as the composition of a finite

sequence of local blowings-up; i.e., TC = n^ o TT^ o ... o TC^, where, for each i = 1, . .., A,
7r!: U+i -> U is a ^cal blowing-up of U,, and Ui = M, U^i = W.

Definition 4.3. — Let M be an analytic manifold (over K), and let (P{M) denote

the ring of analytic functions on M. Let/e^(M). We say that/is locally normal

crossings if each point of M admits a coordinate neighbourhood U, with coordinates
x = (A:i, . . ., A:J, such that

/M=^...<^), ^ e U ,

where g e ^(U), ^ vanishes nowhere in U, and each a, eN.

Theorem 4.4. — Let M 6^ ^TZ analytic manifold (over K). Letfe (P(M). (Assume that

f does not vanish identically on any component of M.) Then there is a countable collection of analytic

mappings TT, : W, -> M such that:

(1) Each Uj is the composition of a finite sequence of local blowings-up (with smooth centers).

(2) There is a locally finite open covering { U,} of M such that TT,(W,) C U,, for all j .

(3) If K is a compact subset of M, then there are compact subsets Ly C W/ such that

K = U,7r,(L,). (The union is finite, by (2).^

(4) For eachjyfon^ is locally normal crossings on W,.

Remark 4.5. — We will call a countable collection of mappings { TT, : W, -> M }

satisfying (1)-(3) a ^-covering of M. S-coverings can be (< composed " in the following

way: Let { TC, : W, -^ M } be a S-covering of M, and let { U, } be as in (2). For eachj,
suppose that { n^: W,^ -> W, } is a S-covering ofW,. I f { V < } i s a locally finite covering

of M by relatively compact open subsets, then the mappings TT, | TC^^V,) : ̂ (V,) -> M,

for all i andj, form a S-covering of M; hence we can assume that the U, are relatively

compact. Then, for eachj, there is a finite subset K(j) of{k} such that the mappings
TC, o TT^ : W^ -> M, for all j and all k e K(j), form a S-covering of M.

Let a eM. Let fl^ or 0^ denote the local ring of germs of analytic functions

on M at a, and let m^ denote the maximal ideal of 0^. Suppose that / is an analytic

function on a neighbourhood U of a. Let /„ denote the germ of/ at a.

Definition 4.6. — Assume that/ is not identically zero. Put

^(/) = = m a x { A eN:/emS},
r

\{f) = "̂  ^a{g) •'/o == <?• J^o where g e 0^ and

^ em<, -- m^i == 1, . . . , r}.

(Take v,(/) = 0 if f(a) + 0.)

Clearly, ^(/) = 0 if and only if either /(a) + 0 or / is a product of factors

^ e m ^ — m ^ ("smooth factors"). Both ^(/) and v^(/) are upper semicontinuous
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as functions of a e U. (It is easy to see that, in fact, they are upper semicontinuous in

the analytic Zariski topology, but we will not use this result.)

Proof of Theorem 4.4. — Induction on m = dim M. If m == 1, then / is already
locally normal crossings.

Let a e M. Suppose f(a) = 0. Put d = \{f). Then, in some neighbourhood U

of a, f factors as / == ̂  . . . t^ g, where ^{g) = d and the ^ are distinct factors such

that ̂ ) == 1. Of course, ^(/) = d + 2^.

If F, G e ^(U) (or ^), we will say that F is equivalent to G (and write F ^ G)

if F equals G times a factor which is invertible in <P(U) (or 0^.

There are local coordinates x = (^, . . ., x^) centered at a such that

/,(0,...,0,^)-<,

where e = ^(/). It follows that ^(0, . . ., 0, xj ̂  x^ and each /^(O, . . ., 0, xj ̂  ̂ .

By the Weierstrass preparation theorem, we can assume that U = V X D, where V, D

are open neighbourhoods ofO in K"1"1, K (respectively), a = 0, and

/w-^r1...^)^),
x == (^i, . .., xj e U, where:

(1) f^x) == x^ + a,{x^ . . . ,^_i) , z = l , . . . , r ,
d

gW -<+ S ^.(^, ...,^-i)4~'-
3=1

(2) The a, are distinct. For each i == 1, . . ., r, a, e fi?(V) and ^(0) = 0. For

each j = 1, .. ., d, c, e ^P(V) and p^) ^ J '
(3) { ^ e U : / M = 0 } = { ^ e V x K ̂ (^i ... f^r g{x) = 0 }.

Clearly, we can assume that M = U = V X K. Put y = = ( A : i , . . . , A : ^ _ _ i ) . If

r f> 0, then, after a coordinate transformation

4 == x^ ^ = 1, .. . ,m — 1,

^m = xm +^cl{/x').

we can further assume that c-^X) =. 0; i.e.,

gW==^+^c^)^-1.

The significance of this representation is that, since ^d"1 gl^^~1 == d\ x^y then ^(g) == d,

x = {x^ . . ., ̂ J, only if x^ = 0.

If d = 0, then after a coordinate transformation

^ == x^ A = 1, . . . ,w — 1,

< = ̂  + fli(^),

we can assume that a^(Tc) s 0.
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Let A/^) denote the product of all nonzero functions from the following list and
all of their nonzero differences:

<1, z = 1, ...,r,

^ J==2,..,rf .

By induction, there is a S-covering { ^ : V ^ - ^ V } such that each A^o^ is locally

normal crossings in V^. Then { ^ X i d : V ^ x K - > V x K } is a S-covering of U.

Therefore, by Remark 4.5, we can assume that A,(2?) is locally normal crossings in V.

Shrinking V if necessary, we can assume that A/3Q is equivalent to a monomial

y8 = x^- . . . x^z\. Then each nonzero a^Y' —^ and each nonzero ^(l?)^'^^',

where a1 = (a^, ..., <_i) eN^-1 and y^ == (y^', . . ., Y^_i) e N—1. Moreover, by

Lemma 4.7 below, ^? exponents a1, -^ flr<? ^te/^ oraW z^A respect to the induced partial

ordering from N"1-1 (a^ (B means a^ j^, ^ == 1, . . ., m - 1, where a = (a^, . . ., a _i)
and P = = ( P i , . . . , P , _ i ) ) .

Z^mfl 4.7. — Let y^ (j/i, . . .,j^). £^ a, (B, y e N^ ^rf /^ <z(^), &(j/), c{y) be

invertible elements ofK{jy}. If

a[y)y^b[y)^=c{y)y\

then either a ̂  p or (B ̂  a.

p^/. — Put 8, == min(a,, p,), A == 1, . . ., j&, where a = (ai, . . ., a^),

P = (Pi? • • - 5 Pp). Let 8 == (8i, . .., 8^). If 8 = a, then a ̂  p. Otherwise, choose k such

that 8^4= oc^. Then, on {j^ :j^ = 0 }, wehavey-8 == Oand 0 4= — b{y)y^~^ =:c(j/)y-8.

Since b and c are invertible, if follows that (3 = y. Then ^(j/)y1 = ( & ( y ) + ^ ( y ) ) y 0

so that P < a. D

In view of Remark 4.5, the proof of Theorem 4.4 will be complete once we prove
the following two assertions:

Case 1. d> 0. There is a (finitely indexed) S-covering { 7r< : W< -> U } such that,
for each t, \{fo TTJ < d, for alljy e W^.

Case 2. d == 0. There is a (finitely indexed) S-covering { TC( : \Y( -> U } such that,
for each tyfon^ is locally normal crossings on W^.

Case 1. We will use an inductive argument. To set up the induction, it is convenient
to begin with f of the following more general form:

M -y^r1... ̂ w^... ̂ w^w,
where a eN^1-1, r^ s, the ^ are distinct smooth factors, g and /i, ...,/, are as before,

and /',+!, ..., ̂  vanish nowhere on { x^ == 0 }. (At this first stage we really have a = 0

and s == r.) Of course, ^(/) == d only if ^(^) = d. The exponents a1 and y^ of the

nonzero of {i == 1, ..., r) and ^!/; are totally ordered.
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Let a denote the smallest among these exponents; say a = (<ii, ..., v^-i)' Then

| <T | = S^1 ̂  > d\. Put

Z = { x e V : (̂  . . . t^g) = d + 2 n,}.
i=l

Clearly,

Z == { ^ e U : ̂ (5) = </ and ̂ ) = 0, z == 1, ..., r}

== { x e U : ̂  == 0 and S ^ > rf! },
fc e J(a?)

where J(^) == { A : ̂  == 0, yfc = 1, ..., m — 1}. Let S denote the collection of subsets I

of { 1, ..., m — 1 } such that 0 ̂  S^gi ̂  — d\ < cr;, for all t e I; i.e., the minimal

subsets I o f { l , . . . , m — l } such that S^i ̂  — d\ ̂  0. For each I e S, put

Z; == { x E U : ̂  = 0 and ̂  = 0, k e I}.

The Zi, I e S, are the irreducible components of Z.

Let I e S. Let n: U' -> U be the blowing-up with center Zj. Then U' identifies

with

{(^^) eU X P^^K) :^=0,^I u{m}, and ^ ̂  == ^ Sfc, ̂  ̂  I u { m } }

(cf. Definition 4.1). As in 4.1, U' is covered by coordinate charts

U ,={MeU ' : ^+0} , k e l u { m } ,

where V^ has coordinates y = (j^i, .. .5^) suc!1 Aat

^ =^, ^ ^1 U{77l} ,

^ =J/fc9

^ ==A^. ^(Iu{m}) - {A} .

Since, for every x e Z^, ^(^) = 0, z = 1, ..., r, and ^,) ^ j, j = 2, . . ., rf, it follows

that ^(/o TC) == 0 at each pointy of U' — (J^ei ufc• Therefore, it suffices to consider

fo TT^ for each A e I, where TT^ = TC | U^;.

F i x ^ e L I f j / = (^i, ...^J eU^,putJ= (j/i, ...,^-i) and ^(3^) = ^(^)".

Clearly, U^ == V^ X K, where V^ = {^ e U, :̂  = 0 }, and %, : V^ V. Then

(^ o TT,) (j/) =A(^ + <(J)), z = 1, ..., r,

(5o^)(j/)=^5'(^),

where <(J) = ̂  (^ o%,) (J) e ̂ (V,), z= l , . . . , r ,
-%

d

5(j') -y»+s^;.(y)y»-^

^(Y) =1 ̂  °^) (3'')e w). j = 2,..., rf.
J f̂e
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It follows that each nonzero a^y)'11 ̂ y and each nonzero c'^W^ "^3 ,̂ where

(B4 = (pi, .... %,_i) eN"-\ 81- = (81, ..., S^_i) eN'»-i, and

K=a*/, ^A,

Pi=^<4-rf!,

^=YJ, ^A,

Si=^-d\.

In particular, the exponents (^ and 83 are totally ordered in the same way as the a1

and Y3-
If \{fo 7^) < </, for all j/ e Ujfc, we are done. Suppose \{fo TT^) = rf, for some

j; = (j/^ . . .,j^J e U^. It follows that ^(^') = d, and hence that y^ = 0. Therefore,

since each [c'^'13 ̂ y\ we have ^oQ?') == d. Likewise, for each i == 1, . . . ,r , if

^W-O.JeV,, then<(0)==0 .

Let T = (TI, . . . , T ^ _ i ) denote the smallest among the nonzero exponents ^

and 83; then T is associated to^o n^ in the same way as G is associated to f. Let q denote

the number of indices i = 1, . . ., r such that a[{0) = 0. If q == r, then

^ = °^ ^ =t= ,̂

^=^^-^;

in particular, [ T | < | or [ (while, as before, | T | ̂  </!). In other words, either q < r or

q = r and [ T [ < [ cr [. It follows that, after transforming f by a S-covering involving

finitely many sequences of at most (the integral part of) | cr \jd\ local blowings-up

over successive coordinate charts, as above, either r or d must decrease. Case 1 follows

by induction.

Case 2. To set up an appropriate induction, it is again convenient to begin with/

of a more general form:

/(^y^M^...^)^,

where a eN^1"1 and the ^ are distinct smooth factors ^[x) = x^ + ^(S?), <^(0) = 0,

such that a-^y!} == 0 and Ay(y) /^ y°, 6 e N^"1, where Ay is the product of all nonzero ^

and their differences. (At this first stage we really have a = 0.) In particular, the

exponents of of the nonzero a^{Tc) ̂ ^^ are totally ordered.

Let <T denote the smallest among these exponents; say <r == ((?i, . . ., cr^_i). Then

| a | ==S^(7^ 1. Let

Z=={xeV:^x) = = 0 , z = 1, . . . , r }

= = { A : e U : A : ^ = = 0 and 2 ^ ̂  1 },
fc£J(a5)

where J(A:) = = { A : ^ = 0 , ^ = 1, . . . , w — 1}. For each k = 1, ..., m — 1, let

Z^ = { A; G U : ̂  = x^ == 0 }. The Z^ where ^ ̂  1 are the irreducible components of Z.
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Let TC : U' -> U be the blowing-up with center Z^, for some k == 1, ..., m — 1

such that cr^ 1. Then

U' =={(^ S) eU X P—^K) : ̂  == (V + ̂ , and ̂  = ^S,},

and IT == U^ U U^, where, for f = k,m, U^ is the coordinate chart {{x, ^) e U': ̂  + 0 }.

Let TC^ == TC [ U/.

The chart U^ has coordinates j/ = (j/i, .. ..J^) in which TT^ is given by x^ ==j^j)^,

x^ ==j^ and
 X( ==jy/ when /' =)= A, m. Let

X, = U 0' e U, : 1 + ̂ (jn/Jn. == 0 }.
t = l

Then X^ is a closed analytic subset of U^. Clearly, X^ n (U^ — U^) = 0 and/o TC^

is locally normal crossings on U^ — X^.

The chart U^ has coordinates y = (j^, .. .5^) in which TC^ is given by x^ = ̂ ,

^m ^AJ^m and ̂  =^. l^k.m. Let J= (j/i, .. .,j^_i) and %^(^) == ^(j/)~. Clearly,
U^ = V^ X K, where V^= {^ e U^ :̂  = 0 }, and ^ : V^ -> V. Let/' =/o ̂ . Then

/'(^-r^)"1...^)^
where |3 = (Pi, ..., (B î) e N^-1, with p^ == a^, ^ + ̂ , and (̂  = a^ + ̂ i + ... + ̂

and where each

t[{y) -y^ + <{y}.

<{y)-^-^^{y)EQ^.

Therefore, each nonzero <(J) ̂ J^\ where (B1 = (p^, . . ., (3^_i) eNW-l, p^ = 4 - 1,

and (B} = a}, /' + A.

Suppose that ^ ( 0 ) = = 0 , i = = l , . . . , r . Then A^(jQ ̂ y^, where 9 e N"1-1, and the y

are totally ordered in the same way as the a\ Let T = min (31; say T = (r^, . . ., T^_i).

Then T^ = CT^ — 1 and T^ == (T^, I =t= ^? so that 1 ̂  | T | = | a \ — 1. Therefore, after

repeating the process of blowing up | a | times, we can assume that a^ + 0, for some

io = 2, ...,r.

Let ^, p = 1, ..., s, denote the distinct values — ^(O)? z = 1, ..., r.

Then 2 ̂  ̂  r, since ^ = 0. For each p, let I(^) = { i: b^ == — <(0), i = 1, ..., r}.

Choose i(p) el(^). Put U^ == U^, with coordinates 2: = (^i, ..., ̂ ) centered at

^ = (0, ...,0,^) defined by

Z{ =J/^ /' = 1, . . . , W — 1,

^m ==^m + <p)(^l, ...,^-i).

Then, for each i = 1, . . . , r, /;(jQ = ̂ (^), where <"(0 = ̂  + <'(?), with

fl;'(?) = fl;(?) - <^(?). Put X^ == { ^ e U^ : <'(^) = 0, for some i f !(?)}. Since each
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^(?) - ̂ •(^) ̂ ^ for some ^'eN171-1, it follows that V^ r \ { z : l [ ' { z ) =0}==0 ,
for all i (=l(p). In V9 — X^,/' coincides with an analytic function

f^z)^^ n l[\z)\ ^e-LP,
< e I(P)

where y eN7"-1, ̂  =E 0, and A^(?) ̂ ?^ for some ^ eN"1-1. But IQ&) has fewer
than r elements.

Since the LP — X^, ^ = 1, ..., s, together with U^ — X^ cover IT, Case 2
follows by induction on r. D

Remark 4.8. — Our proof of Theorem 4.4 shows that there is a countable collection

of analytic mappings 7^.: W, — ^ M satisfying conditions (1)-(4) of the theorem and

having the following additional property: Write each n, as TT^ o n^ o . .. o T^^,

where, for each ^ = 1, .. ., k{j), n^: U^.^ ->• U,^ is a local blowing up of U^ with

smooth center Y,^, and U,i = M, U,^^ = W,. Let E^ denote the union of the

inverse images in U^ of Y,i, .... Y, ^_ i , A = 2, ..., ^(^') + 1. Then each E,^ is a

union of smooth hypersurfaces in U,^; when ^ = k{j) + 1, these hypersurfaces are
transverse.

Corollary 4.9. — Let M. be a real analytic manifold. Let f e ̂ (M). (^Ay^m^ that f is

not identically zero on any component of MJ TA^ ^AOT is a real analytic manifold N and a proper

surjective real analytic mapping n : N -> M .yî A ^A^:

(1) fo TT zj locally normal crossings on N.

(2) T&r^ z'j aw O^TZ ^wj-^ subset of N on which TC z^ locally an isomorphism,

Proof. — Let { n^ : W, -> M } and { U, } be as in Theorem 4.4. Suppose a e W,.

Choose a coordinate neighbourhood V^. ^ of fl in W,, with coordinates x = (^3 ..., ̂ )

vanishing at a, such that (/o 7 .̂) (^) = ̂ 1 . . . ̂ ^M, A:eV^, where g{x) is an

analytic function vanishing nowhere on V^, and each o^eN. Let S^ denote the

sphere {(^i, . .., x^, t) : x^ + ... + x^ + t2 == e2 }. For sufficiently small e, there is a

mapping <p,^ : S,^ -> V,^, where S,^ = S^, defined by 9,^^, t) = x, {x, t) e S,^.

Clearly, fo TC .̂ o <p^ ̂  is locally normal crossings on Sj ^.

Let { K^ } be a locally finite covering of M by compact subsets. For each i, there is a

finite subset J{i) o f{ j} such that K^ == [jjejw ^'(^^ ^ere each L^.CW, is compact.

For each L^., choose a finite subset A(z,j) of W, such that L^.C UaeAd,.?) 93,o(^3',a)*

We can take N to be the disjoint union of the S^, where a e A(z,^), j ej(z'), for all z,

and take n: N -> M to be the mapping given by T .̂ 09^ on each sphere S, ^ in this

union. D

Remark 4.10. — We can require that the mapping TC : N -> M of Corollary 4.9

satisfy the following additional condition:
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(3) Every point of M admits an open neighbourhood U such that TC [ TC'^U) is

relatively algebraic'^ i.e., there is a positive integer q and a commutative diagram

TT-^U) —> U x P^R)

7t \ )/ projection

U

where i. is a closed embedding and the image of L is defined by homogeneous polynomial

equations (in terms of the standard homogeneous coordinates in P°(R)), whose coefficients

are real analytic functions on U.

A blowing-up has this property, by Definition 4.1. Corollary 4.9 with the additional

assertion (3) can be proved by induction on the lengths of the sequences of local

blowings-up involved in the mappings TCj of Theorem 4.4 (cf. [18, Lemmas 7.2.1

and 7.2.2]).

5. Uniformization and rectilinearization

Throughout this section, M denotes a real analytic manifold.

Theorem 5.1 (Uniformization theorem). — Let X be a closed analytic subset of M.

Then there is a real analytic manifold N (of the same dimension as X^l and a proper real analytic

mapping <p : N -> M such that <p(N) = X.

Proof. — Let a e M. Let X^, denote the germ of X at a. Let /i, ...,/„ be real

analytic functions defined in a neighbourhood U of a, such that

X n U ={xeU:f,{x) = 0, i = 1, . . . , n}.

Let r = dim X^. We can assume there is a closed analytic subset Z of U such that

dim Z< r and X n U — Z is smooth and of pure dimension r. It suffices to find a

compact real analytic manifold N such that dim N = r, and a real analytic mapping

9 : N -> M such that cp(N) C X n U and <p(N) includes a neighbourhood of a in

X n U — Z. We will prove this by induction on codim X^ == m — r, where m = dim M^.

If codim X^ == 1, then the result holds, by Theorem 4.4.

Let/==/i .../„. By Theorem 4.4, there are finitely real analytic mappings

TC, : W, -> U such that:

(1) Each T .̂ is the composition of a finite sequence of local blowings-up with

smooth centers.

(2) There is a compact subset L^. of W^, for eachj, such that U, TC,(L^.) is a neigh-

bourhood of a in U.

(3) For each j\ fo TCj is locally normal crossings on W,.

For each j, write 7 .̂ as TC^ o TT^ o . . . o Tc^^.p where, for each k == 1, ..., k{j),

n^: U, ^ _ ( _ i -> U^ is a local blowing-up of U^ over an open subset V^ ofU^, with
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center a closed analytic submanifold Y^ of V,^, and where U,i == U, U,^,^i == W,.

For each k == 2, .. ., A(j) + 1, let E^ denote the union of the inverse images in U,^

ofY,i, . . . ,Y^_^. We can assume, in addition to (1)-(3) above, that each E,^ is a

union of smooth hypersurfaces in U^ and, when k = k{j) + 1, these hypersurfaces

are transverse (Remark 4.8). Choosing U small enough, we can assume that
V,i = U^ == U, for each j.

For each j, put X,^ = X n U and define

X^+i = ̂ (^ u Y,,), k = 1 , ..., ̂ ').

We can assume that, for each j and k, there exists a^ e U,^ such that V,^ is an open

neighbourhood of a^, small enough so that:

(1) X^ n V^ is a finite union of closed analytic subsets X^ of V^, where the

X-j^,6 are tne irreducible components of X^ ̂ , 6 = ̂ .

(2) For each /', every connected component of the smooth points of X^ is adherent
to a^.

For each j and ^, let L(j, ^) denote the set of those t such that X,^ ,̂ is not an

irreducible component of E^, where b == a^. I f / ' e L ( j , A ) , then dimX,^^r.

Suppose that X,^C Y,^, where feL{j\k) and dim X^ == r. Then X,^CY^.

Since dim Y^ < m, the codimension of X^ in Y,^ is less than that of X n U == X^

in U = U,i. By induction, there is a real analytic manifold N^ of dimension r, and

a proper real analytic mapping <p^: N;.̂  -> Y^ such that 9^(N^) C X,^ and

9^(^^) includes the smooth points of dimension r of X^. Therefore, there is a

compact real analytic manifold N,.̂  of dimension r, and a real analytic mapping

?^ : N^ -> Y^c U^ such that 9,^(N^) C X,^ and 9,^(N,^) includes the smooth

points of dimension r of X^ within some neighbourhood of the image of L, in U.^.

Now, for eachj, rL^^/i o TC,) {x) is locally normal crossings in W,.; therefore,

we can find finitely many points a^ of L^. such that:

(1) For eachj^, there is a coordinate neighbourhood W^ of^, with coordinates

x == (^, . .., xj centered at ^, in which Il^^f^^x)) == x^ .. . x°^ u{x), where

each a, is a nonnegative integer and u{x) is an analytic function vanishing nowhere in W,p.

(2) There is a positive number e^, for each p, such that the balls

B^ = { x e W,^, : K\ + .. . + x^ ̂  s^ } cover a neighbourhood of L, in W,.

It follows from (1) that each (/, o ^,) (^), x e W,y, is a monomial in (A-i, . . ., A-J

times an invertible factor. For each p, let

X,, ={x eW,, :/,(7r,M) = 0, z = 1, . .., n}.

Then X^ is a union of coordinate subspaces of W^. Write X^ == X^ u E^. , where

E^ is the union of the irreducible components of X^ lying in E,.^.^ and X^ is the

union of the remaining irreducible components (each of which must have dimension ^ r).
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Let X^g denote the irreducible components of X^p of dimension r; each is a coordinate

subspace of W^p of dimension r. For each p and q, let S^g denote the standard

r-dimensional sphere of radius e^y, and let ^jyq : Sjyq -> W .̂ denote the standard mapping

onto the ball B^ n X^.

We can take N to be the disjoint union of all Nj^ and S^g, and take 9 : N -> M

to be the mapping defined by n^ o n^o . . . o^y^-i0 ^jkf on eac!1 N^ and by T .̂ o ^jyy

on each S,^. D

The uniformization theorem 0.1 for subanalytic sets is an immediate consequence

of Theorem 5.1 and Proposition 3.12.

Remark 5.2. — In Theorem 5.1, we can require that each point of M admit an

open neighbourhood U such that cp | (p'^U) is relatively algebraic. This follows from

our proof, because of Remark 4.10. It then follows from our proof of Proposition 3.12

that, if X is a closed semianalytic subset of M, there exists a real analytic manifold N

(of the same dimension as X) and a (proper) real analytic mapping 9 : N -> M such

that <p(N) == X and each point of M admits an open neighbourhood U such that

9 [ (p'^U) is relatively algebraic. Conversely, if 9 : N -> M is a real analytic mapping

satisfying the latter condition, then <p(N) is semianalytic, by Theorem 2.2.

Lemma 5.3. — Let /, .. .,/, be continuous subanalytic functions on M. Then there exist

a real analytic manifold N, of the same dimension as M, and a proper surjective real analytic

mapping 9 : N -> M such that each / o cp is analytic on N.

proof. — Define /:M-.R3 by f= (/, ...,/,). Then / is a subanalytic

mapping. By Theorem 0.1, there is a real analytic manifold N such that

dim N = dim graph/ = dim M, and a proper real analytic mapping 0 : N -> M X R3

such that 0(N) = graph/. Write 0 = (9, g), where 9 : N -> M and g : N -> R3; say

g = Q^, . . ., g y ) . Then 9 is a proper surjective real analytic mapping and each/ 0 9 = = ^

is analytic. D

Definition 5.4. — A subset Q^ofR771 is a quadrant if there is a partition o f { l , . . . , m }

into disjoint subsets I^, I+ and I_, such that Q = { x = {x^ .. ., x^) e R"1: ̂  == 0 if

i e Io, Xj > 0 ifj e I+ and Xj, < 0 ifk e I_ }.

Proof of the rectilinearization theorem 0.2. — We can assume that M == R"1. We can

find a neighbourhood U of K, and closed subanalytic subsets X .̂ of U, i = 1, . . .,^,

j = 1,2, such that

X n U = ^ ( X ^ - X J .

For each i andj, let d^ denote the distance function d^{x) == d{x, X^.), A: e U. Then

X,, = { x e V : d^[x) = 0 } and rf,, is subanalytic, by Remark 3.11 (1). By Lemma 5.3,
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there is a real analytic manifold V such that dim V === m, and a proper surjective real

analytic mapping 9 : V -> U such that each ^, o <p is analytic on V. Then, by Corol-

lary 4.9, there is a real analytic manifold N of dimension m, and a proper surjective

real analytic mapping TT : N -> V such that 11̂ . d^ o 9 o n is locally normal crossings
on N. Theorem 0.2 follows easily. D

6. Lojasiewicz's inequality; metric properties of subanalytic sets

To prove Lojasiewicz's inequality, we will use the following result of [21] on
subanalytic sets in low dimensions:

Theorem 6.1. — Let M be a real analytic manifold and let X be a subanalytic subset ofM.

Then:

(1) If dim X ^ 1, X is semianalytic.

(2) If dim M ̂  2, X is semianalytic.

Lemma 6.2. — Let k e N and lety[z) be a holomorphic function defined in a neighbourhood

of the origin in C. Let X denote the image of z\-> [^,y{z}). Then, in some neighbourhood of
0 e C2, X is the zero set of a holomorphic function

f{x,y) == H {y -^l/fc)),
6^=1

where the product is over the Kth roots of unity.

Proof. — In some neighbourhood ofO in C^/is a well-defined holomorphic function

outside { x = 0 }, which extends continuously to { x = 0 }. Therefore, f is holomorphic

in a neighbourhood of 0. D

Lemma 6.3.— Let M. be a real analytic manifold,

(1) Let A. CM. be a semianalytic subset of dimension 1. Let a eA. Assume A — { a}

is locally connected at a. Then there exist s > 0 and a real analytic mapping y : (— s, e) -> M

such that y(0) = a and Y((0? £)) ls a neighbourhood of a in A — { a } .

(2) Conversely, let ^ : I -> M be a real analytic mapping, where I is an interval containing 0

in R. 7/'y =)E 0, then there exists e > 0 such that Y((0? £)) is a (smooth) semianalytic subset of M.

Proof. — (1) is immediate from Theorem 0.1. (Alternatively, it can be proved

by induction on dim M, using Puiseux's theorem.)

(2) We can assume that M == R" and y(0) = 0. Write yM == (TiM? • • - 5 TnM)-
If Y =|s 0, we can assume yiM = sk) f01* some positive integer k. If n = 2, the result

follows from Lemma 6.2. When n> 2, therefore, there exists s> 0 such that, for each

i = 2, ..., n, the image of (0, s) by the mapping ^ == ̂  x, = y,(J), x, == 0, j + 1, i,

is semianalytic. Thus y((0, e)) = H^^{ x = {x^ ..., x^) : x^ = s\ x, = y,(.y), s e (0, e)}
is semianalytic. D

5
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Proof of Theorem 6.1. — (1) Let N be a real analytic manifold and let

Tc: M X N — M be the projection. By Lemma 3.6, it is enough to prove that if X is

a relatively compact semianalytic subset of M X N and dim X == 1, then 7c(X) is semi-

analytic. By Lemma 6.3 (1), X is locally a union of finitely many sets of the form

A = y((0, e)), where y : (— s, e) -> M X N is a nonconstant analytic mapping, perhaps

together with a point. Each TT(A) = (T roy ) ((0, e)) is semianalytic, by Lemma 6.3 (2).

(2) X — int X and X — X are each subanalytic of dimension < 1, hence semi-

analytic, by (1). But X is the union of X — int X and certain components of its com-

plement, hence semianalytic. Therefore, X = X — (X — X) is semianalytic. D

Theorem 6.4 (Lojasiewicz's inequality). — Let M be a real analytic manifold and let K

be a subset ofM. Letf, g : K -> R be sub analytic functions with compact graphs. Iff~ 1(0) C^'^O),

then there exist c, r > 0 such that, for all A; e K,

\Ax)\^c\g{x)\r.

Remark 6.5. — In particular, if M == R", X ^/-'(O) and g{x) = d{x, X), x e K,

we get

\f{x)\^cd{x,XY, x e K .

Proof of Theorem 6.4. — Let L = {{u, v) eR2 : u == | g{x)\, v == | f{x)\, for some

x e K }. Then L is a compact semianalytic subset ofR2, by Theorem 6.1. Let n(u, v) = u

be the projection. We can assume that 0 e n{L) and 0 is not an isolated point of 7t(L).

By Lemma 6.3(1), there exist e > 0 and a parametrized analytic curve yC?) == {u(s), v{s)),

s e (— 2e, 2s), such that u{0) = 0, u{s) > Oifs> 0, and L n ([0, ^(e)) X R) is bounded

below by y([0, s)). By a change of the parameter s, we can assume that u{s) = ̂ , for

some positive integer k. Then v{s) is strictly positive on (0, e) since, for all u e (0, e^),

{ x e K : | g(x)\ == u} is a compact set on which \f{x)\ does not vanish, so has a nonzero

minimum. Let 8 = ̂  Then \f{x)\ ̂  v^g^x)^) > 0, whenever 0 < | g{x) \ < 8. There-

fore, there exist c , r > 0 such that | f{x)\ ̂  c \ g{x)\\ whenever |,?W|^8/2. But

{ x e K : | g{x) | ̂  8/2 } is a compact set on which | f{x) \ does not vanish, so the inequality

is satisfied on all of K, after perhaps reducing c. D

Definition 6.6. — Let U be an open subset of R" and let X, Y be closed subsets

ofU. We say that X and Y are regularly situated if, for all XQ e X n Y, there exist a neigh-

bourhood V of XQ and c, r > 0 such that, for all A: e V,

d{x, X) + d{x, Y) ^ c d{x, X n Y)^

Corollary 6.7. — Let U be an open subset ofR". Then any two closed subanalytic subsets

of U are regularly situated.

proof. — We can assume that the two closed subsets X and Y are compact. The

functions f{x) = d{x, X) + d{x, Y) and g{x) == d{x, X n Y), restricted to a compact
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neighbourhood of X u Y, have compact subanalytic graphs. Clearly, f~l{0) C g~l{0).

The result follows from Theorem 6.4. D

Proposition 6.8 [21]. — Let g be a real analytic function on a neighbourhood of the origin

in R^ such that g{0) == 0. Then there are constants c, r such that 0 < r < 1 and

|grad^)|^ c\g{x)\r

in some neighbourhood of 0. (Here \ gro.d g{x)\ = (S^i^/^)2)172, x == (^, . . . , x^).)

Proof (cf. [5, (3.40)]). — Let K be a ball centered at 0 in which grad^A:) == 0

only i{g{x) = 0. By Theorem 6.4 (•wit'hf{x) = [ grad^(.y)[), there exist c, r > 0 such that

| grad g{x) [ ^ c \ g[x)\\ x e K.

Following the proof of Theorem 6.4, we can assume that r == [ i / k , where ^ is the

order ^{v) of v at 0 (cf. Definition 4.6). By Lemmas 3.6 and 6.3, there is an analytic

curves == a(t) such that CT(O) == 0,g(,a{t)) =f= Oift^ 0, and [ grad^((r(^))| === v^g^a^t))^).

Then, for t in a neighbourhood of 0,

yW} < c ' | grad^))] = .' .(| gW)^),

where c/ is a constant. From the Taylor expansions of g{a{t)) and z/(J) at 0, it is clear

that r< 1. D

" Whitney regularity " of a subanalytic set [1, 15]:

Definition 6.9. — Let X be a compact subset of Rw and let p be a positive integer.

We say that X is p-regular if there exists G > 0 such that any two points ^ j / eX can

be joined by a rectifiable curve y m X of length

[ Y | ̂  G | x —y \lfp.

Theorem 6.10. — Let X be a compact connected subanalytic subset of R .̂ Then there is

a positive integer p such that X is p-regular (where the curves can be chosen semianalytic).

Lemma 6.11. — Let U be an open subset of'R"1, and let 9 : U -> R" be a real analytic

mapping^ 9 = (<pi, . . ., cpj. If y is a rectifiable curve in U, then

|9 (Y) I^Vm7z|Y| .sup ^ {x)
xey ^j

Proof. — Let fl, b e U and let [a, b] denote the line segment from a to b. By the

mean value theorem, if [a, b] C U, then, for each i == 1, ..., /z,

r»

| <Pi(^) — ?iW| < V^ I CL — b I . SUp -?1 (x)

sc e [a, b] ^
l^s^m
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Therefore, if y is a piecewise linear curve joining a and b,

I Pî ) - <PiW| < Vm | Y |. sup 8?i (x) .
xer ^j

i^s^m

This formula holds for any rectifiable curve y, by passage to the limit. The assertion
follows. D

Lemma 6.12. — Let X and Y be compact subsets ofR" such that X n Y = 0. Suppose

that X and Y an? regularly situated, so that (by Definition 6.6) d{x, Y) > c d{x, X n Y)'',

for all x e X, z r̂<? c> 0 andr is a positive integer. If X and Y ̂  <^A p'regular, then X u Y

u pr-regular.

Proof. — Choose G as in Definition 6.9, common for X and Y. Suppose that x e X,

y e Y. Choose z e X n Y such that d(x, X n Y) = | x - z |. Let yi and y2 be curves in X

and Y (respectively) joining x to z andj/ to z (respectively), such that | yi | < C | x — z [^
and | Y2 | < C | y - z l17^ Then | x ^ y \ ̂  d{x, Y) ^ c d{x, X n Y)r == c [ x - z \\

Therefore, | x - z \ ̂  (| x -y \|c)lfr and | y - z \ < | x ^y \ + ([ x - y l/^. An

estimate on the length of YI u Y2? as required, follows. D

Proof of Theorem 6.10. — By Theorem 0.1, there exist m e N, a real analytic mapping

9 : R"1
 -> R ,̂ and a disjoint union K of finitely many spheres in R"1, such that y(K) == X.

By Lemma 6.12, we can assume that K is a single sphere. Clearly, there is ^ > 0 such

that any two points x, x ' e K can be joined by a semianalytic curve of length < c^ \ x — x ' |.

Consider the following subanalytic functions on K x KCR"1 x R"1:

/M=|<p(^)--yW|

^^^(a^^^-'^l+l^^'l)-

where {a, x) e K x K. Then /-^O) C g-^O). By Lojasiewicz's inequality, there exist

^ > 0 and a positive integer p such that, for all (a. A:) e K x K,

\f{a,x}\^c^\g[a,x>)\v.

Let ̂  e X === <p(K); say & == 9(0), j/ = 9^), where a, x e K. Choose fl', ^' e K

such that <p(fl') = <p(^') and ^(a, x) == [ a — a' \ + | A; — x ' \. Let YI, T2 be semianalytic

curves in K joining a and a ' , x and x\ respectively, such that | yi | ^ ^i | a — fl' [ and

| Y2 I ^ ^2 I ^ "~" xf I - Then y = <p(Yi) u ?(Y2) ls a semianalytic curve joining b^y in X, and

| Y | < l<P(Ti)l+|<p(T2)|

< ^(1 Ti I + | T2 I).

r»

where ^3 = VTWI sup^g;,!,; ?^ (-2') 5 by Lemma 6.11, so that
CX j
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I Y I < Ci ̂ (| a - a' | + | ̂  - x ' |)

< ̂ i^-ywr
t'2

= G | A -^ l^

where G = ^ ^3/4^. D

7. Smooth points of a subanalytic set

In this final section, we prove Tamm's theorem that the set of smooth points of

a subanalytic set is subanalytic [26]. As Tamm does, we use Malgrange's idea of " graphic
points ", but in a more direct way.

Let N denote a real analytic manifold and let X denote a subanalytic subset ofN.

Definition 7.1. — The singular set of X, Sing X, is the complement in X of the
smooth points of the highest dimension (cf. Definition 3.3).

Theorem 7.2. — For each k e N, the set of smooth points ofX of dimension k is subanalytic.

In particular. Sing X is a closed subanalytic subset of X.

Remark 7.3. — For each k e N, the set of smooth points of dimension A of a semi-

algebraic (respectively, semianalytic) set is semialgebraic (respectively, semianalytic):

The semialgebraic result can be proved as in this section. For semianalytic sets. Propo-

sition 7.4 below is not useful because the distance function is not necessarily semianalytic;

nevertheless, the analogue of Theorem 7.2 can be proved using the graphic point

techniques of this section together with Remark 5.2 and Proposition 2.10. However

the singular set of a real algebraic set is not necessarily algebraic! For example, if

x = {(A.j^s) e R3 :̂  -y^yi -A = o},

then Sing X is the non-positive j^-axis. (X is the image of the mapping j^ = x^

V2 = ̂ I + ̂ i X,), ̂  == Xl + ̂  A.,.)

Proofof Theorem 7.2. — The smooth points of X (of dimension k) are the smooth

points of X (of dimension k) which do not lie in the closure of X — X. Therefore, we

can assume that X is closed. The set of smooth points of X of a given dimension k is

open and closed in the set of all smooth points. We can assume that X C R". Of course,

X is the zero set of the distance function d{x, X), which is continuous and subanalytic.

Then, by Proposition 7.4 below, our assertion is a consequence of Theorem 7.5 following
(with g{x) = d{x, X)2). D

Proposition 7.4 (Poly-Raby [25]). — Let X be a closed subset of R" and let 8(x) be

the distance function d(x, X). Let a <= X. Then 82 is analytic in some neighbourhood of a if and

only if X is an analytic submanifold in some neighbourhood of a.
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Theorem 7.5. — Let N be a real analytic manifold, and let g: N -> R be a continuous

subanalytic function. Then {x e N : g is analytic at x } is a subanalytic subset of N.

Proof of Proposition 7.4. — First suppose that X is an analytic manifold near a.

We can assume that a == 0 and that, near 0, X is the graph of an analytic mapping

9 : U -> R""^ where U is an open neighbourhood of 0 in R ,̂ such that 9(0) =0 and

D<p(0) = 0. (Here, D<p(0) denotes the derivative or tangent mapping of 9 at 0.) Given x,

chooser e X such that S{x) == | x — y |; if x is sufficiently close to 0, thenj^ e graph 9

and x — y is normal t o X a t j ^ (since the tangent mapping of h{z) = | x — z [2, z e X,
vanishes at y ) .

Let u e U. Then the normal space to X at (^, ̂ (u)) is { ( — D^(uY w, w) : w e'Rn~v },

where T>^{u)* denotes the adjoint of the linear mapping D9(^). Define

< & : U x R^ -^R^ X R^byO^w) = (^9^)) + (- D^{uy w, w). Since DO (0) is

the identity, then 0 is an analytic isomorphism near 0. Thus, for A: in a sufficiently small

neighbourhood of 0, there is a unique y such that S2^) = | x — y |2: if x =• 0(^, w),

thenj/ = (z/, 9(^)); sayj/ == n{x). So S2^) = | x — n{x)\2 is analytic.

Conversely, suppose that S2^) is analytic near a e X. All first partial derivatives

of82 vanish on X (since 82 is nonnegative, and zero on X). Let M be an analytic manifold

of minimal dimension containing a neighbourhood of a in X. If 82 === 0 in a neighbourhood

of a in M, then X coincides with M near a, and we are done. Otherwise, there is a

sequence {x^} C M such that lim x^ == a and S2^) =t= 0, for each m. Chooser e X such

that S2^) = | ̂  -^ [2. Then S2^) == | < -^ |2 for all < on the line segment

between x^ andj^. Therefore, the second derivative of 82 atj^, in the direction x^ — y^
is 2. Passing to a subsequence if necessary, x^ — y^ tends to a limiting direction in the

tangent space T^ M, and the second derivative of 82 in this limiting direction is 2, by

continuity. Therefore, the first derivative of 82 in the limiting direction defines a smooth

analytic hypersurface H near a; H D X since all first partial derivatives of 82 vanish

on X. But H is transverse to M near a, so H n M is a manifold of smaller dimension

than M containing X near a', contradiction. D

We will prove Theorem 7.5 using Malgrange's idea of "graphic points": Let

K = R or C. Let $ == (9,/): M -> N X K be an analytic mapping, where M, N are

analytic manifolds (over K). Assume that N is connected, dim N == n, and that 9 has

generic rank n (i.e. maximal rank n on each component of M).

Definition 7.6. — A point a e M is graphic (with respect to OJ if there exists a germ

of an analytic function g at 9 [a) such tbat/^ == g o 9^. (Here^ and 9^ denote the germs

at a off and 9, respectively.)

Notation. — Let a e M. Let (Q^ ̂  or (9^ denote the ring of germs of analytic functions

on M at a. Let 9^: 0^ -> (9^ denote the homomorphism 9^) = = ^ 0 9 ^ 3 where

g efly(o). Let (9^ denote the formal completion of 0^ and %: 0^ ->(P^ the induced
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homomorphism: Consider any local coordinate systems (^, ...,A:J and (j^, ...,^J
centered at a in M and at 9 (a) in N, respectively. Then ^ (respectively, ^) identifies

with the ring of convergent (respectively, formal) power series K{x}==K{xi, . . ., A^}

(respectively, K[[x]] == K[[^, ..., xj\). If G(j/) e ̂  = K[[j.]], j/ = (j,, .. .,j/3,

then %(G) is given by formally substituting for y the Taylor series without constant

term j /= S, D01 (p^^/a! - 9^). Here a = (a^, ..., aj e N- a! == a^! ... a,!,

^a == ^al • • . ̂  and D06 9^) = (B^l 9/^1 ̂  . B^) (a), where | a [ = a, + ... + a,.
We use/l-^yto denote the inclusion 0^ ->Sa'

Theorem 7.7. — Let a e M. Then a is graphic if and only if a is formally graphic;
i.e., there exists G e(P^ such that/,, = %(G).

Theorem 7.7 follows from:

Lemma7.S [12, 23]. —Let^ = (+1, ..., <(;J, where ^, eC{x} = C{ ̂ , ..., ̂ } and

^,(°) = 0,j = 1, ..., 72. 5'̂ o^ that ^ has generic rank n. If G e C[[j/]] = C[[ î, .. .,jJ]

flwrf ^*(G) = G o ^ converges, then G converges.

Remark 7.9. — If <p has generic rank n (i.e., a representative in a neighbourhood

of 0 has generic rank n), then y : C{y} -> C{ x } is injective since, otherwise, Ker ̂

defines a germ of a proper analytic subset of C71 at 0. It then follows from Lemma 7.8
that ^* is injective.

Proof of Lemma 7.8 (cf. [2, Prop. 1.6]). — Let

8{x) = det ?"1
\^A.,=l,....n

By reordering the ^ if necessary, we can assume that S(x) :=(== 0. Suppose f{x) == G(^(x)),
where/(A:) e C { A:} and G(j/) e C[[j^]]. By the chain rule,

^ ^ (SG \^, .

^rS'w.'^- '=l•-•m•
(BG/a^, denotes the formal derivative.) Let f^^x) == ((3G/^,) o ^) (A:), j = 1, ..., n.

By Cramer's rule and the faithful flatness ofC[[>]] over C{A:} (cf. [29, Ghapt. 8, § 4]),

each/0'^) e C { x ) . Proceed inductively: For each (3 = (pi, ..., (BJ eN", there exists
f^(x) e C { x } such that f° ==f and

^-i/-.^, ,-,,..,„
€X^ ^-1 ^

(where (j) denotes the multiindex with 1 in the j-th place and zeros elsewhere). (In
fac t , /^ )==((8 lPlG/ay)o^)M.)

Let U be a neighbourhood of 0 in C"1 such that / and each .̂ converge in U,

and every irreducible component of the hypersurface X = = { ; v e U : 8 ( ; v ) =0} passes
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through 0. Then each/3 converges in U (since its poles form a codimension 1 analytic
subset of U contained in { 8{x) = 0 }).

Let G^(j/) =Sp/P(^)y/p!, where x e U. Clearly, G^(jQ = G(j/) and, if

^ + °. then °(x){y) eC{j/}. In fact, G^(jQ defines a holomorphic function H(^)
in a neighbourhood of{(^) e U X C^ :j/ = 0, 8(^) + 0 }: Near any point a such that

8(a) =t= 0, ^ admits a local holomorphic section CT; i.e., a holomorphic mapping <r in a

neighbourhood of ^ {a) such that ^ o o is the identity. For x near a, G,^ o ̂  e 0 is the

Taylor expansion of/ at x, so that G^ o ̂  o CT^) e ̂ ^, is the Taylor series ofg "== fo a
Clearly, G^(j) == ̂ (^) +jQ.

Then G^(j/) eC{j/}, for all A: G U (in particular, G e C { j } , as required) as

follows: There is an analytic subset 2 of X, of complex codimension at least 2 in U

such that X — 2 is a complex submanifold of U of codimension 1. Let a eX — S.

Choose coordinates {x^, . . . , xj centered at a in U such that { ̂  = 0 } defines X — S.

Define a holomorphic function 0.{x,jy) in a neighbourhood of a = 0 in U X C", by

Q^,lfH(^^^^

^m J ^ ^ — x^

where y is a positively oriented circle around 0 in the A^-plane. Then, for all (B e N"

(^^'^j/-""^^^^^
so that H{x,y) is an extension ofH{x,jy). We can proceed by induction (or use Hartog's

theorem) to extend H(;v,j/) to be holomorphic in a neighbourhood of U X { 0 }. D

Theorem 7.10 (Malgrange). — Consider 0 = (<p,/) : M -> N X K as before (TST is
connected, dim N = n, and 9 has generic rank n). Then the set E of non-graphic points is a closed
analytic subset of M, contained in the critical set of 9.

Proof. — We can assume that K = C, M and N are open subsets of C"1

and C^, respectively, and 8{x) = det^./^,^ ^ EJE 0, where 9 = (?i, . .., yj.
If A : £ M — E , then there exists g" e 0^ such that /=^o<^. Thus, for each
(B = (pi, ..., (BJ e N", we have /3 e 6?(M - E) defined by

/^)=((D^)o<p)M.

As in the proof of Lemma 7.8, each/3 extends to a meromorphic function on M (the
quotient of a global holomorphic function by a power of 8 (A;)).

For each k = 1, 2, ..., let P^ denote the subset of M where some /3, [ (B | ^ k,

has a pole. Then each P^ is a complex analytic subset of M$ in fact, locally, each P^

is the union of the zero sets of certain factors of 8, so the sequence P^ C Pg C . . . is locally

stationary. Therefore, P = (J^i Ffc ^ a closed analytic subset of M. Obviously, P lies
in the critical set of 9.

Clearly, PC E. On the other hand, if^P, then all/3 are holomorphic and hence
continuous at x, so x ^ E by the following lemma. D
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Lemma 7.11. — x ^ E if and only if there exists a sequence { ^ } C M — { x : 8(x) == 0}

such that x == lim yf and, for all [B e N", lim/^;/) exists.

Proof. — (( Only if55 has already been seen. " If55: By Theorem 7.7, it suffices

to find GeS^ such that^==%(G). For each I , since x{ is graphic, there exists

g^ e^q,^) such that^/ =^09^. By differentiating, we get:

/(^-rW))-/0^

S^-A^^'S'"''-2/1""')^"''.
Let / tend to oo. The resulting equations meany^ == %(G), where G{y) is the formal

power series whose coefficients are the lim/^/)/^!. D

Remark 7.12. — Let y be a curve in M — E, with endpoints a and a', say. Then

fa =gao^fal =^°9a^ where ga e ^q>(ap &'e ^<p(a') • Clearly, ^ is obtained by
analytic continuation of^* along 9(y). In particular ^a is constant on connected com-

ponents of the fibers of 9 (which clearly must lie entirely in M — E or E).

Now, let s be a positive integer. Let M^ be the j-fold fiber product of M over N,

and let <p : M^ —^N be the induced mapping (Definition 3.8). (M^ is a closed analytic

subset of M3.) We say that a e M^ is an s-fold graphic point if there exists g^ e 0^ such

that f^i = g9' o 9^,, z = 1, ..., s, where a == (a1, . . ., a8). Let EC M^ denote the set of
non-y-fold graphic points.

Corollary 7.13. — With the hypotheses of Theorem 7.10, E is a closed analytic subset

ofM8,.

Proof. — We can assume that K = C. Let X be an irreducible component of

(the germ at some point of) M^, and let Y = { a = (a1, ..., a8) e X : a' e E, for some

i == 1, ..., s }. Then Y C E and Y is a closed analytic subset ofX, by Theorem 7.10. Since

X is irreducible, then X — Y is connected [24]. Consider a e X — Y, a = (a1, .... a8).

Then each a* is graphic. If a is an ^-fold graphic point, then a' is .y-fold graphic, for all

a' e X - Y, by Remark 7.12. D

Proof of Theorem 7.5. — Let U be a relatively compact connected open subanalytic

subset ofN. By Theorem 0.1, there is a compact real analytic manifold M, and a real

analytic mapping 0 = (<p,/) : M — N X R such that 0(M) == graph.? | U. We can

assume that 9 has generic rank n == dim U (on each component ofM). By Theorem 3.14,
there is a bound s on the number of connected components of the fibers of 9. Let

<p : M^ -> N and E be as above. Suppose that y e U. Clearly, g is analytic at y if and

only \£y ^<p(E) (cf. Remark 7.12). The theorem follows immediately. D
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