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#### Abstract

The semiclassical initial value representation (SC-IVR) is emerging as a practical way of generalizing classical trajectory simulation methods to include (approximately) the effects of quantum mechanics (i.e., interference and tunneling). This paper describes the application of the SC-IVR approach to determine the low lying vibrational states of the HCl dimer on a realistic potential energy surface. Overall agreement of the semiclassical energy levels with accurate quantum values is very good, including a good description of the tunneling splitting in the ground state. Issues regarding the applications of the SC-IVR methodology to the angular variables related to rotational degrees of freedom are explicitly discussed. © 1998 American Institute of Physics.
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## I. INTRODUCTION

Semiclassical (SC) methods have a long history in chemical physics, ${ }^{1-8}$ the attraction being that they provide a way, in principle, of augmenting classical trajectory simulation methods with an approximate inclusion of quantum mechanical effects. Many applications of SC theory in the early 1970's showed that, in effect, all quantum mechanical effects-interference (or coherence) effects, tunneling (including 'dynamic tunneling'"), symmetry-based selection rules, scattering resonances (i.e., 'weak quantization'" of metastable states), and energy quantization of bound molecular systems-are contained in the SC description at least qualitatively, and that often the description is sufficiently accurate to be quite useful. A great deal was learned in this early work about the nature of quantum effects in molecular dynamics, but unfortunately the way that classical mechanics must be used in semiclassical theory makes it considerably more difficult to apply than ordinary classical mechanics. Thus the complexity (i.e., size) of the molecular system for which these semiclassical calculations could be carried out was considerably less than that for which ordinary classical trajectory simulations are practical.

Recently, however, there has been a revival of interest in using semiclassical methods for molecular dynamics simulations, based primarily on the initial value representation (IVR). ${ }^{9-17}$ The IVR converts the multivalued boundary value problem of the conventional semiclassical approach into a single-valued initial value problem which is much easier to implement computationally; it also has an approximate 'uniformizing" character that makes it typically more accurate than the original 'primitive" semiclassical approximations. Though the IVR idea also originated in the early 1970's, recent work has introduced a variety of new IVR's that are more useful than the original version. The IVR version of SC theory has all the hallmarks noted above, i.e., inclusion of interference and tunneling effects, and a number of recent applications have illustrated its accuracy and usefulness for a
variety of dynamical phenomena. Particularly interesting has been the generalization of the SC-IVR methodology to include electronically nonadiabatic processes, ${ }^{18,19}$ i.e., dynamics involving transitions between different Born-Oppenheimer potential energy surfaces. By providing a unified treatment of the electronic and nuclear degrees of freedom, one avoids inconsistencies that arise in mixed quantumclassical approaches.

This paper describes the application of current SC-IVR methodology to the low lying eigenvalues of a van der Waals complex, namely the HCl dimer, thus further widening the class of dynamical problems for which the approach has been demonstrated. This is a truly benchmark van der Waals system, having been thoroughly studied experimentally by far-infrared spectroscopic techniques and a highly accurate potential energy surface developed to fit these data. ${ }^{20}$ This is quite a nontrivial test for semiclassical theory because the strong hydrogen bonding in the system leads to strong anharmonic coupling between the rotational and vibrational degrees of freedom. The dissociation energy is only about $690 \mathrm{~cm}^{-1}$, and there are two equivalent minima separated by a barrier of about $70 \mathrm{~cm}^{-1}$. The low lying eigenvalues are thus characterized by tunneling splittings $\left(\sim 16 \mathrm{~cm}^{-1}\right.$ for the lowest doublet) and other nonclassical effects. The goal of the present work is thus to see how well the SC-IVR approach is able to describe these phenomena.

Section II first briefly summarizes the SC-IVR approach and the Filinov, or stationary Monte Carlo smoothing methods used to implement it. The Appendix describes some special features of semiclassical mechanics that arise when treating angular coordinates for rotational degrees of freedom, and especially how the SC-IVR simplifies these matters. Specifics of the HCl dimer, i.e., the Hamiltonian, are discussed in Sec. III, and the results in Sec. IV. Section V concludes with some thoughts as to where one is in the SCIVR program.

## II. THE SEMICLASSICAL INITIAL VALUE REPRESENTATION

The basic idea of the SC-IVR is very simple. Consider, for example, the transition amplitude from state 1 to state 2 (i.e., a generic matrix element of the time evolution operator),

$$
\begin{align*}
S_{2,1} & \equiv\left\langle\Psi_{2}\right| e^{-i \hat{H} t / \hbar}\left|\Psi_{1}\right\rangle \\
& =\int d \mathbf{q}_{2} \int d \mathbf{q}_{1} \Psi\left(\mathbf{q}_{2}\right)^{*}\left\langle\mathbf{q}_{2}\right| e^{-i \hat{H} t / \hbar}\left|\mathbf{q}_{1}\right\rangle \Psi_{1}\left(\mathbf{q}_{1}\right) \tag{2.1}
\end{align*}
$$

Replacing the coordinate matrix representation of the propagator with the standard semiclassical (Van Vleck) approximation yields

$$
\begin{align*}
S_{2,1}= & \int d \mathbf{q}_{2} \int d \mathbf{q}_{1} \Psi_{2}\left(\mathbf{q}_{2}\right)^{*} \Psi_{1}\left(\mathbf{q}_{1}\right) \\
& \times \sum_{\text {roots }}\left[(2 \pi i \hbar)^{F}\left|\frac{\partial \mathbf{q}_{2}}{\partial \mathbf{p}_{1}}\right|\right]^{-\frac{1}{2}} e^{i S_{t}\left(\mathbf{q}_{2}, \mathbf{q}_{1}\right) / \hbar-i \nu \pi / 2} \tag{2.2}
\end{align*}
$$

where

$$
\begin{equation*}
S_{t}\left(\mathbf{q}_{2}, \mathbf{q}_{1}\right)=\int_{0}^{t} d \tau[\mathbf{p}(\tau) \cdot \dot{\mathbf{q}}(\tau)-H(\mathbf{p}(\tau), \mathbf{q}(\tau))] \tag{2.3}
\end{equation*}
$$

is the classical action for the trajectory that goes from $\mathbf{q}_{1}$ to $\mathbf{q}_{2}$ in time $t$. To apply Eq. (2.2) as written, one needs to solve a nonlinear boundary value problem; i.e., if $\mathbf{q}_{t}\left(\mathbf{p}_{1}, \mathbf{q}_{1}\right)$ is the coordinate at time $t$ that evolves from the initial $(t=0)$ conditions ( $\mathbf{p}_{1}, \mathbf{q}_{1}$ ), then for a given $\mathbf{q}_{t}$, one must find values of $\mathbf{p}_{1}$ that satisfy

$$
\begin{equation*}
\mathbf{q}_{t}\left(\mathbf{p}_{1}, \mathbf{q}_{1}\right)=\mathbf{q}_{2} . \tag{2.4}
\end{equation*}
$$

In general, there will be multiple roots to this equation (since $\mathbf{q}_{t}$ need not be a monotonic function of $\mathbf{p}_{1}$ ), and the summation in Eq. (2.2) is over all such roots. The Jacobian factor in Eq. (2.2),

$$
\begin{equation*}
\left|\frac{\partial \mathbf{q}_{2}}{\partial \mathbf{p}_{1}}\right|=\left|\frac{\partial \mathbf{q}_{t}\left(\mathbf{p}_{1}, \mathbf{q}_{1}\right)}{\partial \mathbf{p}_{1}}\right|, \tag{2.5}
\end{equation*}
$$

is evaluated at the roots of Eq. (2.4), and $\nu$ is the number of zeros experienced by the determinant $\left|\partial \mathbf{q}_{t} / \partial \mathbf{p}_{1}\right|$ in the time interval ( $0, t$ ).

The idea of the initial value representation is to change the integral over the final coordinates in Eq. (2.2) to one over the initial momenta, giving

$$
\begin{align*}
S_{2,1}= & \int d \mathbf{p}_{1} \int d \mathbf{q}_{1} \Psi_{2}\left(\mathbf{q}_{t}\right)^{*} \Psi_{1}\left(\mathbf{q}_{1}\right) \\
& \times\left[\frac{\left|\partial \mathbf{q}_{t} / \partial \mathbf{p}_{1}\right|}{(2 \pi i \hbar)^{F}}\right]^{1 / 2} e^{i S_{t}\left(\mathbf{p}_{1}, \mathbf{q}_{1}\right) / \hbar-i \pi \nu / 2} \tag{2.6}
\end{align*}
$$

where $S_{t}\left(\mathbf{p}_{1}, \mathbf{q}_{1}\right)=S\left(\mathbf{q}_{t}\left(\mathbf{p}_{1}, \mathbf{q}_{1}\right), \mathbf{q}_{1}\right)$. Equation (2.6), though formally identical to Eq. (2.2), has several advantages over it, the most important is that the classical trajectories needed to evaluate the integral are specified by their initial conditions $\left(\mathbf{p}_{1}, \mathbf{q}_{1}\right)$ and not by the double-ended boundary conditions $\left(\mathbf{q}_{2}, \mathbf{q}_{1}\right)$. This also means that the summation in Eq.
(2.2) is no longer present because initial conditions determine a unique classical trajectory. Stated more precisely, for a given $\mathbf{q}_{1}$,

$$
\begin{equation*}
\int d \mathbf{q}_{2} \sum_{\text {roots }} \rightarrow \int d \mathbf{p}_{1}\left|\frac{\partial \mathbf{q}_{t}}{\partial \mathbf{p}_{1}}\right| . \tag{2.7}
\end{equation*}
$$

Another benefit of the IVR is that the Jacobian from the change of integration variables in Eq. (2.7) combines with the denominator in Eq. (2.2), so that the square root of the Jacobian now appears in the numerator of Eq. (2.6). Since this factor can go through zero, having it in the numerator removes singularities in the integrand and thus facilitates numerical integration. Additionally, this Jacobian factor causes the integrand to be zero when $\nu$ changes discontinuously, so that the integrand is continuous at these points.

An IVR, however, is not unique. Equation (2.6) is obtained by beginning with the propagator in a coordinate representation, but another result is obtained if one begins with a momentum representation. Herman and Kluk ${ }^{11}$ made a very useful contribution in showing how to combine these two possibilities by using a coherent state representation (motivated by the 'frozen Gaussian'" approximation of Heller ${ }^{21}$ ); the Herman-Kluk (HK) IVR is

$$
\begin{align*}
\left\langle\Psi_{2}\right| e^{-i \hat{H} t / \hbar}\left|\Psi_{1}\right\rangle= & \int \frac{d \mathbf{p}_{1} d \mathbf{q}_{1}}{(2 \pi \hbar)^{F}} C_{t}\left(\mathbf{p}_{1}, \mathbf{q}_{1}\right) \\
& \times e^{i S_{t}\left(\mathbf{p}_{1}, \mathbf{q}_{1}\right) / \hbar}\left\langle\Psi_{2} \mid \mathbf{p}_{t}, \mathbf{q}_{t}\right\rangle \\
& \times\left\langle\mathbf{p}_{1}, \mathbf{q}_{1} \mid \Psi_{1}\right\rangle \tag{2.8}
\end{align*}
$$

where $\langle\mathbf{p}, \mathbf{q} \mid \Psi\rangle$ is the coherent state representation of the wave function $|\Psi\rangle$,

$$
\begin{equation*}
\langle\mathbf{p}, \mathbf{q} \mid \Psi\rangle=\int d \mathbf{x}\left(\frac{\gamma}{\pi}\right)^{F / 4} e^{-\gamma / 2(\mathbf{x}-\mathbf{q})^{2}-i / \hbar \mathbf{p} \cdot(\mathbf{x}-\mathbf{q})} \Psi(\mathbf{x}) \tag{2.9}
\end{equation*}
$$

and

$$
\begin{equation*}
C_{t}\left(\mathbf{p}_{1}, \mathbf{q}_{1}\right)=\left|\frac{1}{2}\left(\frac{\partial \mathbf{q}_{t}}{\partial \mathbf{q}_{1}}+\frac{\partial \mathbf{p}_{t}}{\partial \mathbf{p}_{1}}-i \gamma \hbar \frac{\partial \mathbf{q}_{t}}{\partial \mathbf{p}_{1}}+\frac{i}{\gamma \hbar} \frac{\partial \mathbf{p}_{t}}{\partial \mathbf{q}_{1}}\right)\right|^{\frac{1}{2}} \tag{2.10}
\end{equation*}
$$

It is not hard to show that in the limit of $\gamma \rightarrow \infty$, Eq. (2.8) reduces to the coordinate space IVR of Eq. (2.6), while the limit $\gamma \rightarrow 0$ gives the momentum space IVR. Kay has made a rather extensive study of this by treating a variety of these IVR's, ${ }^{10}$ concluding that the HK version often seems to be most accurate overall. This has also been our experience and is thus used in the present application.

The computational task in a SC-IVR calculation is therefore a phase space average over the initial conditions of classical trajectories, the chief difficulty of which is caused by the fact that the integrand is oscillatory. Furthermore, the preexponential factor in the integrand-the factor $C_{t}(\mathbf{p}, \mathbf{q})$ in Eq. (2.8)-tends to increase roughly algebraically with $t$ if the trajectory is regular and exponentially if it is chaotic, so the amplitude of the oscillation grows with time. Applications to date have dealt with this problem by using "filter-
ing', or stationary phase Monte Carlo methods ${ }^{22,23}$ to damp the oscillations of the integrand. Consider, for example, a generic oscillatory integral of the form

$$
\begin{equation*}
I=\int d \mathbf{x} g(\mathbf{x}) e^{i f(\mathbf{x})} \tag{2.11}
\end{equation*}
$$

The Filinov ${ }^{22}$ smoothing approach replaces this by

$$
\begin{align*}
I= & \int d \mathbf{x}\left|\mathbf{1}-\frac{i}{c} \frac{\partial^{2} f}{\partial \mathbf{x} \partial \mathbf{x}}\right|^{-1 / 2} g(\mathbf{x}) \\
& \times \exp \left[i f(\mathbf{x})-\frac{1}{2 c} \frac{\partial f}{\partial \mathbf{x}} \cdot\left(\mathbf{1}-\frac{i}{c} \frac{\partial^{2} f}{\partial \mathbf{x} \partial \mathbf{x}}\right)^{-1} \cdot \frac{\partial f}{\partial \mathbf{x}}\right] . \tag{2.12}
\end{align*}
$$

This smoothing procedure can be applied to any of the IVR's discussed here, and there is also some flexibility with the choice of the functions $f$ and $g$. After some investigation, we conclude that the Filinov transformation applied to the HK IVR, as suggested by Walton and Manolopoulos, ${ }^{14 \mathrm{a}}$ is the most effective one so far. All the SC-IVR calculations reported in this paper are performed with this approach.

To determine the eigenvalues of a bound molecular system, which is the application of interest in this paper, we consider the spectral density with respect to some reference wave function $|\Psi\rangle$,

$$
\begin{equation*}
J(E)=\langle\Psi| \delta(E-\hat{H})|\Psi\rangle \tag{2.13}
\end{equation*}
$$

which of course has delta function peaks at the the eigenvalues $\left\{E_{k}\right\}$ of the Hamiltonian,

$$
\begin{equation*}
J(E)=\sum_{k}\left|\left\langle\Psi \mid \Psi_{k}\right\rangle\right|^{2} \delta\left(E-E_{k}\right) \tag{2.14}
\end{equation*}
$$

where $\left|\Psi_{k}\right\rangle$ are the corresponding eigenfunctions. The microcanonical density operator $\delta(E-\hat{H})$ can be expressed in terms of the propagator in the usual way,

$$
\begin{align*}
& \delta(E-\hat{H})=-\frac{1}{\pi} \operatorname{Im} \hat{G}(E),  \tag{2.15}\\
& \hat{G}(E)=\frac{1}{i \hbar} \int_{0}^{\infty} e^{i E t / \hbar} e^{-i \hat{H} t / \hbar} \tag{2.16}
\end{align*}
$$

so that the spectrum is given in terms of the propagator by

$$
\begin{equation*}
J(E)=\operatorname{Re} \frac{1}{\pi \hbar} \int_{0}^{\infty} e^{i E t / \hbar}\langle\Psi| e^{-i \hat{H} t / \hbar}|\Psi\rangle \tag{2.17}
\end{equation*}
$$

The semiclassical approximation corresponds to using an IVR of choice for the diagonal matrix element of the propagator in Eq. (2.17). In practice, one also typically includes a convergence factor to cut off the time integral in Eq. (2.17), e.g., a Gaussian, to obtain

$$
\begin{equation*}
J(E)=\operatorname{Re} \frac{1}{\pi \hbar} \int_{0}^{\infty} e^{i E t / \hbar-(1 / 2) \Delta E^{2} t^{2} / \hbar^{2}}\langle\Psi| e^{-i \hat{H} t / \hbar}|\Psi\rangle \tag{2.18}
\end{equation*}
$$

for which the corresponding quantum expression that replaces Eq. (2.14) is

$$
\begin{equation*}
J(E)=\sum_{k}\left|\left\langle\Psi \mid \Psi_{k}\right\rangle\right|^{2} \frac{e^{-\left(\frac{1}{2}\right)\left(E-E_{k}\right)^{2} / \Delta E^{2}}}{\sqrt{2 \pi} \Delta E} . \tag{2.19}
\end{equation*}
$$



FIG. 1. The two equilibrium configurations of the HCl dimer. The values of the coordinates are $R=3.746 \AA, \phi=180, \theta_{1}=9^{\circ}, \theta_{2}=89.8^{\circ}$. The HCl monomer bond lengths are fixed.

In practice, one chooses $\Delta E$ as large as possible-so as to make the time integral in Eq. (2.17) converge in as short a time as possible-but not so large that the Gaussian peaks in Eq. (2.19) overlap too much for the individual eigenvalues to be resolved. Lastly, it is worth noting that in one dimension, the semiclassical quantization condition derived from Eq. (2.17) (with a stationary phase evaluation of the time integral) is identical to the Wentzel-Kramers-Brillouin (WKB) quantization. Thus, this method of finding the eigenvalue can be viewed as a multidimensional generalization of the WKB analysis.

## III. THE HCI DIMER HAMILTONIAN

In terms of the standard Jacobi coordinates shown in Fig. $1-\mathbf{r}_{1}$ and $\mathbf{r}_{2}$ for the two diatomic monomers, and $\mathbf{R}$ the center of mass coordinate between the two-and their conjugate momenta, the classical Hamiltonian for the diatomdiatom system is

$$
\begin{equation*}
H=\frac{P_{R}^{2}}{2 \mu}+\frac{l^{2}}{2 \mu R^{2}}+\frac{p_{r_{1}}^{2}}{2 m_{1}}+\frac{j_{1}^{2}}{2 m_{1} r_{1}^{2}}+\frac{p_{r_{2}}^{2}}{2 m_{2}}+\frac{j_{2}^{2}}{2 m_{2} r_{2}^{2}}+V \tag{3.1}
\end{equation*}
$$

where $\mathbf{j}_{n}=\mathbf{r}_{n} \times \mathbf{p}_{n}$, for $n=1$ and 2 , and $\mathbf{l}=\mathbf{R} \times \mathbf{P} . m_{1}, m_{2}$, and $\mu$ are the appropriate reduced masses (and here, of course, $m_{1}=m_{2}=m$ ). Using the Van Vleck body-fixed axis
procedure, ${ }^{24}$ we choose $\mathbf{R}$ as the body-fixed axis, and the angular momentum of this axis, $\mathbf{l}$, is eliminated by the use of total angular momentum conservation,

$$
\begin{equation*}
\mathbf{l}=\mathbf{J}-\left(\mathbf{j}_{1}+\mathbf{j}_{2}\right) \tag{3.2}
\end{equation*}
$$

where $\mathbf{J}$ is the total angular momentum. In the present application, we consider only zero total angular momentum, $J$ $=0$, and also take the two monomer HCl's to be rigid rotors, thus setting the two radial momenta $p_{r_{1}}=p_{r_{2}}=0$. The Hamiltonian thus becomes

$$
\begin{equation*}
H=\frac{P_{R}}{2 \mu}+\frac{\left|\mathbf{j}_{1}+\mathbf{j}_{2}\right|^{2}}{2 \mu R^{2}}+B\left(j_{1}^{2}+j_{2}^{2}\right)+V \tag{3.3}
\end{equation*}
$$

where $B=\left(2 m r^{2}\right)^{-1}$ is (with $\hbar=1$ ) the monomer HCl rotation constant $\left(B=10.44 \mathrm{~cm}^{-1}\right)$. The rotational angular momenta of the two monomers, $\mathbf{j}_{1}$ and $\mathbf{j}_{2}$, are given by the standard expressions ${ }^{25}$ in terms of the polar and azimuthal angles $\left(\theta_{1}, \phi_{1}\right)$ and $\left(\theta_{2}, \phi_{2}\right)$ that orient $\mathbf{r}_{1}$ and $\mathbf{r}_{2}$ with respect to the body-fixed axis $\mathbf{R}$, and their conjugate momenta, as

$$
\mathbf{j}_{n}=\left(\begin{array}{c}
-p_{\theta_{n}} \sin \phi_{n}-\cos \phi_{n} \cot \theta_{n} p_{\phi_{n}}  \tag{3.4}\\
p_{\theta_{n}} \cos \phi_{n}-\sin \phi_{n} \cot \theta_{n} p_{\phi_{n}} \\
p_{\phi_{n}}
\end{array}\right)
$$

for $n=1$ and 2. In Eq. (3.3), one thus has

$$
\begin{align*}
j_{n}^{2}=p_{\theta_{n}}^{2} & +\frac{p_{\phi_{n}}^{2}}{\sin ^{2} \theta_{n}}  \tag{3.5}\\
\mathbf{j}_{1} \cdot \mathbf{j}_{2}= & p_{\theta_{1}} p_{\theta_{2}} \cos \left(\phi_{1}-\phi_{2}\right) \\
& +p_{\phi_{1}} p_{\phi_{2}}\left[\cot \theta_{1} \cot \theta_{2} \cos \left(\phi_{1}-\phi_{2}\right)+1\right] \\
& +p_{\theta_{1}} p_{\phi_{2}} \cot \theta_{2} \sin \left(\phi_{1}-\phi_{2}\right) \\
& +p_{\theta_{2}} p_{\phi_{1}} \cot \theta_{1} \sin \left(\phi_{2}-\phi_{1}\right) \tag{3.6}
\end{align*}
$$

Finally, since the Hamiltonian (including the potential $V$ ) depends only on the difference of the two azimuthal angles $\phi_{1}-\phi_{2}$, and not their sum, one makes a canonical transformation to the sum and difference variables,

$$
\begin{align*}
& \phi=\phi_{1}-\phi_{2}, \quad \Phi=\frac{1}{2}\left(\phi_{1}+\phi_{2}\right),  \tag{3.7}\\
& p_{\phi}=\frac{1}{2}\left(p_{\phi_{1}}-p_{\phi_{2}}\right), \quad p_{\Phi}=p_{\phi_{1}}+p_{\phi_{2}} .
\end{align*}
$$

The Hamiltonian, as noted before, is independent of $\Phi$, so that $p_{\Phi}$ is conserved (and equal to 0 for $J=0$ ). Putting all this together, the final form for the $J=0$ Hamiltonian involves four degrees of freedom, $\left(R, \theta_{1}, \theta_{2}, \phi\right)$ and their conjugate momenta, and is given explicitly by


FIG. 2. Contours of potential energy surface of the HCl dimer in the $\theta_{1}$ and $\theta_{2}$ plane from -690 to $-550 \mathrm{~cm}^{-1}$. The other coordinates are held at their equilibrium values.

$$
\begin{align*}
& H\left(P_{R}, R, p_{\theta_{1}}, \theta_{1}, p_{\theta_{2}}, \theta_{2}, p_{\phi}, \phi\right) \\
& \quad=\frac{P_{R}^{2}}{2 \mu}+\left(B+\frac{1}{2 \mu R^{2}}\right)\left(p_{\theta_{1}}^{2}+\frac{p_{\phi}^{2}}{\sin ^{2} \theta_{1}}+p_{\theta_{2}}^{2}+\frac{p_{\phi}^{2}}{\sin ^{2} \theta_{2}}\right) \\
& \quad \times \frac{1}{\mu R^{2}}\left[p_{\theta_{1}} p_{\theta_{2}} \cos \phi-p_{\phi}^{2}\left(\cot \theta_{1} \cot \theta_{2} \cos \phi+1\right)\right. \\
& \left.\quad-p_{\phi} \sin \phi\left(p_{\theta_{1}} \cot \theta_{2}+p_{\theta_{2}} \cot \theta_{1}\right)\right] \\
& \quad+V\left(R, \theta_{1}, \theta_{2}, \phi\right) . \tag{3.8}
\end{align*}
$$

The potential energy surface $V$ has been determined by Elrod et al. ${ }^{20}$ in the form of the following expansion,

$$
\begin{equation*}
V\left(R, \theta_{1}, \theta_{2}, \phi\right)=\sum_{l_{1} l_{2} l} A_{l_{1} l_{2} l}(R) g_{l_{1} l_{2} l}\left(\theta_{1}, \theta_{2}, \phi\right), \tag{3.9}
\end{equation*}
$$

the parameters for which are determined by fitting quantum mechanical calculations to the experimental spectra. Figure 2 shows a contour plot of the potential surface as a function of $\left(\theta_{1}, \theta_{2}\right)$ for planar geometry ( $\phi=180^{\circ}$ ) and a fixed value of $R$. This clearly displays the $\theta_{1} \leftrightarrow \theta_{2}$ exchange symmetry and the two equivalent minima indicated in Fig. 1. As noted in the Introduction, the barrier separating the two minima ( $\sim 70 \mathrm{~cm}^{-1}$ ) is sufficiently low that tunneling between them gives rise to a splitting of about $16 \mathrm{~cm}^{-1}$ between the lowest two energy levels. Even and odd states with respect to this $\theta_{1} \leftrightarrow \theta_{2}$ exchange are designated by $A$ and $B$, respectively. The potential is also symmetric in the out-of-plane coordinate $\phi$, so that the states are also even or odd with respect to $\phi \rightarrow 2 \pi-\phi$. This symmetry is designated + or - . The states thus have four possible symmetries in this system, $A^{+}, A^{-}, B^{+}, B^{-}$.

## IV. RESULTS AND DISCUSSION

The reference wave function in Eq. (2.17) is, to some extent, arbitrary, the primary requirement being that it has significant overlap with the states whose energy levels one is wishing to extract from the calculation. One may in fact wish to use several different reference wave functions. Because the Herman-Kluk IVR expression [Eq. (2.8)] involves coherent states, it is natural to choose $\Psi$ also of this form. Thus, we have used a direct product of such functions,

$$
\begin{equation*}
\Psi\left(R, \theta_{1}, \theta_{2}, \phi\right)=\psi_{1}(R) \psi_{2}\left(\theta_{1}\right) \psi_{3}\left(\theta_{2}\right) \psi_{4}(\phi) \tag{4.1}
\end{equation*}
$$

where each factor is related to a coherent state,
$\psi_{1}(R)=\left(\frac{\gamma_{1}}{\pi}\right)^{1 / 4} R^{-2} e^{-\left(\gamma_{1} / 2\right)\left(R-R_{0}\right)^{2}+i P_{R 0}\left(R-R_{0}\right) / \hbar}$,
$\psi_{2}\left(\theta_{1}\right)=\left(\frac{\gamma_{2}}{\pi}\right)^{1 / 4}\left(\sin \theta_{1}\right)^{-1} e^{-\left(\gamma_{2} / 2\right)\left(\theta_{1}-\theta_{10}\right)^{2}+i P_{\theta_{1} 0}\left(\theta_{1}-\theta_{10}\right) / \hbar}$,
$\psi_{3}\left(\theta_{2}\right)=\left(\frac{\gamma_{3}}{\pi}\right)^{1 / 4}\left(\sin \theta_{2}\right)^{-1} e^{-\left(\gamma_{3} / 2\right)\left(\theta_{2}-\theta_{20}\right)^{2}+i P_{\theta_{2}}\left(\theta_{2}-\theta_{20}\right) / \hbar}$,
$\psi_{4}(\phi)=\left(\frac{\gamma_{4}}{\pi}\right)^{1 / 4} e^{-\left(\gamma_{4} / 2\right)\left(\phi-\phi_{0}\right)^{2}+i P_{\phi 0}\left(\phi-\phi_{0}\right) / \hbar}$,
where $R^{-2}$ and $\left(\sin \theta_{n}\right)^{-1}$ will cancel with the Jacobian factors when calculating the overlap $\langle\mathbf{q}, \mathbf{p} \mid \Psi\rangle$, and the coherent state widths $\left\{\gamma_{i}\right\}$ are chosen large enough so that the following approximation,

$$
\begin{align*}
\langle\mathbf{q}, \mathbf{p} \mid \Psi\rangle= & \int_{0}^{\infty} d R \int_{0}^{\pi} d \theta_{1} \int_{0}^{\pi} d \theta_{2} \int_{0}^{2 \pi} d \phi R^{2} \\
& \times \sin \theta_{1} \sin \theta_{2} \Psi\left(R, \theta_{1}, \theta_{2}, \phi\right) \\
& \times\left\langle\mathbf{q}, \mathbf{p} \mid R, \theta_{1}, \theta_{2}, \phi\right\rangle \\
\approx & \int_{-\infty}^{\infty} d R \int_{-\infty}^{\infty} d \theta_{1} \int_{-\infty}^{\infty} d \theta_{2} \int_{-\infty}^{\infty} d \phi R^{2} \\
& \times \sin \theta_{1} \sin \theta_{2} \Psi\left(R, \theta_{1}, \theta_{2}, \phi\right) \\
& \times\left\langle\mathbf{q}, \mathbf{p} \mid R, \theta_{1}, \theta_{2}, \phi\right\rangle \tag{4.6}
\end{align*}
$$

is valid. Actually, we use a linear combination of functions of the type in Eq. (4.1) in order to take advantage of symmetry: to determine the energy levels for a given symmetry, one chooses the reference wave function to be of this symmetry so that only states with this symmetry will appear in the spectral density [as most easily seen in the quantum expression, Eq. (2.14)]. In the present case, for example, the reference wave function of Eq. (4.1) is modified as follows,

$$
\begin{align*}
\Psi_{\sigma, \sigma^{\prime}}\left(R, \theta_{1}, \theta_{2}, \phi\right)= & \psi_{1}(R)\left[\psi_{2}\left(\theta_{1}\right) \psi_{3}\left(\theta_{2}\right)\right. \\
& \left.+\sigma \psi_{2}\left(\theta_{2}\right) \psi_{3}\left(\theta_{1}\right)\right] \\
& \times\left[\psi_{4}(\phi)+\sigma^{\prime} \psi_{4}(2 \pi-\phi)\right] \tag{4.7}
\end{align*}
$$

where $\sigma \sigma^{\prime}=++,+-,-+$, and -- correspond to the $A^{+}, A^{-}, B^{+}$, and $B^{-}$states, respectively. The semiclassical calculation can thus be carried out separately for each symmetry.

Figure 3 shows a typical semiclassical correlation function $\langle\Psi| e^{-i \hat{H} t / \hbar}|\Psi\rangle$ for $A^{+}$symmetry. It is obtained with $\sim 3000$ bounded classical trajectories whose initial conditions are chosen by Monte Carlo from the coherent state overlap with the reference wave function, $|\langle\mathbf{q}, \mathbf{p} \mid \Psi\rangle|$. (Trajectories which dissociated are discarded since their Fourier transform cannot contribute to delta function peaks in the energy spectrum.) Figures 4 and 5 show the energy spectra obtained from the SC-IVR correlation functions, indicating


FIG. 3. The real and imaginary parts of the semiclassical correlation function, $\langle\Psi| e^{-i \hat{H} t / \hbar}|\Psi\rangle$, where $\Psi$ is of $A^{+}$symmetry. This is obtained with about 3000 bound trajectories.
the peaks corresponding to the energy levels. No attempt was made at using more sophisticated 'signal processing', algorithms ${ }^{26}$ to extract the energy levels from the time correlation function, though this would perhaps make the overall procedure more efficient.

The lowest few SC-IVR energy levels of each symmetry are listed in Table I, along with the corresponding quantum mechanical (QM) values calculated by Elrod et al. ${ }^{20}$ The SCIVR and QM energy levels are listed relative to the ground state of each, and one sees quite good agreement overall. The average error in the semiclassical energy levels for these states is $1.65 \mathrm{~cm}^{-1}$, with the maximum being about $4 \mathrm{~cm}^{-1}$. It is particularly interesting to see that the tunneling splitting of the ground state-the difference of the lowest $A^{+}$and $B^{+}$


FIG. 4. Representative spectra for $A^{+}$(upper panel) and $A^{-}$(lower panel) symmetries.


FIG. 5. Representative spectra for $B^{+}$(upper panel) and $B^{-}$(lower panel) symmetries.
energy levels-is described reasonably well, $18 \mathrm{~cm}^{-1}$ compared to the correct value of $15.7 \mathrm{~cm}^{-1}$. We consider this level of success for the SC-IVR model to be excellent and further evidence that it is capable of describing a wide range of dynamical phenomena to a useful accuracy, even at the most detailed level where quantum effects are very significant.

The result obtained for the SC-IVR ground state $\left(-395.5 \mathrm{~cm}^{-1}\right)$, however, is $16.3 \mathrm{~cm}^{-1}$ above the quantum ground state $\left(-411.8 \mathrm{~cm}^{-1}\right)$. Therefore, on an absolute energy scale, all SC-IVR energy levels are about this much larger than the corresponding QM values. From the discussion at the end of the Appendix, it is not surprising that the

TABLE I. Comparison of semiclassical and quantum mechanical energy levels (in $\mathrm{cm}^{-1}$ ) for $(\mathrm{HCl})_{2}$, for $J=0$ and various molecular symmetries.

|  | QM | SC-IVR |
| :---: | :---: | :---: |
| $A^{+}$ | $0.0^{\mathrm{a}}$ | $0.0^{\mathrm{a}}$ |
|  | 53.3 | 55.5 |
|  | 72.1 | 76.6 |
|  | 111.2 | 111.4 |
| $A^{-}$ | 147.8 | 147.8 |
|  | 160.6 | 162.6 |
| $B^{+}$ | 212.0 | 212.7 |
|  | 15.7 | 18.0 |
|  | 79.6 | 80.9 |
|  | 104.0 | 106.7 |
| $B^{-}$ | 167.5 | 166.4 |
|  | 188.0 | 190.8 |
|  | 185.1 | 186.7 |

${ }^{a}$ QM and SC-IVR energy levels are shown relative to the ground state of each. The SC-IVR ground state is $16.3 \mathrm{~cm}^{-1}$ above the QM ground state.

SC energies are shifted by an approximately constant value relative to the QM ones, but it is not easy to reconcile the value of the shift $\left(16.3 \mathrm{~cm}^{-1}\right)$ we observe. If the two HCl rigid diatomics were free rotors, then the discussion in the Appendix shows that the SC energy levels would be $\frac{1}{2} B$ above the QM values ( $\frac{1}{4} B$ for each rotor), and since the rotation constant of HCl is $B=10.44 \mathrm{~cm}^{-1}$, this suggests a shift of about $5.2 \mathrm{~cm}^{-1}$. (We in fact carried out the SC-IVR calculation for the uncoupled case and did indeed obtain energy levels shifted by this amount.) Why one obtains a significantly larger shift than this for the fully coupled case is not clear to us, but it is nevertheless reassuring that the SCIVR energy levels are good approximations to the QM values for some constant (and modest) shift.

## V. CONCLUDING REMARKS

In summary, we have presented an application of the semiclassical (SC) initial value representation (IVR) to a highly nontrivial multidimensional system, involving dynamics on a very anharmonic potential energy surface with multiple wells. We obtain the ground and excited state vibrational energy levels of each symmetry to a good level of accuracy with a relatively modest number of classical trajectories. Perhaps the most important dynamical quantity, the tunneling splitting of the ground state, is obtained to good accuracy. These results help to further make the case that the SC-IVR model provides a unified dynamical approach for molecular dynamics simulations that includes essentially all quantum effects to a very good approximation.

For the SC-IVR approach to be a practical TOE ('theory of everything'') for chemical physics, however, one must be able to carry out the calculation for more complex (i.e., larger) molecular systems. It is possible, of course, to carry out classical trajectory calculations for systems with hundreds (or more) of atoms and molecules, and the goal is to be able to implement the SC-IVR methodology for such systems. As noted, the trajectories can be calculated, but it is the phase space average over the initial conditions of an oscillatory integrand [cf. Eq. (2.8)] that is the computational bottleneck. The various filtering methods noted in Sec. II have made it possible to do the various calculations reported to date, but one needs to make additional progress in order to break out of the small molecule dynamics arena. There are several new avenues that have been suggested for dealing with this but their usefulness is yet to be demonstrated. The potential payoff is so great that this problem warrants considerable research effort.
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## APPENDIX: SPECIAL CONSIDERATIONS OF THE SCIVR FOR ANGULAR COORDINATES

Here we note some specific features of the SC-IVR when treating angular variables for rotational degrees of freedom. Consider first a one dimensional rotor whose orientation in a plane is characterized by angle $\phi$, with the Hamiltonian

$$
\begin{equation*}
\hat{H}=-\frac{\hbar^{2}}{2 I} \frac{d^{2}}{d \phi^{2}}+V(\phi) \tag{A1}
\end{equation*}
$$

where $I$ is the moment of inertia. A typical matrix element of the propagator thus has the form

$$
\begin{align*}
S_{2,1} & \equiv\left\langle\Psi_{2}\right| e^{-i \hat{H} t / \hbar}\left|\Psi_{1}\right\rangle \\
& =\int_{0}^{2 \pi} d \phi_{1} \int_{0}^{2 \pi} d \phi_{2} \Psi_{2}\left(\phi_{2}\right)^{*}\left\langle\phi_{2}\right| e^{-i \hat{H} t / \hbar}\left|\phi_{1}\right\rangle \Psi_{1}\left(\phi_{1}\right), \tag{A2}
\end{align*}
$$

with the wave functions normalized on the interval $(0,2 \pi)$ in the usual way,

$$
\begin{equation*}
\int_{0}^{2 \pi} d \phi|\Psi(\phi)|^{2}=1 \tag{A3}
\end{equation*}
$$

If $K_{t}\left(\phi_{2}, \phi_{1}\right)$ is the standard semiclassical amplitude for the $\phi_{1} \rightarrow \phi_{2}$ transition in time $t$, i.e.,

$$
\begin{equation*}
K_{t}\left(\phi_{2}, \phi_{1}\right)=\sum\left[2 \pi i \hbar\left|\frac{\partial \phi_{t}}{\partial p_{\phi_{1}}}\right|\right]^{-1 / 2} e^{i S_{t}\left(\phi_{2}, \phi_{1}\right) / \hbar} \tag{A4}
\end{equation*}
$$

then the new feature that arises here is that the net amplitude for the transition must take account of the fact that all final angles $\phi_{2}+2 \pi n$ ( $n=$ any integer) correspond to the same physical orientation as angle $\phi_{2}$, so that the amplitude in the integrand of Eq. (A2) must be a sum over all these symmetrically equivalent final angles,

$$
\begin{equation*}
\left\langle\phi_{2}\right| e^{-i \hat{H} t / \hbar}\left|\phi_{1}\right\rangle=\sum_{n=-\infty}^{\infty} K_{t}\left(\phi_{2}+2 \pi n, \phi_{1}\right) . \tag{A5}
\end{equation*}
$$

Equation (A2) thus reads

$$
\begin{align*}
S_{2,1}= & \sum_{n=-\infty}^{\infty} \int_{0}^{2 \pi} d \phi_{1} \int_{0}^{2 \pi} d \phi_{2} \Psi_{2}\left(\phi_{2}\right) * K_{t}\left(\phi_{2}+2 \pi n, \phi_{1}\right) \\
& \times \Psi_{1}\left(\phi_{1}\right) \tag{A6}
\end{align*}
$$

and if one changes the integration variable from $\phi_{2}$ to $\phi_{2}^{\prime}$ $=\phi+2 \pi n$, it becomes

$$
\begin{align*}
S_{2,1}= & \sum_{n=-\infty}^{\infty} \int_{0}^{2 \pi} d \phi_{1} \int_{2 \pi n}^{2 \pi(n+1)} d \phi_{2}^{\prime} \\
& \times \Psi_{2}\left(\phi_{2}^{\prime}\right) * K_{t}\left(\phi_{2}^{\prime}, \phi_{1}\right) \Psi_{1}\left(\phi_{1}\right), \tag{A7}
\end{align*}
$$

where it has been assumed that the wave function $\Psi_{2}$ is periodic, i.e., $\Psi_{2}\left(\phi_{2}^{\prime}-2 \pi n\right)=\Psi_{2}\left(\phi_{2}^{\prime}\right)$. But,

$$
\begin{equation*}
\sum_{n=-\infty}^{\infty} \int_{2 \pi n}^{2 \pi(n+1)} d \phi_{2}^{\prime}=\int_{-\infty}^{\infty} d \phi_{2}^{\prime} \tag{A8}
\end{equation*}
$$

so that Eq. (A7) becomes

$$
\begin{equation*}
S_{2,1}=\int_{0}^{2 \pi} d \phi_{1} \int_{-\infty}^{\infty} d \phi_{2} \Psi_{2}\left(\phi_{2}\right)^{*} K_{t}\left(\phi_{2}, \phi_{1}\right) \Psi_{1}\left(\phi_{1}\right) \tag{A9}
\end{equation*}
$$

where the prime has now been dropped from the integration variable $\phi_{2}^{\prime}$. The integral over the entire interval $(-\infty, \infty)$ of the final angle $\phi_{2}$, together with the periodicity of the final wave function $\Psi_{2}\left(\phi_{2}\right)$, thus properly takes account of the sum over all symmetrically equivalent final angles in Eq. (A5). One now applies the standard IVR transformation to Eq. (A9), i.e.,

$$
\begin{equation*}
\int_{-\infty}^{\infty} d \phi_{2}=\int_{-\infty}^{\infty} d p_{\phi_{1}}\left|\frac{\partial \phi_{t}}{\partial p_{\phi_{1}}}\right| \tag{A10}
\end{equation*}
$$

to give the final result

$$
\begin{align*}
\left\langle\Psi_{2}\right| & e^{-i \hat{H} t / \hbar}\left|\Psi_{1}\right\rangle \\
= & \int_{0}^{2 \pi} d \phi_{1} \int_{-\infty}^{\infty} d p_{\phi_{1}} \Psi_{2}\left(\phi_{t}\right) *\left[\left|\frac{\partial \phi_{t}}{\partial p_{\phi_{1}}}\right| / 2 \pi i \hbar\right]^{1 / 2} \\
& \times e^{i S_{t}\left(\phi_{1}, p_{\phi_{1}}\right) / \hbar} \Psi_{1}\left(\phi_{1}\right) \tag{A11}
\end{align*}
$$

which is of the standard IVR form. With the wave function normalized in the standard way, the integral over the initial angle is thus over the primary interval $(0,2 \pi)$ and that of the conjugate initial momentum is over all values $(-\infty, \infty)$.

To illustrate the importance of including all symmetrically equivalent final angles, consider the free plane rotor, i.e., $V(\phi)=0$ in Eq. (A1). The SC propagator of Eq. (A4) is then of the standard free particle form

$$
\begin{equation*}
K_{t}\left(\phi_{2}, \phi_{1}\right)=\sqrt{\frac{I}{2 \pi i \hbar t}} e^{i I\left(\phi_{2}-\phi_{1}\right)^{2} / 2 \hbar t}, \tag{A12}
\end{equation*}
$$

which give the following microcanonical density matrix,

$$
\begin{align*}
\left\langle\phi_{2}\right| \delta(E-\hat{H})\left|\phi_{1}\right\rangle & \equiv \frac{\operatorname{Re}}{\pi \hbar} \int_{0}^{\infty} d t e^{i E t / \hbar} K_{t}\left(\phi_{2}, \phi_{1}\right) \\
& =\frac{I}{\pi \hbar^{2} k} \cos \left[k\left(\phi_{2}-\phi_{1}\right)\right] \tag{A13}
\end{align*}
$$

where $k=\sqrt{2 I E} / \hbar$. Including the sum over all equivalent final angles, however, changes this to

$$
\begin{align*}
\left\langle\phi_{2}\right| & \delta(E-\hat{H})\left|\phi_{1}\right\rangle \\
& =\frac{I}{\pi \hbar^{2} k} \sum_{n=-\infty}^{\infty} \cos \left[k\left(\phi_{2}-\phi_{1}\right)+2 \pi n k\right] \\
& =\frac{I}{\pi \hbar^{2} k} \cos \left[k\left(\phi_{2}-\phi_{1}\right)\right] \sum_{n=-\infty}^{\infty} \cos (2 \pi n k) \tag{A14}
\end{align*}
$$

and the Poisson sum formula, ${ }^{27}$

$$
\begin{equation*}
\sum_{n=-\infty}^{\infty} \cos (2 \pi n k)=\sum_{l=-\infty}^{\infty} \delta(l-k) \tag{A15}
\end{equation*}
$$

requires $k$ to be an integer. This is therefore what quantizes the energy $E=\hbar^{2} k^{2} / 2 I$ and gives delta function peaks at these values in the matrix element of $\delta(E-\hat{H})$.

Finally, there is another feature in the semiclassical description of rotational motion that should be noted. Consider a free linear rotor in 3D space, for which the classical Hamiltonian is

$$
\begin{equation*}
H=\frac{1}{2 I}\left(p_{\theta}^{2}+\frac{p_{\phi}^{2}}{\sin ^{2} \theta}\right) \tag{A16}
\end{equation*}
$$

Quantization of the $\phi$ motion, as discussed above, requires $p_{\phi}=m \hbar, m$ an integer. The $\theta$ motion thus takes place in the centrifugal potential well $V(\theta)$,

$$
\begin{equation*}
V(\theta)=B \frac{m^{2}}{\sin ^{2} \theta} \tag{A17}
\end{equation*}
$$

where $B=\hbar^{2} / 2 I$ is the rotational constant. The standard WKB (Bohr-Sommerfeld) quantization of this bound motion,

$$
\begin{equation*}
\left(n+\frac{1}{2}\right) \pi=\int d \theta \sqrt{2 I(E-V(\theta))} / \hbar \tag{A18}
\end{equation*}
$$

gives the following energy levels,

$$
\begin{align*}
& E_{n, m}=B\left(n+\frac{1}{2}+|m|\right)^{2},  \tag{A19}\\
& n=0,1,2, \ldots,
\end{align*}
$$

or in terms of the usual quantum number $l=n+|m|$,

$$
\begin{equation*}
E_{l}=B\left(l+\frac{1}{2}\right)^{2}=B l(l+1)+\frac{1}{4} B . \tag{A20}
\end{equation*}
$$

The semiclassical energy levels are thus too large by a constant value. In any applications to rotational problems, therefore, one may expect that energy level spacings given by the semiclassical theory will be more accurate than their absolute value.
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