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Abstract 

The semiempirical methods of quantum chemistry are reviewed, with emphasis on established 

NDDO-based methods (MNDO, AM1, PM3) and on the more recent orthogonalization-corrected 

methods (OM1, OM2, OM3). After a brief historical overview, the methodology is presented in non-

technical terms, covering the underlying concepts, parameterization strategies, and computational 

aspects, as well as linear scaling and hybrid approaches. The application section addresses selected 

recent benchmarks and surveys ground-state and excited-state studies, including recent OM2-

based excited-state dynamics investigations.   
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Introduction 

Quantum mechanics provides the conceptual framework for understanding chemistry and the 

theoretical foundation for computational methods that model the electronic structure of chemical 

compounds. There are three types of such approaches: Quantum-chemical ab initio methods 

provide a convergent path to the exact solution of the Schrödinger equation and can therefore give 

“the right answer for the right reason”, but they are costly and thus restricted to relatively small 

molecules (at least in the case of the highly accurate correlated approaches). Density functional 

theory (DFT) has become the workhorse of computational chemistry because of its favourable 

price/performance ratio, allowing for fairly accurate calculations on medium-size molecules, but 

there is no systematic path of improvement in spite of the first-principles character of DFT. 

Quantum-chemical semiempirical methods are the simplest variant of electronic structure theory, 

involving integral approximations and parameterizations that limit their accuracy but make them 

very efficient, so that large molecules can be modelled in a realistic manner. 

These semiempirical methods adhere to a simple strategy. They start out from an ab initio or first-

principles formalism and then introduce rather drastic assumptions to speed up the calculations, 

typically by neglecting many of the less important terms in the underlying equations. In order to 

compensate for the errors caused by these approximations, empirical parameters are incorporated 

into the formalism and calibrated against reliable experimental or theoretical reference data. If the 

chosen semiempirical model retains the essential physics to describe the properties of interest, the 

parameterization may account for all other effects in an average sense, and it is then a matter of 

validation and benchmarking to establish the numerical accuracy of such methods. 

In this review, we consider only semiempirical methods that are based on molecular orbital (MO) 

theory and make use of integral approximations and parameters already at the MO level. In the 

following sections, we give a brief historical overview, survey the methodology, summarize selected 

applications, and offer an outlook. The presentation is deliberately non-technical, and the readers 

are referred to the original publications for more detailed information, especially with regard to the 

formalism, implementation, and validation of these methods. 

Notation and Scope 

Standard dictionaries define the term “semiempirical” as “involving assumptions, approximations, or 

generalizations designed to simplify calculation or to yield a result in accord with observation”. 

Semiempirical approaches to quantum chemistry are thus characterized by the use of empirical 

parameters in a quantum mechanical framework. Strictly speaking, some contemporary ab initio and 

many advanced DFT methods could thus be labelled as “semiempirical”, because they include a – 

sometimes substantial – number of empirical parameters. We do not cover such approaches here, 

but follow the conventional classification of electronic structure methods.   



HISTORICAL OVERVIEW 

One of the earliest semiempirical approaches in quantum chemistry was the π-electron method of 

Hückel (1931),1 which generates MOs essentially from the connectivity matrix of a molecule and 

provides valuable qualitative insights into the structure, stability, and spectroscopy of unsaturated 

molecules. The extended Hückel theory by Hoffmann (1963)2 includes all valence electrons and has 

been applied in many qualitative studies of inorganic and organometallic compounds. These early 

semiempirical methods have had a lasting impact on chemical thinking because they guided the 

development of qualitative MO theory which is commonly employed for rationalizing chemical 

phenomena in terms of orbital interactions.  

Hückel-type methods include only one-electron integrals and are therefore non-iterative. Two-

electron interactions are taken into account explicitly in semiempirical self-consistent-field (SCF) 

methods. Again, the first such approaches were restricted to π electrons, most notably the Pariser-

Parr-Pople (PPP) method (1953),3,4 which reliably describes the electronic spectra of unsaturated 

molecules. The generalization to valence electrons was proposed by Pople (1965),5  who introduced 

a hierarchy of integral approximations that satisfy rotational invariance and other consistency 

criteria (CNDO complete neglect of differential overlap, INDO intermediate neglect of differential 

overlap, NDDO neglect of diatomic differential overlap).  

The original parameterization of these all-valence-electron MO methods was designed to reproduce 

ab initio Hartree-Fock (HF) results obtained with a minimal basis set. This gives rise to approximate 

MO treatments that can at best reach the accuracy of the target ab initio HF methods (meanwhile 

known to be rather poor). Prominent examples are the original CNDO/2 and INDO methods.6,7  

A different parameterization strategy was pursued by Dewar (1967-1990). Aiming at a realistic 

description of ground-state potential surfaces, particularly for organic molecules, he advocated 

calibration against experimental reference data. This work culminated in an INDO-based method 

named MINDO/3 (1975)8 and two NDDO-based methods labelled MNDO (1977)9,10 and AM1 

(1985).11 A later parameterization of the MNDO model gave rise to PM3 (1989).12,13 Formally, AM1 

and PM3 differ from MNDO only in the choice of the empirical core repulsion function, and they can 

therefore be viewed as attempts to explore the limits of the MNDO electronic structure model 

through extensive parameterization. 

In the time before 1990, there are two other noteworthy INDO-based developments. In the work by 

Jug (1973-1990), orthogonalization corrections to the one-electron integrals were included in an 

INDO scheme, and parameterization against ground-state properties then led to the SINDO1 

method,14,15 which was later modified and upgraded to MSINDO.16,17 The INDO/S method18,19 

developed by Zerner (1973-1990) targets the calculation of electronic spectra, in particular vertical 

excitation energies,  using configuration interaction with single excitations (CIS).  INDO/S was 

parameterized at the CIS level and turned out to be remarkably successful in spectroscopic and 

related applications.20 

In the time since 1990, the MNDO model has been generalized from an sp basis9,21 to an spd basis 

(1992-1996),22,23 which enabled the treatment of heavier elements and led to improved MNDO/d 

results, especially in the case of hypervalent main-group elements.  This extension to an spd basis 

has been widely adopted, in particular also in the latest general-purpose parameterizations giving 



rise to PM6 (2007) and PM7 (2013).24,25 These two methods cover essentially the whole periodic 

table and can be used to compute both molecular and solid-state properties.24,25 Another general-

purpose parameterization of the MNDO model employed a modified empirical core repulsion 

function using Pairwise Distance Directed Gaussians (PDDG) and yielded the rather accurate 

PDDG/MNDO and PDDG/PM3 variants (2002-2004).26,27 The strategy of changing or enhancing the 

core repulsion function in the MNDO model was also adopted in a number of special-purpose 

parameterizations (see next section), for example in recent work addressing dispersion and 

hydrogen bonding interactions (since 2008).28,29 Finally, we note that a straight re-parameterization 

of the AM1  method with a much larger set of reference data afforded the general-purpose RM1 

variant with improved results (2006).30 

Going beyond the MNDO model, a series of orthogonalization models (OM1, OM2, and OM3) have 

been proposed that include orthogonalization corrections in the one-electron terms of the NDDO 

Fock matrix to account for the effects of Pauli exchange repulsion.31-34 OM1 (1993) incorporates such 

corrections only in the one-center one-electron part, while OM2 (1996) and OM3 (2003) include 

them also in the two-center one-electron terms. OM3 disregards some of the smaller corrections, 

without significant loss of accuracy. The explicit representation of Pauli exchange repulsion in the 

OMx methods was shown to improve the description of conformational properties, non-covalent 

interactions, and electronically excited states. 

Conceptually, the semiempirical methods outlined above are simplified ab initio MO treatments. 

Semiempirical tight-binding (TB) versions of DFT methods are also available, most notably the 

original DFTB  approach (1986)35,36 and the self-consistent-charge (SCC) DFTB method (1998).37,38 

Even though the conceptual origin and the derivation of tight-binding DFTB approaches seem quite 

different from those of conventional semiempirical methods, the implementations and the actual 

computational procedures share many similarities.39 Since the DFTB methods employ severe integral 

approximations and extensive  parameterization, it is appropriate to consider them as semiempirical 

methods on par with the traditional ones.39 

In the present overview, we focus on the methods that are nowadays of practical relevance. 

Historically, mainly during the 1980s and 1990s, the MNDO-type methods served as workhorse for 

quantum-chemical computations, especially on medium-size and large molecules, as can be seen 

from the current combined citation count of more than 32,000 for the basic MNDO, AM1, and PM3 

papers.9-13 At present, these methods are still widely used, along with more recent versions like 

PM6,24  even though DFT calculations have become dominant overall. INDO/S continues to be useful 

in many applications.20 The OMx methods appear to be the most accurate among the available 

semiempirical approaches, with particular merits for electronically excited states.39-41 DFTB methods 

are popular in studies on biochemistry and materials science.36,38 Recent reviews in this journal have 

covered INDO/S,20 DFTB,36 and SCC-DFTB,38 and therefore we concentrate on the MNDO-type and 

OMx treatments in the following.   



METHODOLOGY 

In this section, we provide a broad and non-mathematical review on the MNDO-type and OMx 

methods. The formalism is described in more detail in the original publications and several 

comprehensive review articles.42-49 

 Basic concepts 

A semiempirical model is defined by the underlying theory and the integral approximations that 

determine the types of interactions included. The MNDO and OMx models employ a Hartree-Fock 

SCF-MO treatment for the valence electrons with a minimal basis set. The core electrons are taken 

into account through a reduced nuclear charge (assuming complete shielding) and, in addition, 

through an effective core potential at the OMx level. Electron correlation is treated explicitly only if 

this is necessary for an appropriate zero-order description. Dynamic correlation effects are included 

in an average sense by a suitable representation of the two-electron integrals and the overall 

parameterization. 

The standard Hartree-Fock SCF-MO equations are simplified by integral approximations that are 

designed to neglect all three-center and four-center two-electron integrals. The CNDO, INDO, and 

NDDO schemes have been introduced for this purpose.5 The MNDO-type and OMx methods make 

use of NDDO, which is the most refined of these schemes and does not require any spherical 

averaging for maintaining rotational invariance. NDDO retains the higher multipoles of charge 

distributions in the two-center interactions (unlike CNDO and INDO which truncate after the 

monopole), and therefore accounts for anisotropies in these interactions. The NDDO approximation 

is applied to all integrals that involve Coulomb interactions, and to the overlap integrals that appear 

in the Hartree-Fock secular equations. The eigenvector matrix C and the diagonal eigenvalue matrix 

E are thus obtained from simplified secular equations (FC=CE) through diagonalization of the Fock 

matrix F.   

The implementation of a semiempirical model specifies the evaluation of all non-vanishing integrals 

and introduces the associate parameters. The integrals are either determined directly from 

experimental data or calculated exactly from the corresponding analytic formulas or represented by 

suitable parametric expressions. The first option is generally only feasible for the one-center 

integrals which may be derived from atomic spectroscopic data. The selection of appropriate 

parametric expressions is guided by an analysis of the corresponding analytic integrals or by 

intuition. 

The parameterization of a given implementation serves to determine optimum parameter values by 

calibrating against suitable reference data. The MNDO-type and OMx methods generally adhere to 

the semiempirical philosophy and attempt to reproduce experiment. In the absence of reliable 

experimental reference data, accurate theoretical data (e.g., from high-level ab initio calculations) 

are accepted as substitutes. The quality of the results is strongly influenced by the effort put into the 

parameterization. 



MNDO-type methods 

The MNDO-type methods employ Slater-type atomic orbitals (AOs) as basis functions. In the Fock 

matrix, the one-center integrals are derived from atomic spectroscopic data, with the refinement 

that slight adjustments may be allowed in the parameterization (to a different extent in different 

implementations) . The one-center two-electron integrals provide the one-center limit of the two-

center two-electron integrals, while the asymptotic limit at large distances is determined by classical 

electrostatics. These limits are satisfied by evaluating the two-center two-electron integrals from 

semiempirical multipole-multipole interactions damped according to the Klopman-Ohno formula.21 

At small and intermediate distances, these integrals are smaller than their analytic counterparts, 

which reflects some average inclusion of electron correlation effects.  Aiming for a reasonable 

balance between electrostatic attractions and repulsions within a molecule, the two-center core-

electron attractions and core-core repulsions are expressed in terms of appropriate two-electron 

integrals. An effective atom-pair potential (with an essentially exponential repulsion) is added to the 

core-core term in an attempt to account for Pauli exchange repulsions and also to compensate for 

errors introduced by other assumptions. Finally, the two-center one-electron resonance integrals are 

taken to be proportional to the corresponding overlap integrals. 

The parameterization of the original MNDO method9 focused on ground-state properties, mainly 

heats of formation and geometries, using ionization potentials and dipole moments as additional 

reference data. The choice of heats of formation as reference data implies that the parameterization 

must account for zero-point vibrational energies and for thermal corrections between 0 K and 298 K 

in an average sense. This is not satisfactory theoretically, but it has been shown empirically that the 

overall performance of MNDO is not affected much by this choice. 

AM111 and PM312,13 are based on exactly the same model as MNDO,  and they differ from MNDO 

only in one aspect of the implementation: the effective atom-pair potential in the core-core 

repulsion function is represented by a more flexible function with several additional adjustable 

parameters. The corresponding additional Gaussian terms are not derived theoretically, but justified 

empirically as providing more opportunities for fine tuning. The parameterization in AM1 and PM3 

followed the same philosophy as in MNDO, but was more extensive: additional terms were treated 

as adjustable parameters so that the number of optimized parameters per element was typically 

increased from 5-7 in MNDO to 18 in PM3. 

MNDO, AM1, and PM3 employ an sp basis without d orbitals in their original implementation. 

Therefore, they cannot be applied to most transition metal compounds, and there may be 

inadequacies for hypervalent compounds of main-group elements where the importance of d 

orbitals for quantitative accuracy is well documented at the ab initio level. In the MNDO/d 

extension, the established MNDO formalism and parameters remain unchanged for hydrogen, 

helium, and the first-row elements. The inclusion of d orbitals for the heavier elements requires a 

generalized semiempirical treatment of the two-electron interactions. The two-center two-electron 

integrals  for an spd basis are calculated by a extension22 of the original point-charge model for an sp 

basis,21 with a truncation of the semiempirical multipole-multipole interactions at the quadrupole 

level. All nonzero one-center two-electron integrals are retained to ensure rotational invariance. The 

implementation and parameterization of MNDO/d are analogous to MNDO, with only very minor 



variations.22,23 The two-electron integral scheme for an spd basis22 from MNDO/d  can be 

implemented in combination with any MNDO-type method. It is used, for example, in the latest 

general-purpose methods, PM624 and PM7.25   

Most of the MNDO-type methods have been parameterized for many elements and are thus broadly 

applicable. However, MNDO/d parameters are available for the second-row elements, the halogens, 

and the zinc group elements. On the other extreme, PM6 parameters have been determined for 70 

elements, thus covering most of the Periodic Table.  

OMx methods 

The ab initio SCF-MO secular equations include overlap and require a transformation from the 

chosen non-orthogonal to an orthogonal basis to arrive at the standard eigenvalue problem in the 

orthogonal basis, F C = C E. The semiempirical integral approximations yield such secular equations 

without overlap directly (see above). This suggests that the semiempirical Fock matrix implicitly 

refers to an orthogonalized basis and that the semiempirical integrals should thus be associated with 

theoretical integrals in an orthogonalized basis. 

In the case of the two-electron integrals, this provides the traditional justification for the NDDO 

approximation.45 The one-electron integrals are usually affected strongly by the orthogonalization. In 

an ab initio framework, the Pauli exchange repulsions and the asymmetric splitting of bonding and 

antibonding orbitals arise from these corrections. When using the standard semiempirical integral 

approximations, these and related effects are formally neglected, and many deficiencies of 

semiempirical methods may be attributed to this cause.45   

As mentioned above, the MNDO-type methods attempt to incorporate the effects of Pauli exchange 

repulsion in an empirical manner, through an effective atom-pair potential that is added to the core-

core repulsion. The OMx methods include the underlying orthogonalization corrections explicitly in 

the electronic calculation and thus do not have an effective atom-pair potential in the core-core 

repulsion. In a semiempirical context, the dominant one-electron corrections can be represented by 

parametric functions that reflect the second-order expansions of the Löwdin orthogonalization 

transformation in terms of overlap and that may be adjusted during the parameterization process. 

Following previous INDO-based work,14,15  these basic ideas were implemented at the NDDO level in 

three steps.31-34 First, the valence-shell orthogonalization corrections were introduced only in the 

one-center part of the core Hamiltonian (OM1).31 In the second step, they were also included in the 

two-center part of the core Hamiltonian, i.e., in the resonance integrals (OM2).32,33 In the third step, 

less important correction terms were omitted (OM3).34  OM1 contains only one-center and two-

center terms, whereas OM2 and OM3 include three-center contributions in the corrections to the 

resonance integrals, which reflect the stereochemical environment of each electron pair bond and 

should thus be important for modeling conformational properties.  

Concerning the implementation, the MNDO and OMx models share many features, but there are 

also some distinctions. For example, the OMx methods use Gaussian basis orbitals and a flexible 

empirical representation of the resonance integrals (no longer proportional to the overlaps). The 



OMx parameterization followed the same strategy as in the MNDO case, using experimental ground-

state reference data (see above). Up to now, OM1, OM2 and OM3 have been parameterized for the 

elements H, C, N, O, and F.  

The OMx methods perform well for ground-state properties and offer consistent improvements over 

the established MNDO-type methods in statistical validations.31-34,39,41 More significant qualitative 

advances are found in several other areas where the explicit inclusion of Pauli exchange repulsions is 

expected to be important, in particular for excited states, conformational properties, and hydrogen 

bonds.31-34,39-41  In view of this good overall performance, it is clearly desirable to extend the OMx 

parameterization to other elements. 

Special-purpose parameterization of MNDO-type and OMx methods 

General-purpose semiempirical methods attempt to describe all classes of compounds and many  

properties simultaneously and equally well. It is obvious that compromises cannot be avoided in 

such an ambitious endeavour. One way forward is to develop specialized semiempirical methods for 

certain classes of compounds or specific properties, anticipating that such methods should be more 

accurate in their area of applicability than the general-purpose methods. 

Specialized semiempirical treatments of this kind exist (see Ref 45 for a review on early work). Many 

of them are based on the MNDO model in one of its standard implementations. For example, there 

are several early MNDO, AM1, and PM3 variants with a special treatment of hydrogen bonds,45,50 

which have recently been refined with elaborate PM6-based hydrogen-bond potential functions.28,29 

These special approaches exploit the flexibility offered in MNDO-type methods by the presence of 

the effective core-core repulsion term, which can be modified for fine tuning. 

In a similar vein, dispersion corrections have recently been included both in MNDO-type and OMx 

methods.28,29,51 Following the pioneering work of Grimme at the DFT level,52,53 damped attractive 

dispersion terms with asymptotic R-6 behavior were added to the core-core term, with very limited 

parameterization (typically only 2 global parameters, without the need to change the standard 

semiempirical parameters). Adding such physically sound  dispersion corrections to the energy 

expression gave significant improvements in the OMx results for systems with strong non-covalent 

interactions.51 We note in this context that PM7, being the most recent general-purpose method, 

includes both dispersion and hydrogen bond corrections.25 

Other special-purpose approaches focus on chemical reactions and employ NDDO-based methods 

with specific reaction parameters (NDDO-SRP).54,55 This concept has been adopted by a number of 

groups for direct dynamics calculations. Typically, the parameters in a standard method such as AM1 

are adjusted to optimize the potential surface for an individual reaction or a set of related reactions 

(allowing moderate parameter variations up to 10%). This is done by fitting against experimental 

data (reaction energies, barriers) and/or high-level ab initio data (relevant points on the potential 

surface of a suitable model system). The NDDO-SRP scheme serves as a robust and economic 

protocol for generating realistic potential surfaces in a cost-effective manner. A recent example56 is 

the re-parameterization of AM1 for modelling the reduction of 7,8-dihydrofolate by nicotinamide 

adenine dinucleotide phosphate hydride (NADPH) in the enzyme dihydrofolate reductase (DHFR): 



the corresponding SRP-AM1 Hamiltonian was used in QM/MM simulations of the DHFR-catalyzed 

reaction to compute kinetic isotope effects (using a path-integral approach) in excellent agreement 

with experiment. Another example57 is provided by re-parameterized semiempirical models for 

proton transfer in water, which are particularly accurate at the OM3 level and may be used in 

QM/MM simulations of proton transfer in solvated biological systems. 

Special parameterizations are also available for a number of properties including electrostatic 

potentials and effective atomic charges for use in biomolecular modeling.45 The semiempirical 

calculation of NMR chemical shifts at the GIAO-MNDO level also requires special parameterization. 

In this approach,58 the NMR shielding tensor is evaluated in MNDO approximation using gauge-

including atomic orbitals (GIAO) and analytic derivative theory. GIAO-MNDO calculations with 

standard MNDO parameters overestimate the variation of the paramagnetic contribution to the 

NMR chemical shifts because of the systematic underestimation of excitation energies in MNDO. 

This can be rectified by a re-parameterization58 where some of the usual MNDO parameters are 

adjusted to increase the gap between occupied and unoccupied MOs. The resulting decrease of  the 

paramagnetic contributions leads to significant improvements: the mean absolute errors of the 

computed NMR shifts drop to less than 5% of the total chemical shift range of a given element (e.g., 

to 8 ppm for C). The GIAO-MNDO approach also provides realistic nucleus-independent chemical 

shifts that are often used as a magnetic criterion for aromaticity: the aromatic or antiaromatic 

character can normally be assigned correctly on the basis of the GIAO-MNDO results.59   

It is obvious from these examples that special-purpose parameterizations of semiempirical models 

can be used in a pragmatic matter to enhance their accuracy for specific applications. 

Computational aspects 

Semiempirical SCF-MO methods are designed to be efficient. The commonly applied  integral 

approximations make integral evaluation scale as O(N2) for N basis functions. In OM2 and OM3, the 

two-center one-electron orthogonalization corrections formally scale as O(N3), but they contain 

products of terms that decrease exponentially with distance, and hence the computational effort 

can effectively be reduced to O(N2) by pre-screening. For large molecules, the time for integral 

evaluation becomes negligible compared with the O(N3) steps in the solution of the secular 

equations and the formation of the density matrix. Full diagonalizations of the Fock matrix are 

avoided – whenever possible – by adopting a pseudo-diagonalization procedure60 that involves 

transformation of the Fock matrix from the AO basis to the MO basis and subsequent non-iterative 

annihilation of matrix elements in the occupied-virtual block through 2x2 Jacobi rotations. 

Therefore, most of the work in the O(N3) steps occurs in matrix multiplications. The small number of 

nonzero integrals implies that there are usually no input/output bottlenecks. The calculations can 

normally be performed completely in memory, with memory requirements that scale as O(N2). 

Given these characteristics, it is evident that large-scale semiempirical SCF-MO calculations are 

ideally suited for vectorization and shared-memory parallelization. The dominant matrix 

multiplications can be performed very efficiently by BLAS library routines, and the remaining minor 

tasks of integral evaluation and Fock matrix construction can also be handled well on parallel vector 

processors with shared memory.47 MNDO calculations on large fullerenes run with a speed close to 



the hardware limit on shared-memory machines.61 The situation is less advantageous for massively 

parallel (MP) systems with distributed memory. Several fine-grained parallel implementations of 

semiempirical SCF-MO codes on MP hardware are available, but satisfactory overall speedups are 

normally obtained only for relatively small numbers of nodes (see Ref 47 for details). 

In recent years, graphics processing units (GPUs) are increasingly used as coprocessors on hybrid 

multicore CPU-GPU platforms, to accelerate numerically intensive computations. The most time-

consuming parts of semiempirical SCF-MO calculations (see above) run exceedingly fast on GPUs. 

The port of the MNDO code to a CPU-GPU platform made use of vendor-provided library functions 

for the O(N3) matrix operations, supplemented with a special GPU kernel for the non-iterative Jacobi 

rotations during pseudo-diagonalization.62 The overall computation times for single-point energy 

evaluations and geometry optimizations of large molecules were reduced by an order of magnitude, 

both for MNDO-type and OMx methods.62 An independent port of the MOPAC code also utilized 

library functions for matrix operations to speed up MNDO-type calculations.63    

Efficient explorations of potential surfaces require the derivatives of the energy with respect to the 

nuclear coordinates. The analytic derivatives generally contain contributions from integral 

derivatives and from density matrix derivatives (CPHF terms from a coupled-perturbed Hartree-Fock 

treatment). At the semiempirical level, the evaluation of the former normally involves little 

computational effort since there are only O(N2) integral derivatives due to the neglect of most 

integrals. Efficient analytic derivative codes are available for computing the gradient64,65  and the 

harmonic force constants66 in MNDO-type methods. In the case of the semiempirical CI gradient, the 

original O(N4) CPHF implementation67  was replaced by a procedure that makes use of the Z-vector 

method68 and scales as O(N3), with speedups by a factor of about N. The analytic CI gradient code65 is 

general and can be used both with minimal CI treatments (traditionally applied in semiempirical 

work) and with elaborate semiempirical multi-reference MR-CI approaches.69,70 In both cases, the 

evaluation of the analytic CI gradient is significantly faster than the underlying SCF and CI 

calculations.65,70  These computational advances greatly facilitate semiempirical CI studies of 

electronically excited states of large molecules, for MNDO-type as well as OMx methods.70,71  

Linear scaling and hybrid methods 

In practice, conventional semiempirical SCF-MO calculations are easily done on current hardware for 

molecules containing up to about 1000 non-hydrogen atoms (and even more with the use of GPUs). 

For much larger molecules, it is advisable to employ alternative approaches, most notably linear 

scaling methods or hybrid quantum mechanics/molecular mechanics (QM/MM) methods. 

In the former, one attempts to achieve a linear scaling of the computational effort with system size, 

by exploiting the local character of most relevant interactions and the sparsity of the associate 

matrices. In semiempirical quantum chemistry, the primary objective of linear scaling methods is to 

avoid the bottlenecks related to diagonalization, i.e., to avoid the O(N3) steps. Three different 

approaches are available for this purpose. In the localized MO (LMO) approach,72 Jacobi rotations 

are applied to annihilate the interactions between pairs of occupied and virtual LMOs that are 

located within a certain cutoff radius, whereas all other interactions are considered to be negligible. 

The divide-and-conquer methods73-75 are based on a partitioning of the density matrix: the overall 



SCF-MO calculation is decomposed into a series of relatively inexpensive, standard calculations for a 

set of smaller, overlapping subsystems, and a global description of the full system is then obtained 

by combining the information from all subsystem density matrices. The conjugate gradient density 

matrix search (CG-DMS)76-79 avoids diagonalizations by direct optimization of the density matrix, 

under the constraints that it must be normalized, idempotent, and commuting with the Fock matrix 

after SCF convergence. 

All these linear scaling methods introduce some numerical approximations so that the results will 

show some deviations from the conventional results, which can be controlled by the choice of 

suitable cutoffs. Semiempirical applications have mainly targeted large biomolecules, with system 

sizes up to about 20,000 atoms.78 The merits of such calculations are most obvious for large systems 

with long-range charge transfer or long-range charge fluctuations since such effects are best 

captured by quantum-chemical approaches that cover the complete system. 

In many large systems, the electronic processes of interest are localized in a small region, for 

example chemical reactions in the active site of an enzyme or electronic excitation of a chromophore 

in a large biomolecule. In such cases, QM/MM methods80-82 are attractive, because they describe the 

electronically active region at the QM level (as accurately as needed – using semiempirical, DFT, or  

ab initio methods), and the environment at the MM level (with a classical force field). The QM/MM 

methods thus offer a versatile approach that can be tailored to the specific systems studied, by a 

suitable choice of the QM/MM partitioning and of the applied QM and MM methods. QM/MM 

calculations are generally significantly faster than corresponding linear scaling QM calculations, in 

the case of semiempirical QM components often by several orders of magnitude.79,83 In practice, 

semiempirical QM/MM methods can be useful for extensive potential energy explorations and 

molecular dynamics (MD) simulations in biomolecular systems, while linear scaling semiempirical 

QM single-point calculations may serve to check the validity of the QM/MM results (e.g., with regard 

to charge transfer and charge fluctuations). While both approaches are thus complementary, 

QM/MM studies have dominated the field over the past decade, by virtue of being more versatile 

and efficient as well as potentially more accurate (through the use of high-level QM components).84 

 APPLICATIONS 

Over the past decades, there have been a myriad of computational studies using semiempirical 

methods. The readers are referred to previous reviews for surveys of such work.42-49,81,82 In this 

section, we address recent comparative  benchmarks, give a brief summary of ground-state studies, 

and review recent semiempirical work on electronically excited states.  

Validation and benchmarks 

When a novel semiempirical method is introduced, the corresponding publication normally contains 

a validation section that reports numerical results for a large set of test molecules and properties, 

together with a statistical evaluation of the errors. The performance of a given method can already 

be assessed on this basis. For a more detailed assessment, comprehensive comparisons between 

different methods are desirable. 



One such study compared the performance of seven semiempirical methods (MNDO, AM1, PM3, 

OM1, OM2, OM3, and SCC-DFTB) for standard test sets that are in common use.39 The overall 

accuracy of these methods was found to be in the same range, with rankings depending on the 

properties or compound classes considered and with an overall tendency AM1 < SCC-DFTB < OM2.  

For example, considering the standard ab initio G2 (G3) sets, the following mean absolute deviations 

were reported39 for heats of formation (in kcal/mol): AM1 7.37 (6.27); SCC-DFTB 9.19 (4.50); OM2 

3.36 (3.15); DFT-B3LYP 2.35 (7.12). We note in this context that the performance of DFT-B3LYP for a 

large test set of 622 neutral closed-shell organic molecules turned out to be similar to PDDG/PM3, 

with no significant difference in quality between the B3LYP-based results and those from PDDG/PM3 

for heats of formation and isomerization energies.85  

A more recent benchmark41 addressed the performance of six semiempirical methods (AM1, PM6, 

OM1, OM2, OM3, SCC-DFTB) and two DFT methods (B3LYP, PBE) using the CHNO-subset of the 

comprehensive GMTKN24 database86 for general main-group thermochemistry, kinetics, and non-

covalent interactions. The OMx methods were found to outperform AM1, PM6, and SCC-DFTB by a 

significant margin, with a substantial gain in accuracy especially for OM2 and OM3. These latter two 

methods were even quite accurate in comparison with DFT, and remarkably robust with regard to 

the unusual bonding situations encountered in one batch of test molecules. The overall mean 

absolute deviations for the energies in the whole data data set were as follows (in kcal/mol): PBE 

6.60; B3LYP 4.82; OM3 7.86; OM2 8.33; OM1 10.93; PM6 18.19; AM1 14.52; SCC-DFTB 13.87 (SCC-

DFTB without triplets and quartets). Inclusion of dispersion corrections changed these values only 

slightly.41  

Concerning electronically excited states, a recent benchmark covered seven standard semiempirical 

methods (MNDO, AM1, PM3, OM1, OM2, OM3, INDO/S).40  Semiempirical CI calculations were 

carried out for a standard set of 28 medium-sized organic molecules (104 singlet and 63 triplet 

excited states), with reference data being taken from accurate high-level ab initio calculations.87 All 

applied semiempirical methods tended to underestimate the vertical excitation energies, but the 

errors were much larger in the case of the MNDO-type methods. Overall, the mean absolute 

deviations relative to the theoretical best estimates were lowest for OM3, and only slightly higher 

for OM1 and OM2. INDO/S performed similar to OM2 for the singlet excited states, but deteriorated 

for triplet states. The following mean absolute deviations in the vertical excitation energies for 

singlets (triplets) were obtained (in eV): MNDO 1.35 (1.55); AM1 1.19 (1.30); PM3 1.41 (1.42); OM1 

0.45 (0.49); OM2 0.50 (0.47); OM3 0.45 (0.45); INDO/S 0.51 (0.65). SCC-DFTB was not tested since it 

is known to yield unsatisfactory results for electronically excited states. For comparison, time-

dependent (TD) DFT calculations with the standard BP86 and B3LYP functionals yielded the following 

mean absolute deviations: TD-BP86 0.52 (0.53); B3LYP 0.27 (0.45).88  

Taken together, these recent benchmark studies indicate that OM2 and OM3 generally show the 

best overall performance among the currently popular semiempirical methods. They often even 

approach the accuracy of standard DFT methods, despite the fact that the computational effort is 

lower by typically three orders of magnitude. 



Ground-state studies 

For studies on small and medium-size molecules, first-principles calculations (mostly DFT) are 

generally the favoured choice. Semiempirical methods are considered when a project involves very 

large molecules or very many calculations (for example, in MD simulations) or when it is desirable to 

get an initial overview followed by higher-level computations (for example, in the exploration of 

complicated potential energy surfaces). In a previous review,49 typical target areas for semiempirical 

studies were identified that include large biomolecules (e.g., reaction mechanisms), medicinal 

chemistry and drug design (quantitative structure-property and structure-activity relationships), 

nanoparticles (e.g., fullerenes and nanotubes, molecular electronics), solid-state and surface 

chemistry, as well as direct reaction dynamics (possibly using special-purpose parameterizations). 

Over the past decade, there have been many semiempirical QM/MM studies on biomolecules (see 

Refs 81 and 82 for detailed overviews and references). Again, there is a trend towards first-principles 

QM components in such investigations, but semiempirical QM methods are often the only practical 

option, for example in QM/MM MD simulations and free energy calculations.38,82,89,90  

Finally, we mention the recent development of a theoretical procedure for computing electron 

impact mass spectra (EI-MS) of medium-size organic molecules, based on a combination of fast 

quantum chemical methods, molecular dynamics, and stochastic preparation of hot primary ions.91 

In this procedure, QM MD simulations in the ps range (up to 1 ns) of the initially generated ions are 

carried out to identify the fragmentation mechanisms and products. Many (often thousands) of MD 

runs are necessary for proper statistics (with millions of energy and gradient evaluations). DFT 

methods were tested in proof-of-principle calculations, but were too costly in practice. Among the 

semiempirical methods, OM2 was the preferred choice.  It was concluded that routine calculations 

of EI-MS are possible with OM2 for many organic molecules, with an accuracy that should be 

sufficient for practical purposes.91  

Excited-state studies 

For decades, INDO/S has been the favoured semiempirical method for excited-state calculations.18-20 

It has been applied to compute the spectra of many large systems including the bacteriochlorophyll 

b dimer of Rhodopseudomonas viridis (QM/MM study with 325 QM atoms)92 and aggregates of 

bacteriochlorophylls that occur in light-harvesting complexes of photosynthetic bacteria (QM studies 

with up to 704 atoms for a model of the hexadecamer).93 By its design, INDO/S describes vertical 

excitation processes reliably, but it is not recommended for exploring excited-state potential energy 

surfaces (PES).20 

MNDO-type methods can be used for PES exploration, but they underestimate excited-state 

energies severely because of the inherently symmetric splitting of bonding and antibonding orbitals 

(see above), and they are thus not useful for excited-state calculations. The correlated MNDOC 

variant94 gave some improvement of the computed excited-state energies,95 but was still too 

inaccurate to be recommended. 

In the OMx methods, the explicit inclusion of Pauli exchange repulsion in the Fock matrix leads to an 

asymmetric splitting of the orbitals, with the antibonding combination being raised more than the 

bonding one is lowered, which overcomes the inherent deficiency of MNDO-type methods to 



underestimate excitation energies. As confirmed by extensive benchmarks (see above), the OMx 

methods describe both ground and excited states well, and it is possible to employ them for PES 

explorations.    

Given these encouraging features and the availability of an efficient MRCI code with analytic 

derivatives,65,70,71 several OM2/MRCI studies have recently been performed on the excited-state 

dynamics of medium-size organic molecules using trajectory surface hopping (TSH).96,97 These TSH 

simulations have provided insight into the photostability of DNA bases in different environments 

(gas phase, aqueous solution, single-stranded and double-stranded DNA oligomers),98-102,107,108 the 

mechanism of photoswitches and photoinduced molecular rotors,104,110 the complete photochemical 

cycle of a GFP chromophore with ultrafast excited-state proton transfer,105  the chiral pathways and 

mode-specific tuning of photoisomerization in azobenzenes,103,109 and the competition between 

concerted and stepwise mechanisms in the ultrafast photoinduced Wolff rearrangement of 2-diaza-

1-naphthoquinone.112  The results of these OM2/MRCI studies are generally consistent with the 

available experimental data and high-level static calculations, but the dynamics often detects 

pathways and preferences between pathways that are not obvious from static calculations. In view 

of the cost of accurate ab initio treatments and the limitations of TD-DFT,113,114 the OM2/MRCI 

approach appears to be a promising tool for investigating the excited states and the photochemistry 

of large molecules. 

Conclusion 

Among the available semiempirical approaches, the MNDO-type methods are well established and 

continue to be improved by general-purpose and special-purpose parameterizations. The OMx 

methods are based on a better theoretical model that includes explicit orthogonalization corrections 

to account for Pauli exchange repulsion. They show superior performance in comprehensive 

benchmarks, with significant advances in the treatment of conformational properties, non-covalent 

interactions, and electronically excited states. 

In the hierarchy of computational chemistry, semiempirical methods are the simplest electronic 

structure theory. They are less robust and generally less accurate than DFT treatments, but typically 

also about 1,000 times faster than DFT. On the other hand, they are several orders of magnitude 

slower than MM treatments, but unlike classical force fields, they are capable of treating electronic 

events such as chemical reactions and electronic excitations that cannot be described at the MM 

level. Filling the gap between DFT and classical force fields, semiempirical methods enable realistic 

electronic structure calculations, with useful accuracy, on large complex systems in all branches of 

chemistry. Particularly when applied pragmatically in a multi-method strategy, they are useful tools 

in theoretical studies of large molecules.  
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