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Abstract

A model for cross-over designs with repeated measures within each period was developed. It

is obtained using an extension of generalized estimating equations that includes a parametric

component to model treatment effects and a non-parametric component to model time and carry-

over effects; the estimation approach for the non-parametric component is based on splines. A

simulation study was carried out to explore the model properties. Thus, when there is a carry-over

effect or a functional temporal effect, the proposed model presents better results than the standard

models. Among the theoretical properties, the solution is found to be analogous to weighted least

squares. Therefore, model diagnostics can be made adapting the results from a multiple regression.

The proposed methodology was implemented in the data sets of the crossover experiments that

motivated the approach of this work: systolic blood pressure and insulin in rabbits.
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Introduction

In the context of crossover experimental designs, each experimental unit receives a sequence of

treatments, and each treatment is applied over a period of time (Biabani et al. 2018). These designs

are very useful in medical experimentation, since they require fewer experimental units to obtain the

same results as cross-sectional studies. The disadvantage is given by the appearance of carry-over

effects, which are defined as the residual effects that remain in the response of the individual and that

are caused by the treatments applied in the previous periods (Madeyski and Kitchenham (2018) and

Kitchenham et al. (2018)).

The most recent works on the analysis of crossover designs assume the non-existence of carry-over

effects, due to the presence of a washout period between the successive applications of treatments (Curtin

2017). This assumption is common in works based on classical generalized linear models (Li et al.

2018), Bayesian models (Oh et al. 2003) or generalized estimating equation (GEE) models (Curtin

2017). However, in some crossover designs the length of the washout period is very short and does

not guarantee the elimination of the residual effects of each of the treatments, such as the one presented

in Jones and Kenward (2015, page 204). In this design, three treatments for blood pressure control are

used and treatment C is a placebo. In this experiment, if there is a carry-over effect of the placebo, it

is not cleaned in the washout period. The doctors tried to control the hypertension in patients, and so,

treatments can be stopped for a very short time due to the characteristics of the disease.

Furthermore, in the design presented in Jones and Kenward (2015, pag 204), the systolic blood

pressure is observed ten times within each period: 30 and 15 minutes before the application, and 15,

30, 45, 60, 75, 90 , 120 and 240 minutes after the application, as seen in the Table 1, which generates a

repeated measurement for each application period. This type of design is known as a repeated measures

crossover design (Dubois et al. 2011). Dubois et al. (2011), Diaz et al. (2013) and Forbes et al. (2015)

used Gaussian linear mixed models to study cross-over repeated measures designs. However, those

studies considered one observation per period by calculating the area under the curve, and they did
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Semi-parametric GEE for cross-over designs 3

not include the carry-over effects. Additionally, this modeling does not allow us to observe the temporal

behavior of the response variable within the period, nor the presence of carry-over effects that fluctuate

over time.

On the other hand, when the response variable of the crossover experiment shown by

Kenward and Roger (2009) is analyzed, it is observed that it does not adequately fit a normal distribution.

Since the response in this experiment is blood sugar levels, which are skewed and always positive, a

gamma distribution seems more suitable for analysis. In both experiments, we have a response that can

be assumed to be in the exponential family and the responses of the same experimental unit are correlated.

Therefore, in this paper we propose an extension of the GEE with splines to model the effects of main

interest in the design (treatments, period) with a parametric component and the temporary effects through

smoothing splines.

This methodology makes it possible to unbiasedly isolate the temporal behavior of the carry-over

effect from the period and treatment effects, which is demonstrated theoretically and through a simulation

exercise. Subsequently, when applying the methodology in the blood pressure design, a significant carry-

over effect of the placebo treatment is obtained, corroborating the importance of taking it into account in

the analysis.

Sequence Period 1 Period 2 Period 3

(1) ABC Ind 1

Ind 2

10 observations

10 observations

10 observations

10 observations

10 observations

10 observations
...

...
...

...

(6) CBA Ind 11

Ind 12

10 observations

10 observations

10 observations

10 observations

10 observations

10 observations

Table 1. Structure of the blood pressure crossover design, with three period, six sequences and ten

measurements (that were taken -30, -15, 15, 30, 45, 60, 75, 90, 120 and 240 minutes from application) per

period

This paper is structured as follows: In Section 2, the semiparametric model with GEE was described,

and the estimation equations are derived. In section 3, asymptotic consistency and unbiasedness of

estimators are established. In Section 4, a simulation study is carried out to display the advantages of

the proposed model over those models often found in the literature and some diagnostics measures for its

residuals. In Section 5, an application of to blood pressure data is performed out to illustrate the model

properties and to carry out an overall analysis of this dataset. Finally, some conclusions are presented in

Section 6.
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Repeated measures cross-over design

A cross-over design entails five components (Jones and Kenward 2015): i) sequences which are randomly

assigned combinations of the applied treatments on the experimental units, ii) treatments, that are applied

to each experimental unit as a part of a sequence in a given time, iii) periods, that represent the application

lapse for the treatments which are part of a sequence, v) experimental units, which are the elements on

which a treatment is applied.

In each sequence, there are nl experimental units, therefore the total number of experimental units is

n =
∑S

l=1 nl Further, it is frequent that each period has the same length for all sequences, therefore, the

number of observation periods equals the length of each sequence.

For the structure of cross-over designs, the carry-over effects constitute part of them. Vegas et al. (2016)

defined the carry-over as a treatment’s effect persistence over those treatments applied later. That is, if a

treatment is applied on a given period, then there exists the possibility of a residual or carry-over effect

that persists in the following periods when other treatments are applied. When the carry-over effect of a

treatment affects the one applied in the next period, it is known as a frist-order carry over effect.

In a cross-over design with S sequences of length P , let nij be the number of observations on the i-th

experimental unit and j-th period, then YYY ij is a vector defined as:

YYY ij =
(

Yij1, . . . , Yijnij

)T
(1)

Moreover, we define a vector YYY i vector contains every observation on the i-th experimental unit

YYY i = (YYY i1, . . . ,YYY iP )
T

(2)

and its size is
∑P

j=1 nij .

Regarding the use of smoothing functions, Wild and Yee (1996) proposed a kernel smoothing to

select explanatory variables in GEE models, Lin and Carroll (2001) derived a semiparametric estimation

equation for repeated measures data and presented some asymptotic properties without including the

correlation matrix. On the other hand, He et al. (2002) presented a semiparametric model with correlated

normal data and explored the properties of symmetric kernels, Stoklosa and Warton (2018) developed

a GEE generalization for adaptive multivariate splines through m-estimators, and Yang and Niu (2021)

discussed a GEE model with two semiparametric functions for normally distributed responses and some

kernel smoothing functions.

Accordingly, GEE will be used because Yijk (the response variable) has a distribution that belongs

to the exponential family, and also a semiparametric model with B-splines for the time and carry-over
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Semi-parametric GEE for cross-over designs 5

effects as follows:

E(Yijk) = µijk, V ar(Yijk) = φV (µijk)

g(µijk) = xxxT
ijkβββ + f1(ZZZ1ijk) + f2(ZZZ2ijk) (3)

VVV (µµµi) =
[

DDD(V (µijk)
1
2 )RRR(ααααααααα)DDD(V (µijk)

1
2 )
]

P×P
(4)

where g(·) is the link function associated to the exponential family, xxxijk is the vector of the design

matrix associated to the k-th response of the i-th experimental unit in the j-th period, βββ represents the

parametric effects, f1 is a function describing the time’s effect period, f2 is a function describing the

previous treatment carry-over effect on the current period (with f2(ZZZ2i1k) = 0), V (µijk) is the variance

function related to the exponential family, and R(ααα) is the associated correlation matrix.

Let {s1(t), . . . , sm(t)} be a basis splines, then the f1 and f2 functions can be approximated through

the following equations (Yu and Peace 2012)

f̂1(t) =

m
∑

b=1

α̂1bsb(t) (5)

f̂2(t) =

m
∑

b=1

α̂2bsb(t) (6)

where m = max(nij). Adapting the estimation equations given by He et al. (2002), the following

generalized estimation equations are proposed for α1 = {α11, . . . , α1m}, α2 = {α21, . . . , α2m} and βββ:

• For the time effect

U1(α1α1α1, t|βββ,ααα2,ααα) =

n
∑

i=1

{

diag

(

∂µijk

∂ααα1

)}

i

VVV −1
1i

φ

(

yyyi −µµµi

[

XXXiβββ,

m
∑

b=1

α1bsb(t), f̂2(ZZZ2i)

])

(7)

where

VVV 1i =

{

diag

(

V

(

µµµi

[

XXX iβββ,

m
∑

b=1

α1bsb(t), f̂2(ZZZ2i)

]))}
1
2

i

×RRR(ααα)×

{

diag

(

V

(

µµµi

[

XXXiβββ,

m
∑

b=1

α1bsb(t), f̂2(ZZZ2i)

]))}
1
2

i

, i = 1, . . . , n
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{

diag
(

∂µijk

∂ααα1

)}

i
is a diagonal matrix with elements on the diagonal given by

{

∂µi11

∂ααα1
,
∂µi12

∂ααα1
, . . . ,

∂µi1ni1

∂ααα1
, . . . ,

∂µiPniP

∂ααα1

}

and V (·) is the variance function of the exponential family applied to each of the i-th individual’s

expected values.

• For the carry-over effects

U2(α2α2α2, t|βββ,ααα1,ααα) =

n
∑

i=1

{

diag

(

∂µijk

∂ααα2

)}

i

VVV −1
2i

φ

(

yyyi − µµµi

(

XXXiβββ,

m
∑

b=1

α2bsb(t), f̂1(ZZZ1i)

))

(8)

where

VVV 2i =

{

diag

(

V

(

µµµi

[

XXX iβββ,

m
∑

b=1

α2bsb(t), f̂1(ZZZ1i)

]))}
1
2

i

×RRR(ααα)×

{

diag

(

V

(

µµµi

[

XXXiβββ,

m
∑

b=1

α2bsb(t), f̂1(ZZZ1i)

]))}
1
2

i

, i = 1, . . . , n

• For the fixed effects, that is, treatment, sequence, period or other covariates

U3(βββ|ααα1,ααα2,ααα) =

n
∑

i=1

{

diag

(

∂µijk

∂βββ

)}

i

VVV −1
3i

φ

(

yyyi − µµµi

[

XXXiβββ, f̂1(ZZZ1i, f̂2(ZZZ2i)
])

(9)

where

VVV 3i =
{

diag
(

V
(

µµµi

[

XXX iβββ, f̂1(ZZZ1i), f̂2(ZZZ2i)
]))}

1
2

i
×RRR(ααα)×

{

diag
(

V
(

µµµi

[

XXXiβββ, f̂1(ZZZ1i), f̂2(ZZZ2i)
]))}

1
2

i
, i = 1, . . . , n

• For the correlation matrix

U4(ααα|βββ,ααα1,ααα2) =

S
∑

i=1

ni
∑

k=1

(

∂εεεik

∂ααα

)T

FFF−1
ik (WWW ik − εεεik) (10)
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where FFF ik =DDD(V (rijk))q×q is a diagonal matrix, εεεik = E(WWW ik)q×1 and WWW ik = (ri1kri2k,

ri1kri3k, . . . , ri(T−1)kriTk)
T
q×1, rijk is the ijk-th Pearson residual and q =

(

T
2

)

.

To get the estimators of ααα1, ααα2, βββ and ααα the following steps are performed:

1. Set initial values ααα
(0)
2 , βββ(0) y ααα(0)

2. Find the value ααα
(1)
1 that solves the equation

U1(α1α1α1, t|βββ(0),ααα
(0)
2 ,ααα(0)) = 0

3. Find the value ααα
(1)
2 that solves the equation

U2(α2α2α2, t|βββ(0),ααα
(1)
1 ,ααα(0)) = 0

4. Find the value βββ(1) that solves the equation

U3(βββ|ααα(1)
1 ,ααα

(1)
2 ,ααα(0)) = 0

5. Find the value ααα(1) that solves the equation

U4(ααα|βββ(1),ααα
(1)
1 ,ααα

(1)
2 ,ααα(0)) = 0

6. Repeat steps (2) to (5) until convergence.

To solve equation (9), the Fisher scoring algorithm is used, that is, in the m-th step, the estimator of βββ is

given by:

βββ(m+1) = βββ(m) −
[

E
{

U ′

3(βββ
(m)|ααα1,ααα2,ααα)

}]

−1

U3(βββ
(m)|ααα1,ααα2,ααα)

= βββ(m) −
{

n
∑

i=1

XXXT
i WWW

(m)
i XXXi

}

−1{ n
∑

i=1

XXXT
i WWW

(m)
i

(

NNN
(m)
i

)

−1

uuu
(m)
i

}

(11)

Prepared using sagej.cls
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where

E
{

U ′

3(βββ
(m)|ααα1,ααα2,ααα)

}

= E

{

∂U3(βββ
(m)|ααα1,ααα2,ααα)

∂βββ

}

=

n
∑

i=1

XXXT
i WWW

(m)
i XXXi,

WWW i =

{

diag

(

∂µijk

∂βββ

)}

i

VVV −1
3i

{

diag

(

∂µijk

∂βββ

)}

−1

i

,

NNN i =

{

diag

(

∂µijk

∂βββ

)}

i

,

uuui =
(

yyyi −µµµi

[

XXXiβββ, f̂1(ZZZ1i, f̂2(ZZZ2i)
])

.

Carrying out procedure similar to Tsuyuguchi et al. (2020), Equation (11) can be written as:

βββ(m+1) =

{

n
∑

i=1

XXXT
i WWW

(m)
i XXXi

}

−1{ n
∑

i=1

XXXT
i WWW

(m)
i zzz

(m)
i

}

(12)

where

zzz
(m)
i =XXX iβββ

(m) −NNN
−1(m)
i uuu

(m)
i , i = 1, . . . , n (13)

Therefore, β̂̂β̂β is obtained analogously to a weighted least squares solution on the transformed response

variable zzzi, where the effects of the variables associated to time and the carry-over effect have been

removed. With these considerations, the asymptotic theory of estimators is developed using the following

theorem:

Theorem 0.1. Under the assumption that the r-th derivative of f1 and f2 is bounded for some r ≥ 2

and that the number of knots m = mn → ∞, but m
n
→ 0 then β̂ββ − βββ

n→∞−−−−→ 000. Also, if m = O
(

n
1

(2r+1)

)

then:

1

n

n
∑

i=1

ni
∑

j=1

{

m
∑

b=1

α̂1bsb(ZZZ1ijk)− f1(ZZZ1ijk)

}2

= O
(

n
−

2r
(2r+1)

)

1

n

n
∑

i=1

ni
∑

j=1

{

m
∑

b=1

α̂1bsb(ZZZ2ijk)− f2(ZZZ2ijk)

}2

= O
(

n
−

2r
(2r+1)

)

√
n(β̂ββ − βββ) → N(0,AAA−1BBBAAA−1)
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where

AAA =
n
∑

i=1

NNN iVVV
−1
3i NNN

T
i (14)

BBB =

n
∑

i=1

NNN iVVV
−1
3i (yyyi − µ̂̂µ̂µi) (yyyi − µ̂̂µ̂µi)

T
VVV −1

3i NNN
T
i (15)

Proof. See appendix 1

Model diagnostics

Selection

In order to compare the fit of the proposed model model (Equations (3) and (4)) with the fit of

conventional models, then the quasi-likelihood criterion (QIC) defined by Pan (2001a) is used:

QIC = −2QL(µ̂µµ;III) + 2trace(Ω̂ΩΩ
−1

I V̂VV RRR) (16)

where µ̂ = η̂ = g−1(xβ̂) is the estimated expected value for the observation with the model assuming

the correlation matrixRRR and the estimates are obtained using Equation (12), Ω̂ΩΩI is the estimated variance

matrix for vector βββ under a correlation matrix RRR(ααα) = Ini
, and V̂VV RRR is the variance matrix estimated for

the vector βββ assuming the correlation matrix RRR(ααα) as in Equation (15). After fitting several models, the

model with lowest QIC is selected because, it is the one featuring the best balance between goodness of

fit and complexity.

Residuals

Due to the similarity of the proposed estimator of βββ and the weighted least squares, with weigthts given

by matrix WWW i, Pearson standardized residuals are proposed to assess model validity:

rijk =
eeeTijkŴ̂ŴW

1
2

i (ẑ̂ẑzi −XXX iβ̂̂β̂β)

1−
√

ĥijk

(17)

where eeeijk is a vector of nij zeros, except at position k, Ŵ̂ŴW
1
2
i is the square root of the matrix Ŵ̂ŴW i and hijk

is the ijk element of the diagonal of the projection matrix H, which is:

H = diag {HHH1, · · · ,HHHn} (18)

Prepared using sagej.cls



10 Statistical methods in medical research XX(X)

with

HHHi =WWW
1
2

i XXX i(XXX
T
i WWW iXXXi)

−1XXXT
i WWW i (19)

According to Tsuyuguchi et al. (2020), the residuals defined in (17) are asymptotically normal with zero

mean and standard deviation close to 1. Therefore, these can be used to validate the fitted model and the

conditional distribution assumption of Y .

Simulation study

For the simulation study, the cross-over design with extra period (Jones and Kenward 2015) defined in

Table 2 will be used, so, assume the following model:

g(µijk) = xxxT
ijkβββ + c1cos(tjk) + c2sen(tjk)δjk

where βββ = (β0, β1, β2, β3), β0 ∼ N(0, 1), β1 ∈ (0.5, 1, 2), β2 = β3 = 3, c1 ∼ N(0, 1), c2 ∼ N(0, 1),

i = 1, . . . , n, j = 1, . . . , 3 k = 1, . . . , 3, n = 2, . . . , 100 and Yijk ∼ Poisson(µijk).

The number of individuals per sequence is varied from 2 to 50. β0 is the mean, β1 is the difference

between treatments A and B, β2 and β3 are the effects of period 2 and 3, respectively. The time effect

is modeled by c1cos(tjk) and the carry-over effect of treatment A on B is modeled by c2sin(tjk). The

δjk is equal to 0 in period 1 (j = 1) and, it is equal to 1 if in the previous period, the individual received

treatment A, that is, it is a first-order carry-over effect (Patterson 1951).

Sequence Period 1 Period 2 Period 3

ABA 15 observations 15 observations 15 observations

BAB 15 observations 15 observations 15 observations

Table 2. Cross-over design with extra period

Each scenario is simulated 1000 times with an autoregressive correlation matrix of order 1, and for

each component of βββ, the following goodness of fit measures are obtained: 1) The root mean square error

RMSE =

√

(β̂i − βi)2 and 2) the percentage of times the hypothesis H0 : β1 = 0.5, H0 : β1 = 1 and

H0 : β1 = 2 are not rejected at 95% confidence bands.

Further, for each scenario, the following three models are fitted: 1) A model defined by Equation (3)

which is denoted by GEE-S, 2) a GEE model where the effect of time is linear which is denoted by

GEE-1 and 3) a GEE model with quadratic time effect which is denoted by GEE-2.

Table 8 shows the coverage obtained for three different values of the treatment effect (β1) using 95%

confidence intervals. A coverage close to 95% is observed for replicate sizes greater than 8 in the model

Prepared using sagej.cls
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Figure 1. RMSE for the estimate of β1 = 0.5 in each of the models

with Splines; the other two models show coverage equal to 100%, that is, these models over-estimate the

variance of the estimated treatment effects. This is confirmed in Figure 1, where it is shown that although

the RMSE of each model decreases as the number of replicas increases, it does so faster in the Splines

model.

On the other hand, Table 7 shows the coverage obtained for the period effect (β2 and β3) using 95%

confidence intervals. The models without splines have a coverage of zero in all the scenarios because the

effect of the period is confused with the time effect in the estimation equation, which is also observed

in Figure 2. The confidence intervals obtained from splines have a coverage close to 95% when there

were 11 experimental units per sequence, see Figure 2. Results from this simulation suggest that when

time effects are not linear or quadratic, models that do not use splines overestimate the variance of

the treatment effects, and these fail to estimate unbiasedly the period effects. This leads to erroneous

conclusions about the effectiveness of the sequences and treatments.
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Figure 2. RMSE for the estimate of β2 = 3 in each of the models

Application

Two studies are presented below where the model proposed in (3) is used. In both the software

R Core Team (2022) is used through adaptation of the package geeM built by McDaniel et al. (2013).

Systolic pressure data

Estimate Std.err Wald Pr(> |W |)
Intercept 109.35 3.17 1192.44 0.00

BaseLine 3.85 1.47 6.82 0.01

Period 2 -0.88 3.49 0.06 0.80

Period 3 -3.22 3.60 0.80 0.37

Treatment B 0.70 3.04 0.05 0.82

Treatment C -5.95 3.60 2.73 0.01

Table 3. Analysis of blood systolic pressure data using GEE-Splines

Jones and Kenward (2015, pg 204) describes the following crossover design: 3 treatments for blood

pressure control are used; treatment A consists of a 20 mg dose of a test drug, treatment B is a 40 mg dose

of the same drug, and treatment C is a placebo. 6 sequences of three periods (ABC, ACB, BCA, BAC,

Prepared using sagej.cls
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Figure 3. Blood systolic pressure (mmHg) observed through time (minutes)

CAB, CBA) are organized and each one is applied to two individuals. In each application period, 10

successive measurements of systolic blood pressure are made: 30 and 15 minutes before the application,

and 15, 30, 45, 60, 75, 90, 120 and 240 minutes after the application, as shown in Table 1 and the profile

is shown in Figure 3.

Figure 4.a) shows the smoothed function corresponding to the effect of time on blood pressure; it is

based on the moments of measurement for the design in Table 1. That is, 30 and 15 minutes before the

application, and 15, 30, 45, 60, 75, 90, 120 and 240 minutes after the application. Additionally, Figure

4.a) shows the average function and its 95% confidence bands obtained through cross-validation. A wide

drop in pressure is observed from the time that the patient expects to receive treatment, then it rises a

little and remains stable. This behavior is widely studied in medical settings, see Stergiou et al. (1998)

and Fanelli et al. (2021).

The carry-over effects of treatment A and treatment B are observed in Figures 4.b) and 4.c)

respectively. The value for the carry-over effect of A is positive and increases over time, which implies

that having applied placebo in a previous period will generate higher blood pressure values in the

following application period. For treatment B (medium dose), the carry-over effect is close to zero;

therefore, it is a negligible effect for the next treatment. Table 3 shows the parametric effects, their
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Figure 4. a) Changes of blood systolic pressure through time using splines, b) First order carry-over effect of

the treatment A through time using splines, c) First order carry-over effect of the treatment B through time

using splines, and d) Residuals normal probability plot. All figures present 95% confidence intervals and are

based on the cross-over design of Table 1

standard error and the Wald statistic built from matrices (14) and (15). It is worth highlighting the positive

effect of the baseline, i.e., people have the highest blood pressure before starting the study. The periods

are not significant i.e., the conditions were similar across the study, and these had a significant effect on

pressure of treatment C on pressure reduction.

Finally, Figure 4.d) shows the confidence bands for the quantiles of the standardized residuals defined

in (17) compared to a standard normal distribution.These residuals seem to fit the normal distribution

assumption.

Blood Sugar levels in Rabbits

Kenward and Roger (2009) described the following cross-over experiment: two treatments for the control

of diabetes A and B were used, two sequences of four periods (ABAB, BABA) are organized and each
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one was applied to twelve female rabbits; each period lasted one week. In each period, at the middle of

the week, five successive measurements of the blood sugar level were taken: 0, 1.5, 3, 4.5 and 6 hours

after the application, as shown in Table 4 and Figure 5.

Period 4 of ABBA Period 4 of BABA

Period 3 of ABBA Period 3 of BABA

Period 2 of ABBA Period 2 of BABA

Period 1 of ABBA Period 1 of BABA

0 2 4 6 0 2 4 6
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Figure 5. Blood sugar levels (mg/dL) in rabbits through time (hours)

Sequence Period 1 Period 2

(1) ABAB Ind 1
...

Ind 11

5 observations
...

5 observations

5 observations
...

5 observations

(2) BABA Ind 12
...

Ind 22

5 observations
...

5 observations

5 observations
...

5 observations

Table 4. Structure of the cross-over design of blood sugar levels in rabbits

Assuming that the distribution of blood sugar levels is normal, a first analysis was run. When making

the normal probability plot of the standardized residuals defined in (17), it is observed that they do not fit
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correctly to a standard normal distribution, as seen in Figure 6 and the assumption is rejected. A gamma

distribution is then explored, with loglinear linkage. Figure 7 c) shows the confidence bands for the

quantiles of the standardized residuals defined in (17) against a standard normal distribution, concluding

that the gamma distribution assumption is adequate. To compare the distributions, three models are made

to analyze the response variable: i) Under the assumption of normality, ii) Under the assumption of

gamma distribution and inverse link, and iii) under the assumption of gamma distribution and a loglinear

link. In each one, the QIC is calculated and shows in Table 5. Therefore, all the analysis is carried out

Model QIC

Normal 3927.6

Gamma Inverse 3732.22

Gamma Log 3728.5

Table 5. QIC for the three fitted models to the response of blood sugar levels in

rabbits

with the gamma distribution assumption and the loglinear model given by:

ln(µijk) = xxxT
ijkβββ + f1(ZZZ1ijk) + f2(ZZZ2ijk)

Figure 6. Residuals normal probability plot with 95% confidence intervals of the residuals obtained assuming

a Gaussian distribution of the response in the cross-over design of the Table 4
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Figure 7. a) Change of blood sugar levels through time using splines, b) First order carry-over effect of the

treatment A through time using splines, and c) Residuals normal probability plot. All figures present 95%

confidence intervals and are based on the cross-over design of the Table 4 with linear log link for the mean of

an assumed gamma distribution

The spline-smoothed function for the time effect on the blood sugar level of female rabbits is shown

in Figure 7a), it is based on the moments of measurement for the design of Table 4; the average functions

and their 95% confidence bands, estimated through cross validation are presented. A marked decrease in

levels is observed until 2 hours, and then an increase until hour 6. In Jones and Kenward (2015, pag 237) it

was stated that there was an effect of the hours, but its form is not explained. However, the proposed model

permits to describe this effect. Figure 7.b) shows the carry-over effects of treatment A over treatment B.

This increases over time, but it is close to 0, which implies that having applied A in a previous period

will not significantly affect the next application period. The parametric effects, their standard error and

the Wald statistic constructed with matrices (14) and (15) are presented in Table 6. It is noteworthy that

there are no significant effects of treatment, similar to that obtained by Jones and Kenward (2015) and

Kenward and Roger (2009), but there is an positive effect of period four. This behavior was not analyzed
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Estimate Std.err Wald Pr(> |W |)
Intercept 4.47 0.05 9734.05 0.00

Period 2 0.01 0.06 0.00 0.96

Period 3 -0.01 0.06 0.01 0.94

Period 4 0.25 0.06 16.68 0.00

Treatment B -0.02 0.04 0.28 0.60

Table 6. Analysis of blood sugar levels data using GEE-Splines

in previous studies and can be seen as increased insulin resistance by blood cells; similar to behaviors

reported by Ning et al. (2015) and Da Silva et al. (2020).

In the modeling of blood pressure, the normal distribution presents a better performance than the

gamma distribution, while in blood sugar levels, the gamma distribution achieves a better fit than the

normal distribution. Choosing the most suitable distribution is desirable, because the standard errors of

each estimator of the parametric effects of the model are smaller. In addition, the Pearson residuals show

a behavior that conforms to a standard normal in both cases, guaranteeing that the model specification is

adequate.

These applications show the importance of the semiparametric approach proposed in this paper to

model time and carry-over effects in crossover designs with repeated measures within periods. Also, it

complements the simulation study, where the efficiency of the proposed model over conventional models

was verified.

Conclusions

The proposed methodology provides highly desirable properties of the resulting estimators. It allows

doing asymptotic inference and better to model temporal carry-over behaviors that would be intractable

in parametric scenarios, as in the case of blood pressure data, where these effects do not present

the typical polynomial effects. In addition, detecting these carry-over effects of the placebo allows

estimating treatment effects with greater precision and unbiasedness, which is basically the objective

of any crossover design.

In the insulin data in rabbits, the behavior of the estimated effect of time is similar to a quadratic form,

which shows that this methodological proposal encompasses the classical parametric temporal models

with linear or cubic polynomials. In addition, the GEE allow modeling a large number of response

variables, not only normal or continuous, but also counts or proportions of successes. In the simulation,

the inferential gain is evidenced in terms of coverage and control of the type I and II error of the

hypothesis tests associated with the parameters of interest; that is, treatment and period effects when

the temporal behavior is sinusoidal. While linear or quadratic models lose efficiency and unbiasedness;

Prepared using sagej.cls



Semi-parametric GEE for cross-over designs 19

therefore, estimation with splines is presented as a useful tool for this type of design.

The asymptotic properties of the estimators allow an agile and fast verification of the model, because

its similarity with weighted least squares is demonstrated. Therefore, the adaptation of widely used

diagnostic tests in normal linear models can be used.
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Appendix 1

Proof. Let

θθθ(β̂̂β̂β, α̂̂α̂α1, α̂̂α̂α2) =







BBB
1
2
n (β̂̂β̂β − βββ)

√
nHHH1n(α̂̂α̂α1 −ααα1) +

√
nHHH1nWWW

T
1XXX(β̂̂β̂β − βββ)

√
nHHH2n(α̂̂α̂α2 −ααα2) +

√
nHHH2nWWW

T
2XXX(β̂̂β̂β − βββ)






(20)

with BBB as in Equation (15), and

WWW 1 = (πππ11, . . . ,πππ1n) , πππ1i = (π(ZZZ1i11), . . . , π(ZZZ1ijnij
))

WWW 2 = (πππ21, . . . ,πππ2n) , πππ2i = (π(ZZZ2i11), . . . , π(ZZZ2ijnij
))

HHH1n = nWWWT
1WWW 1, HHH2n = nWWWT

2WWW 2 (21)

XXX = (xxxT
1 , . . . ,xxx

T
n ), π(t) = {s1(t), . . . , sm(t)}
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Following ideas presented in Speckman (1988) to guarantee that both XXX and ZZZij have finite second

moments, we assume that there exists a random variables δijk , with E(δijk) = 0 and V ar(δijk) ≤ ∞
and continuous functions g1 . . . gm such that:

xijkl = gl(ZZZijk) + δijkl 1 ≤ i ≤ n, 1 ≤ j ≤ P, 1 ≤ k ≤ nij , 1 ≤ l ≤ dim (βββ) (22)

These functions allow modeling the possible relationship between the vector of variables associated to

the parametric effects and the measurement times within each period. Let XXX ij = (xij1, . . . , xijnij
) be

the parametric effects design matrix, then the following properties hold:

i) The succession {nij} is bounded for all 1 ≤ i ≤ n and 1 ≤ j ≤ P , that is:

max(nij) < ∞

ii) Since Yijk is a random variable that belongs to the exponential family and due to the definition

of the generalized estimation equations in Liang and Zeger (1986), and by Lemmma 5.3 given in

Lehmann and Casella (2006, pag 116), then

E(uuu1i) = E

(

yyyi −µµµi

[

XXXiβββ,

m
∑

b=1

α1bsb(t), f̂2(ZZZ2i)

])

= 0

Therefore, the expected value of (7) is:

E(U1(ǫǫǫi, t)) = E

{

n
∑

i=1

{

diag

(

∂µijk

∂ααα1

)}

i

VVV −1
1i

φ

(

yyyi −µµµi

[

XXXiβββ,

m
∑

b=1

α1bsb(t), f̂2(ZZZ2i)

])}

=

n
∑

i=1

{

diag

(

∂µijk

∂ααα1

)}

i

VVV −1
1i

φ
E

(

yyyi −µµµi

[

XXXiβββ,

m
∑

b=1

α1bsb(t), f̂2(ZZZ2i)

])

= 0 ∀t ∈ R

Analogous results are obtained for equations (8), (9) and (10). As E(Y 2
ijk) < ∞ and the density

function satisfies the regularity conditions then, by Theorems 1 and 2 of Pan (2001b) and by

theorem 2.6 of Lehmann and Casella (2006, pg 440), for Equation (7), it follows that:

0 < E
(

U1(ǫǫǫi, t)U1(ǫǫǫi, t)
T
)

< ∞
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Similarly, for equations (8), (9) and (10), the following results are obtained:

E(U2(ǫǫǫi, t)) = 0, 0 < E
(

U2(ǫǫǫi, t)U2(ǫǫǫi, t)
T
)

< ∞, ∀t ∈ R,

E(U3(ǫǫǫi, t)) = 0, 0 < E
(

U3(ǫǫǫi, t)U3(ǫǫǫi, t)
T
)

< ∞, ∀t ∈ R,

E(U4(ǫǫǫi)) = 0, 0 < E
(

U4(ǫǫǫi)U4(ǫǫǫi)
T
)

< ∞,

where ǫǫǫi = (ǫi11, . . . , ǫiniP
) = zzzi − ẑ̂ẑzi, with zzzi defined the equation (13).

iii) According to theorem 2.6 of Lehmann and Casella (2006, pg 441), there exist {b1ijk}, {b2ijk}
and {b3ijk} with 0 < infijk(bijk) ≤ supijk(bijk) < ∞, 0 < infijk(bijk) ≤ supijk(bijk) < ∞
and 0 < infijk(bijk) ≤ supijk(bijk) < ∞ such that when s → 0, the following properties hold,

respectively::

sup
ijk

|E(U1(ǫǫǫijk + s, t))− b1ijks| = O(s2), ∀t ∈ R,

sup
ijk

|E(U2(ǫǫǫijk + s, t))− b2ijks| = O(s2), ∀t ∈ R,

sup
ijk

|E(U3(ǫǫǫijk + s))− b3ijks| = O(s2), (23)

Also, when s → 0, exist constants c > 0 and, C < ∞ such that:

sup
ijk

{

E(U1(ǫǫǫijk + s, t)− U1(ǫǫǫijk, t))
2
}

≤ C|s|, ∀t ∈ R

sup
ijk

{

E(U2(ǫǫǫijk + s, t)− U2(ǫǫǫijk, t))
2
}

≤ C|s|, ∀t ∈ R

sup
ijk

{

E(U3(ǫǫǫijk + s)− U1(ǫǫǫijk))
2
}

≤ C|s|

Furthermore, |U1(ν + η, t)− U1(ν, t)− U1(η, t)| ≤ c, |U2(ν + η, t)− U2(ν, t)− U2(η, t)| ≤ c

and |U3(ν + η)− U3(ν)− U3(η)| ≤ c for any |η| ≤ s and ν, t ∈ R.

• Let ∆∆∆n be a diagonal matrix with elements δijkl defined in equation (22) and let ΛΛΛn be a diagonal

matrix with elements b3ijk defined in equation (23), then by definition of the random variables

δijkl it follows that:

E(∆∆∆n) = 0 y sup
n

{

1

n
E(||∆∆∆n||2)

}

< ∞
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Since, ΓΓΓn is a block diagonal matrix with elements Ai = E
(

U3(ǫǫǫi)U3(ǫǫǫi)
T
)

, then by the theorem

1 in Pan (2001b),

1

n
∆∆∆T

nΓΓΓn∆∆∆n
p→ BBB (24)

1

n
∆∆∆T

nΛΛΛn∆∆∆n
p→ AAA (25)

• The matrices HHH1n y HHH2n defined in (21) are symmetric and positive definite, so they have square

root (Bunch and Hopcroft 1974). Let HHH
1
2
1n and HHH

1
2
2n be those square roots, respectively. Also, as

a kernel spline forms a linearly independent basis, and by Theorem 21.5.1 of Harville (1997, pg

537),HHH
1
2
1n andHHH

1
2
2n are non-singular matrices and their eigenvalues are bounded between zero and

infinity.

With the previous results and using Theorem 1 and Theorem 2 of He et al. (2002), the following results

are obtained:

1

n

n
∑

i=1

ni
∑

j=1

{

m
∑

b=1

α̂1bsb(ZZZ1ijk)− f1(ZZZ1ijk)

}2

= O
(

n
−

2r
(2r+1)

)

(26)

1

n

n
∑

i=1

ni
∑

j=1

{

m
∑

b=1

α̂1bsb(ZZZ2ijk)− f2(ZZZ2ijk)

}2

= O
(

n
−

2r
(2r+1)

)

(27)

√
n(β̂ββ − βββ) → N(0,AAA−1BBBAAA−1) (28)

where the matrices AAA andBBB are defined in Equations (14) and (15), respectively.

Appendix 2
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H0 : β2 = 3 H0 : β3 = 3

n

2

5

8

11

14

17

20

23

26

29

32

35

38

41

44

47

50

GEE-S GEE-1 GEE2

0.79 0.44 0.44

0.84 0.00 0.00

0.94 0.00 0.00

0.94 0.00 0.00

0.92 0.00 0.00

0.94 0.00 0.00

0.94 0.00 0.00

0.94 0.00 0.00

0.94 0.00 0.00

0.92 0.00 0.00

0.95 0.00 0.00

0.92 0.00 0.00

0.92 0.00 0.00

0.95 0.00 0.00

0.93 0.00 0.00

0.93 0.00 0.00

0.94 0.00 0.00

GEE-S GEE-1 GEE2

0.80 0.50 0.51

0.89 0.00 0.00

0.90 0.00 0.00

0.92 0.00 0.00

0.92 0.00 0.00

0.94 0.00 0.00

0.95 0.00 0.00

0.95 0.00 0.00

0.95 0.00 0.00

0.94 0.00 0.00

0.95 0.00 0.00

0.92 0.00 0.00

0.92 0.00 0.00

0.92 0.00 0.00

0.94 0.00 0.00

0.92 0.00 0.00

0.90 0.00 0.00

Table 7. Proportion of times that hypothesis H0 is not rejected for some values

of β2 and β3 (the period effects)

H0 : β1 = 0.5 H0 : β1 = 1 H0 : β1 = 2

n

2

5

8

11

14

17

20

23

26

29

32

35

38

41

44

47

50

GEE-S GEE-1 GEE2

0.88 1.00 1.00

0.90 1.00 1.00

0.93 1.00 1.00

0.92 1.00 1.00

0.95 1.00 1.00

0.94 1.00 1.00

0.95 1.00 1.00

0.95 1.00 1.00

0.96 1.00 1.00

0.96 1.00 1.00

0.95 1.00 1.00

0.95 1.00 1.00

0.96 1.00 1.00

0.94 1.00 1.00

0.95 1.00 1.00

0.97 1.00 1.00

0.95 1.00 1.00

GEE-S GEE-1 GEE2

0.82 1.00 1.00

0.92 1.00 1.00

0.96 1.00 1.00

0.96 1.00 1.00

0.94 1.00 1.00

0.94 1.00 1.00

0.94 1.00 1.00

0.96 1.00 1.00

0.96 1.00 1.00

0.97 1.00 1.00

0.94 1.00 1.00

0.94 1.00 1.00

0.93 1.00 1.00

0.94 1.00 1.00

0.94 1.00 1.00

0.95 1.00 1.00

0.94 1.00 1.00

GEE-S GEE-1 GEE2

0.85 1.00 1.00

0.88 1.00 1.00

0.93 1.00 1.00

0.92 1.00 1.00

0.96 1.00 1.00

0.94 1.00 1.00

0.94 1.00 1.00

0.96 1.00 1.00

0.97 1.00 1.00

0.93 1.00 1.00

0.97 1.00 1.00

0.92 1.00 1.00

0.94 1.00 1.00

0.98 1.00 1.00

0.93 1.00 1.00

0.93 1.00 1.00

0.97 1.00 1.00

Table 8. Proportion of times that hypothesis H0 is not rejected for some values

of β1 (the treatment effect)
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