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Semistrong Pulse Interactions in a Class of Coupled Reaction-Diffusion Equations*
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Abstract. Pulse-pulse interactions play central roles in a variety of pattern formation phenomena, including
self-replication. In this article, we develop a theory for the semistrong interaction of pulses in a class
of singularly perturbed coupled reaction-diffusion equations that includes the (generalized) Gierer—
Meinhardt, Gray—Scott, Schnakenberg, and Thomas models, among others. Geometric conditions
are determined on the reaction kinetics for whether the pulses in a two-pulse solution attract or
repel, and ODEs are derived for the time-dependent separation distance between their centers and
for their wave speeds. In addition, conditions for the existence of stationary two-pulse solutions
are identified, and the interactions between stationary and dynamically evolving two-pulse solutions
are studied. The theoretical results are illustrated in a series of examples. In two of these, which
are related to the classical Gierer—Meinhardt equation, we find that the pulse amplitudes blow up
in finite time. Moreover, the blowup of stationary one-pulse solutions and of dynamically varying
two-pulse solutions occurs precisely at the parameter values for which the theory we develop predicts
that these solutions should cease to exist as bounded solutions. Finally, generalizations to N-pulse
solutions are presented.
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1. Introduction. In this article, we study the semistrong interaction of pulses in a general
class of coupled reaction-diffusion equations in one spatial dimension. The focus is on pattern
formation in far-from-equilibrium systems in which the pulses are localized large-amplitude
perturbations of a linearly stable, homogeneous, background state. The label semistrong
signifies that the concentration of one of the species is far from equilibrium on the domain
between the pulse centers, and hence the pulse interaction is governed to leading order through
the slow spatial variation of that species.

Semistrong pulse interactions play central roles in a series of pattern formation phenomena,
including repelling pulse pairs and self-replication. Repelling pulse pairs in the Gray—Scott
model were studied in [3, 4], and this work may be viewed as a continuation of the program
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begun there to a broader class of equations. For the Gray—Scott model, ODEs were derived
for the time-dependent separation distance between the pulse centers and for their wave
speeds. Quantification of the slow spatial variation of the inhibitor concentration in the
domain between the pulses was shown to be essential for determining the pulse dynamics.

Self-replication of pulses, discovered and analyzed in the Gray—Scott model [22], is a
phenomenon in which a localized pulse splits into two pulses, and as these two pulses move
apart from one another, they each split into a pair of pulses so that there are four; see
(3,4, 5,9, 30, 35, 34, 40, 43, 44]. This process continues, depending on the parameter values
and the domain size, until a stationary, spatially periodic pattern is attained. During the
entire self-replication process, except near the instants of splitting when the pulse interaction
is truly strong, the pulse interactions are semistrong. While the activator concentration is
exponentially close to the background state between the pulses due to the singularly perturbed
nature of the reaction-diffusion equations, the inhibitor concentration there is not near the
value corresponding to the homogeneous steady state and in fact varies on a long spatial-
length scale. For instance, in the Gray—Scott model, the pulse interactions are determined
largely by the slow spatial variation of the inhibitor concentration on the domain between the
pulses, with the local maximum of the inhibitor concentration there increasing slowly in time
and in turn causing the pulses to repel each other. We showed in [4] that the time scale of the
evolution of this local maximum corresponds to the time scale of pulse-splitting. In addition,
recent investigations have shown that self-replication is a rather generic phenomenon that
occurs in many reaction-diffusion equations, including the Gierer—Meinhardt equation [21], as
has been shown in [10]. Again, the semistrong interaction of pulses plays an essential role.

For a general pair of pulses whose interaction is semistrong, the shapes and amplitudes of
the localized pulse-components generally change significantly in time. They are far from being
copies of a solitary homoclinic pulse. In fact, there are explicit examples (including the Gray—
Scott model and others introduced below) in which pairs of semistrong interacting pulses exist
in regions in parameter space where there are no single-pulse homoclinic solutions. In these
and other respects, the case of semistrong pulse interaction differs from the weak interaction
case (see [12, 14, 42]), where the pulses are to leading order exact, asymptotically stable,
single-pulse, homoclinic solutions of the associated reaction-diffusion equation. There, the
pulses are assumed to be so far apart that the composition of two pulses is also close to being
a solution of the system, and hence the pulses interact through exponentially small tails, they
do not change shape to leading order, and they move exponentially slowly away from (or
toward) each other in the weak interaction limit. Nevertheless, it is important to note that
weak interaction theory applies to a wider range of diffusivities than is considered here; in
particular, the diffusivities of both species may be O(1).

Our study of semistrong pulse interactions is primarily carried out for the following class
of coupled reaction-diffusion equations:

(1.1)

52Ut = Ugs — 52,U'U + f(U)VQ,
Vi = eV —V +gU)V?,

where U and V are positive functions defined for (z,t) € R x R, x> 0 is a parameter,
0 < e <1, and f and g are smooth positive functions on U > 0 which may have mild



SEMISTRONG PULSE INTERACTIONS 55

singularities (poles) at U = 0. Many named systems, including the Gierer-Meinhardt, Gray—
Scott, Schnakenberg, and Thomas equations (see, for example, [16, 32, 47]) are brought into
this specific form (1.1) by scalings that express the asymptotic character of the pulse solutions
of singularly perturbed reaction-diffusion equations. See the appendix and Remark 1.1 below.
Although € appears at three places in (1.1), there is, in general, only one small parameter in
the original unscaled equation. (¢ corresponds to the ratio of the diffusion constants in the
Gierer-Meinhardt model, while € is in essence a certain ratio between constants describing
the linear feed terms in the Gray—Scott model; see the appendix and [3, 4, 7].)

The choice of a relatively general system (1.1) was motivated by the following types of
questions. In the Gray—Scott model [3, 4] and in the Gierer—-Meinhardt equation (section 5),
the pulses in a two-pulse solution repel. What mechanism(s) causes the pulses to repel, and is
it possible to find systems for which pulses attract? Next, two repelling pulses might eventually
be so far apart that their interaction can be studied by the theory of weak interactions. So,
we ask, Will a pair of pulses necessarily enter the domain in which the interactions can be
considered as weak? We will see in sections 5 and 6 that this is not the case and that several
interesting things may happen depending on parameters and the nonlinearities. In addition,
we focus on the edge of the parameter domains in which two-pulse solutions exist. A hierarchy
of saddle-node points at which stable N-pulse solutions, N = 1,2,..., disappear has been
found for the Gray—Scott and Gierer—Meinhardt equations, and this hierarchy governs the
self-replication process; see [3, 4, 5, 10, 34, 35]. Are there new phenomena, in addition to
self-replication, that occur at the edge of the parameter domains in which the pulse solutions
exist? Here, we will see that the answer is yes, and we will determine their relation to self-
replication. Finally, we have formally determined the stability of two-pulse solutions for the
Gray—Scott model in [3]. Hence we also briefly ask about the stability of the pulse solutions
for the general class of systems and about the related issue of the validity of the asymptotic
constructions.

Based on the analysis presented in this article, we find that the essential properties of the
reaction terms in (1.1) are

(i) the number and location of the zeros of ¢/(U) and the sign of ¢/(U) for values of U

that are not zeros; and

(ii) the number and location of the zeros of the function H(U) = (3f(U)/¢*(U)) — /iU
Properties (i) and (ii), which emerge naturally from the system geometry, determine the
salient features of the pulse dynamics. First, the number of zeros of H in (ii) is the number
of different stationary, homoclinic, one-pulse solutions the equation has. Second, the zeros
of H also determine the allowable locations (in the U — V' plane) of the pulses in multipulse
solutions. Specifically, each zero corresponds to an allowable pair of jump off and jump on
points, which mark the left and right “edges” of the pulses, on a certain invariant manifold.
Third, the information in property (i) determines whether adjacent pulses attract or repel
each other, as well as whether asymmetric two- and N-pulse solutions can be constructed in
addition to symmetric ones.

Our first set of results concerns slowly varying two-pulse solutions, i.e., two-pulse solutions
in which the pulse centers move with slowly varying speeds c; () and ca(t) and the pulse shapes
(amplitudes and widths) vary slowly in time for systems of the form (1.1), in which (i) ¢'(U)
has no zeros on U > 0 and (ii) the function H(U) = (3f(U)/¢*(U)) — /U has one positive
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simple zero. We derive the ODE for the pulse separation distance, denoted AT'(t), as well
as the extremal values of the pulse speeds. We find that AI'(t) decreases (and the pulses
attract) for configurations in which ¢’(U) > 0, whereas AI'(¢) increases (and the pulses repel
each other) in those cases for which ¢’(U) < 0. The different signs of ¢’(U) also appear to be
directly connected to the stability of these solutions.

The second set of results concerns system (1.1) for which (i) ¢’(U) has one positive simple
zero and (ii) the function H(U) again has one positive simple zero. For these systems, both
stationary and slowly varying two-pulse solutions can exist. Moreover, for the slowly varying
solutions, the pulses can either attract or repel each other, and the rates of approach or
repulsion can be increasing or decreasing or can even change dynamically in time from being
increasing to decreasing or vice versa. The particulars of whether a stationary two-pulse
solution exists or of what dynamics a slowly varying two-pulse solution exhibits are determined
by where the zero of ¢'(U) lies with respect to the U value that corresponds to the maximum
of a stationary one-pulse solution and to the local maximum of U for the pulse solutions with
extremal speed. Here, we see that a pair of repelling pulses may limit, in time, on a stationary
two-pulse solution. Such a pair, therefore, will not reach the weak interaction limit.

We also present extensions of the above two principal sets of results. The first extension
is to a more general class of systems,

(12) { 2V, = Up+2F(U) + VE(U,V),
V;S = 52anz + G(U, V)

Here, 0 > 0, 0 < ¢ <« 1, and the functions Fi, F5, and G are smooth for U > 0 and V > 0
and admit at most poles at U = 0. They must also satisfy additional assumptions, which we
state in section 7.

The second extension is to N-pulse solutions of (1.1) for N > 2, including stationary
solutions, classical traveling wave solutions, in which the entire N-pulse solutions moves with
constant wave speed, and slowly varying solutions. The slowly varying N-pulse solutions are
useful for understanding more about self-replication. At the stage of self-replication in which
the data has N pulses, one can use the ODEs for the positions of the N-pulse centers and
knowledge of the parameter regimes in which they exist and are stable to determine if the
pulses (some or all) will split again or if instead the self-replication process ends and the
asymptotic state is an N-pulse solution.

The classical Gierer-Meinhardt model is of the form (1.1) with f(U) =1 and g(U) = 1/U,
and the generalized Gierer-Meinhardt model [7, 33] is of the form (1.2). The ODEs we derive
for the pulse separation distances and for the pulse speeds show that the pulses of a slowly
varying two-pulse solution repel each other; see also Figure 1.1. Moreover, these results
can be used to further understand the self-replication recently discovered [10] in the Gierer—
Meinhardt model in the same way as the ODEs for the pulse separation distances were used
for the Gray—Scott model in [4].

In addition to obtaining the above results, we have the overarching goal of determining
the boundaries of the existence domains in parameter space for the various two-pulse solutions
and IN-pulse solutions in the semistrong interaction regime. These boundaries have already
been shown to be important for self-replication (see the discussion below). Here, we show that
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Figure 1.1. A symmetric, slowly varying, two-pulse solution obtained from direct numerical simulations
of the classical Gierer—Meinhardt equation for €2 = 0.01 and p = 5 shown at two instants of time. The pulses
repel each other, as is shown in section 5, and the ODE (5.6) governs the time-dependent separation distance
between the pulses. In the left frame, the slowly varying two-pulse solution is shown at two instants of time; in
the first instant, the two pulses are the inner pair with smaller mazxima, while in the second instant, the pulses
are further separated and have larger mazima. The right frame is a magnification of part of the right half of the
domain in the left frame, shown so that the pulse structure is more clearly visible. The V (activator) component
has the narrow needle-like pulses and is vanishingly small on the intervals in between the pulses, while the U
(inhibitor) component has pulses with lower mazima and varies over a much longer length scale. The inhibitor
concentration U in between the two pulses is not near zero, the value of the homogeneous steady state, and its
local minimum in between the pulses slowly decreases. The numerically observed values of the mazima of U and
V' at the pulse peaks agree well with the theory presented here. Homogeneous Neumann boundary conditions and
N = 201 moving grid points were used on the scaled interval [0,1]. This and all other numerical simulations
in this article have been performed using the code presented in [2].

the boundaries of the existence domains can also correspond to bifurcation curves associated
to the blowup in finite time of localized pulse solutions. On one side of these curves, blowup
is observed, but none is observed on the other side. Moreover, we have found an example
in which there is a self-replication bifurcation curve that meets a blowup bifurcation curve
in a new type of codimension two point, which we label a self-replication/blowup bifurcation
point.

The blowup phenomenon was discovered in two examples introduced here to illustrate
the theory of semistrong pulse interaction. The first example is (1.1) with f(U) = 1 and
g(U) = (1/U)+a, and the second example is (1.1) with f(U) = 1 and g(U) = (1/U)+(8/VU).
The classical Gierer—Meinhardt equation is a special case of both examples, with a = 0 and
B = 0, respectively, although the blowup we find in both problems occurs for nonzero values
of these parameters.

For the first example, slowly varying two-pulse solutions can exist in parameter regimes
in which there is no stationary, homoclinic, one-pulse solution. Since ¢'(U) < 0 for all U > 0
and for all a > 0, the pulses in a slowly varying two-pulse solution repel each other. As a
consequence, (to leading order) both pulses necessarily evolve toward a copy of the nonexisting
stationary one-pulse solution. It follows from the theory developed in this article that there
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is a critical separation distance, AI'y,, beyond which the two-pulse solution can no longer be
constructed. Numerical simulations show that at t = t,,, the time when a solution reaches the
critical separation distance, which of course depends on initial conditions, one of the pulses
starts to grow extremely rapidly, without bound.

In the second modified Gierer—-Meinhardt example, the two interacting pulses can also
exist in parameter regimes in which there is no stationary, homoclinic, one-pulse solution, and
they also repel (again ¢'(U) < 0 for all U > 0 and for all 3 > 0). Most significantly, they
can develop asymptotically large amplitudes as a result of the semistrong interaction. This
finite-time blowup can be understood in full analytical detail, with explicit formulae for how
both components grow and for the time of the blowup. It differs in some important respects
from that observed in the first example.

There are many important characteristics of the Gray—Scott and Gierer—-Meinhardt equa-
tions (see [4, 10]) that are shared by the two new examples introduced here. As just stated, one
of the more interesting of these characteristics is that the slowly varying two-pulse solutions
not only exist in the parameter regions where the stationary, homoclinic, one-pulse solutions
exist, but they can also exist outside of those regions. Then, for parameter values outside of
those regions, the individual pulses of a two-pulse solution tend to copies of the one-pulse,
leaving one with the question of what should happen to them since the one-pulse solutions do
not exist there. This question was addressed in the context of the self-replication process in
the Gray—Scott model in [4] by introducing the notion of an effective small parameter whose
size depends on the slowly changing magnitude of the U- (inhibitor) component at the local
maximum in between the pulses. For two-pulse solutions in which the pulses are still close
together, that magnitude is sufficiently small, and the effective small parameter is such that
one is still back in the regime where the one-pulse exists (and is stable; see [5, 6]). However, as
that magnitude increases slowly in time, the effective small parameter eventually crosses the
self-replication threshold so that the pulses, which could not continue to exist as copies of the
nonexistent one-pulse solutions, split just as the initial one-pulse data did. Correspondingly,
there is a hierarchy of disappearance (or saddle-node) bifurcations that governs the boundary
of the self-replication domain in parameter space, as reported in [5, 4, 34, 35], and a similar
analysis can be carried out for splitting in the Gierer-Meinhardt model; see [10].

The analysis presented here shows that this same question arises for the two modified
Gierer—Meinhardt examples and has a similar type of answer; only here, the slowly varying
two-pulse solutions and the stationary, homoclinic, one-pulse solutions can exhibit finite-time
blowup, as well as splitting, depending on parameters.

This article is organized as follows. Section 2 contains the essential geometric information
about the invariant manifolds. The basic construction of slowly varying two-pulse solutions is
presented in section 3. Section 4 contains the study of symmetric, slowly varying, two-pulse
solutions and the presentation of the first set of results. Three examples, including the two
that exhibit finite-time blowup, are introduced and analyzed in section 5. Section 6 contains
the second set of main results for stationary and slowly varying two-pulse solutions in systems
that support more than a single stationary, homoclinic, one-pulse solution. Finally, in section
7, we discuss the extensions of the above results, including extensions to N-pulse solutions and
generalizations to the broader class of coupled reaction-diffusion equations given by (1.2). We
also discuss the stability of the solutions constructed here and the validity of the asymptotic
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constructions.

Remark 1.1. For the PDEs (1.1) and (1.2), one may assume without loss of generality that
the state (Up, Vo) = (0,0) is a homogeneous steady state. Moreover, we assume that (0,0) is
a linearly stable solution of the PDEs with p > 0. As shown in the appendix, this may entail
a change of dependent variables such as is the case, for example, in the Gray—Scott model,
which has (1,0) as a linearly stable homogeneous state. It may also entail ensuring that
the solution components vanish at certain rates (see [7]), as is necessary for the generalized
Gierer-Meinhardt equations, where g(U) = 1/U as stated above, so that one needs V2 to
vanish more rapidly than U along solutions in order for the quotient to vanish.

Remark 1.2. Pulse interactions have also been analyzed in other contexts, and we mention
some recent references without being exhaustive. In [38], one-dimensional (particle-like) pulses
in the excitable regime of a coupled reaction-diffusion system of FitzHugh—Nagumo type are
studied. The dispersion relation c¢(d) for the speed of pulse-trains as a function of their
wavelengths is presented, and a transition from long range dispersion (common in excitable
systems) to anomalous dispersion, for large d, is found that is shown to be responsible for
a long range attractive force between pulses. They also demonstrate the existence of stable
bound states. [36] examines the dynamics of sharp interfaces in an activator-inhibitor model
with global coupling in one and two spatial dimensions. It is shown that a pair of fronts that
initially approach can reflect off of one another and then repel each other. Next, [13] reports
on the discovery of pulse reflection in a two-component excitable system. Moreover, it is shown
that reflections also occur for spirals and rings in two space dimensions, and the bifurcations
are analyzed using center manifold theory for sufficiently small pulse velocities. Finally, two-
dimensional pulses are also analyzed in an activator-inhibitor system with global coupling in
[26]. The bifurcation of a stationary pulse to a traveling pulse is examined using interface
dynamics, and the collision of two pulses is also observed in the presence of sufficiently strong
global coupling.

2. Geometry of the invariant manifolds. In this section, we present the phase space
geometry associated to the pulse solutions studied in this article. Let ¢(¢) denote the time-
dependent velocity of a pulse, and let = I'(t) denote the time-dependent position of the
pulse’s center, where

(2.1) T(t) = /tt o(s)ds.

0
It is also useful to introduce the moving coordinate, T = x—I'(t), as well as a stretched moving
coordinate, { = T /e.
Looking ahead just a bit, we can also take advantage of the following two observations.
First, the distinguished wave speed is small,

(2.2) c(t) = e3¢(t),

where ¢(t) is O(1), and |dé¢/dt| < 1. This agrees with the earlier analysis [3, 4] of self-
replication and semistrong pulse interactions in the Gray—Scott model and will be shown to
be a distinguished speed also for the general systems (1.1). See Remark 2.2 below. Second,
it turns out that, for the solutions we study, the explicit time variation of U and V is also
slow, i.e., |0U/0t|,|0V /Ot| < 1. Therefore, we use a quasi-stationary approximation, which
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entails treating ¢(t) as a slowly varying parameter that lies within a certain allowable range
and ignoring the explicit partial derivatives with respect to t to leading order. Hence, to
leading order, the solutions (U(£(t),t), V(£(t),t)) depend only on ¢ through £(t). (See also
Remark 3.1 for a brief discussion of higher order terms and the validity of this quasi-stationary
approximation.)

Within the context of this quasi-stationary approximation, the quasi-stationary solutions
of the PDE (1.1) are described by the following system of four first order ODEs:

u = ep,
(2_3) p = £ [_85@7 + 52”“ - f(u)v2] )

o= g

g = —e2eq+v— gu)
Here, u(§) and v(§) are the leading order terms in the asymptotic expansions of the solutions
(U(&(t),t),V(&(t),t)) of the PDE (1.1), and the overdot denotes derivatives with respect to

€. Also, ¢ = ¢(t) is a parameter.

2.1. A normally hyperbolic invariant manifold for (2.3). One natural approach to de-
termining the relevant geometrical features of the phase space of the ODE (2.3) is to identify
the structures that exist when ¢ = 0 and then to ask which of these persist for 0 < ¢ < 1.

For ¢ = 0, the half-plane

(2.4) M = {(u,p,v,q)|lv=0,¢ =0,u > 0}

is a set of equilibrium points of (2.3). Off of M, the system exhibits fast dynamics governed
by the fast system

(2.5) {v _ 4 2

q v = g(u)v )
where u is a fixed parameter. This fast system has the conserved quantity (energy)

2 2
q v g(u) 5
2. Kwgu =2 _Y 93
Moreover, each fixed point (u,p,0,0) on M is a saddle point under the flow (2.5). Hence the
two-dimensional invariant plane M is normally hyperbolic. Finally, since g(u) > 0 for u > 0,

each fixed point on M is connected to itself by a homoclinic orbit (vg(£), go(€)), where

(2.7) vo(&) = 2g?u) sech? (g) ,

of the fast system (2.5). Therefore, the three-dimensional stable and unstable manifolds of
M, denoted W5 (M) and WY (M), coincide.

For 0 < £ < 1, the plane M is still an invariant set under the dynamics of (2.3), and it
still has three-dimensional stable and unstable manifolds by the Fenichel theory of geometric
singular perturbations; see [18] and [24]. On M, the system (2.3) reduces to

(2.8) {“ _

D e3(uu — 3¢p).
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The equilibrium point S, (u,p) = (0,0), of (2.8) on the boundary of M corresponds to the
homogeneous state (Up, Vo) = (0,0) of (1.1), and it is a saddle equilibrium in the phase space
of (2.8). Moreover, the stable and unstable manifolds of S restricted to M, labeled ¢° and ¢*,
are given to leading order by the lines

(2.9) Gl p=Fe/pu.

We are interested in that portion of M that lies in the wedge between (or on) ¢* and ¢°.
In this wedge, the p-coordinates of all points are at most O(e), and so it is useful to explicitly
introduce p = ep, where p = O(1).

Remark 2.1. For general g(u), the boundary u = 0 is excluded from the definition of M,
since g(u) may have a pole there. In that case, one can still obtain results for those solutions
along which v vanishes sufficiently rapidly so that the product g(u)v? vanishes. The method
employed in [7] (see the end of section 2.4 there) to analyze semistrong pulses in the generalized
Gierer—Meinhardt equation extends to system (1.1). Of course, if g is also smooth at u = 0,
such as in the Gray—Scott model (transformed as in the appendix), then one can include the
boundary as part of the manifold.

2.2. Persistent orbits homoclinic to M. For 0 < ¢ < 1, the stable and unstable man-
ifolds of M no longer coincide. Instead, they are expected to intersect transversely in a
two-dimensional surface, in which all orbits that are biasymptotic (¢ — +o0) to M lie. We
find this surface in this section.

For points on M, K = 0. Hence orbits that are biasymptotic to M satisfy

(2.10) AKE[ZRm@maQWQMKzo

so that their o and w limit sets are both on M. By adiabatic Melnikov function theory [45],
simple zeros of AK imply the existence of nearby transverse intersections of the manifolds
WS (M) and WY (M).

Let (u(€),p(€),v(£),q(&)) denote any solution of (2.3) that, at £ = 0, passes through the
hyperplane {¢ = 0} with u,v > 0 and with p in the desired wedge. Denote such a point on
{q = 0} by (u,ep,v(0),0). A straightforward calculation of K along these solutions of (2.3)
yields R
(2.11) K =¢? (—éq2 + ];g/(u)v?’) .

Thus a solution (u(§),p(&),v(§),q(§)) of the type under consideration here is a persistent
homoclinic orbit to M if

@12 2 7 (~e© + B wien©) de = o

For 0 < € < 1, the persistent homoclinic orbits in the transverse intersection of WY (M)
and W*° (M) lie close to their € = 0 counterparts. Specifically, persistence theory for invariant

manifolds [18] establishes that solutions on WY (M) and W*(M) are close to the unperturbed
homoclinic orbit (vo(€), qo(§) = v0(§), u, 0) on appropriate time intervals, (—Z, &) and (o, Z),
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respectively, where = may be taken arbitrarily large (but O(1)) as long as ¢ is sufficiently
small.

Therefore, asymptotically, we may approximate u(£) by the constant u, v(£) by vo(§) as
given by (2.7), and ¢(&) by qo(§). Hence, to leading order, condition (2.12) implies that either
¢ = 0 (which is the case when ¢'(u) = 0) or

(2.13) p=2é

(which is the case when ¢'(u) # 0 for all u > 0). Here, we used the intermediate results
125, aBde = 6/(5g2(u) and [, vdd = 36/(59%()).

Geometrically, this result may be understood as follows. In the first case, there is a one-
parameter family of orbits biasymptotic to M, and these have the symmetry (u,p,v,q) —
(u, —p, v, —q) about £ = 0. In the second case, there is also a one-parameter family of orbits bi-
asymptotic to M. However, they are not symmetric. Instead, those orbits (u(§), p(€), v(£), ¢(€))
with (u,ep,v(0),0) at &€ = 0 and v(0) near vo(0) = 3/(2¢g(u)) that are biasymptotic to M
satisfy the property that their u- and p-coordinates are related by (2.13) to leading order.
Therefore, since g(u) > 0 by assumption, the sign of p is determined by the signs of ¢ and
¢'(u). This property will be essential throughout the analysis.

Finally, during the “time” interval when the homoclinic orbits in the transverse intersection
of WY (M) and W(M) make their excursion through the fast field, i.e., when they lie outside
of a fixed neighborhood of M, their slow coordinates u and p undergo changes that are given
to leading order by

(2.14) Au= / Tae)de and  Ap= / p(e)de.

—00 —00

Now, since p = ep and p = O(1) for these orbits, we immediately see from (2.3) that
(2.15) Au = O(e?).

Hence u is actually constant to a higher degree of approximation than originally stated.
Moreover, with u ~ constant, we find

Ap(u,é) = —¢ /oo f(u)v?dé + ho.t.

= —cf(u) /jo vadé + h.o.t.

f(u)
9*(u)

This change in p during the fast jump plays a central role in much of the geometry of the
pulses and hence also in much of the analysis in this article.

Remark 2.2. That c(t) = 3é(t) is a distinguished wave speed as introduced in (2.2) above
can be seen directly from the adiabatic Melnikov condition (2.12). One wants to balance the
first and second terms in order that AK can have zeros. The second term is O(g?), and hence

(2.16) = —6¢ + h.o.t.
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if one scales ¢ = O(e?), then also the first term is O(¢?). This is a distinguished limit; see
[11].

Remark 2.3. In the special case in which g(u) = hou®? with he > 0 and ae < 0, such as, for
example, in the Gierer-Meinhardt equation and in its generalizations, we have g(u)/g'(u) =
u/a. Hence p = p(u) = (2¢/az)u, a linear function.

Remark 2.4. We have focused exclusively on the geometry used to construct one-pulse
solutions in this section. Multiple-pulse solutions that consist of two slow segments and one
fast segment in which all of the pulses occur in rapid succession (i.e., they remain bounded
away from M in between pulses) can also be constructed, but such stationary solutions are
unstable solutions of the PDE; see [7].

2.3. The takeoff and touchdown curves for persistent homoclinic orbits. There are
takeoff and touchdown curves on M that play a crucial role in the geometry of the pulse
solutions. These are determined by the two-dimensional manifold that is the transverse in-
tersection of WY (M) and W9 (M) identified in the previous section. The first intersection
of W9(M) and WY (M) in the hyperplane {¢ = 0} is a one-dimensional curve of points
(u,ep,v(0),0), where u and p are related to leading order via (2.13) in this two-dimensional
manifold. Moreover, through any such point there is an orbit v(§;~p) with phase 7o that
approaches M as £ — +oo. Fenichel theory [18] implies that for any ~v(&; o) there are two or-
bits v = v (&75) € M and vy (&;7) ) C M, respectively (where ’y/jf/l (0,78) =7 e M),
such that ||v(& o) — 77(/1 (&;7d)| is exponentially small for positive values of ¢ that satisfy
&> (’)(%) and [|7(&70) — Y (€79 )|l is exponentially small for € < 0 satisfying —¢§ > O(1).
As a consequence,

d(v(&v), M) =0 (e_g) for [¢] > O <i_> and some k > 0,

and the orbits vf/[ (&; 'ygt) on M determine the behavior of v(§;7p) near M.
We define the curves T,(¢) C M (takeoff) and Ty(¢) C M (touchdown) as

To() = Uyo{vo = 700399 ) )
(2.17) Tu(¢) = U {1 = 74 (0:70)}
where the unions are over all 7o in W(M) N WY (M) N {q = 0}. Therefore, the curves T,(¢)
and Ty(¢é) are the collections of the basepoints of all of the fibers in WY (M) and W (M)
(respectively) that lie in the transverse intersection of these two manifolds. See Figure 2.1.
Asymptotic formulas for the locations of T,(¢) and T,;(¢) can be obtained as follows. The
accumulated changes in the p-component of v(§) during two successive half-circuit excursions
through the fast field are measured by
0 00
[ pac and [ g
—00 0

respectively, and these integrals may be calculated by the same method used to obtain (2.16).
Moreover, at £ = 0, the orbits have p given by (2.13). Hence we find

o(u) | 3f(w)
7w " )

(2.18) T (&), Ty(e) : p=2¢
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>

F_1(| °) To(?:)

F (1Y)
u
E(1°)

(uminio)

=) > T4(€)

Figure 2.1. A qualitative sketch of the curves To(é), Ta(é), F(£*), and F~1(£%) on M, as defined in section
2, as well as of a singular, slowly varying, two-pulse solution, whose construction is outlined in section 3. The
sketch is for the symmetric case éa = —é1. The successive slow, fast, and slow segments of the left pulse are from
(0,0) to O1, O1 to D1, and D1 to (umin,0), respectively. We remark that the line segments O1D1 and O2D2
are projections onto M of the fast near-homoclinic excursions in the v —ve directions. Also, we emphasize that
T,(é) is a one-dimensional curve for each fized value of ¢ = ¢é1, and similarly for Ty(¢). By contrast, F(£*) is
a one-dimensional curve because it is the union over a certain range of ¢ values of touchdown points—one for
each value of é. Similarly, F~1(€°) is a one-dimensional curve because it is the union of takeoff points—again
one point for each ¢ in a certain range. See the definitions in section 2.4.

2.4. The images of the intersection points £“ N T,(é) and €° N Ty(é) under the fast
jump. As a final preparatory step, we identify two other curves on M that will be useful
throughout the analysis. In particular, for those values of ¢ for which the intersections £*NT,(¢)
and ¢*NT,;(¢) exist, we are interested in the image of £*NT,(¢) and in the preimage of £*NTy(¢).

We showed in section 2.2 that, for fixed ¢, a persistent homoclinic orbit to M that takes
off from a point on T;(¢) touches down on M at a point that has the same u-coordinate to
leading order and whose p-coordinate is shifted by Ap(u,¢). This same conclusion holds, of
course, for points that take off at the intersection point ¢* N T,(¢), if this intersection exists.
The union over ¢ of all of these touchdown points is denoted by F(¢*). See Figure 2.1. To
leading order, F(¢*) is given by

(2.19) F:  p=Jhu— f;{((Z))

Similarly, let F~1(¢%) denote the set of points that are the preimages (takeoff points) under
the fast jump of the touchdown points in ¢ N Ty(¢é) over all ¢, when this intersection exists.
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To leading order,

(2.20) Fes): p=—mu+

These curves play a central role in the definition of the function H introduced above.

3. The basic construction of slowly varying two-pulse solutions. In this section, we
present a brief introduction to slowly varying two-pulse solutions, focusing on the basic idea
of how the geometry of the invariant manifolds described in the previous section is used to
construct them. Specifically, we consider slowly varying two-pulse solutions with one pulse on
x < xp for some xy € R that travels with speed ¢i(t) and the other on x > z( that travels
with speed ca(t).

The moving coordinate z = x — I'y(¢), with I';(¢) = ftf) c1(s)ds, is used to analyze the
left pulse, and hence the governing ODE is (2.3) with ¢ = ¢; slowly changing in time. The
results for the right pulse are obtained from the same ODE but with é = é; instead changing
slowly in time, and the geometry for it is usually shown superimposed in the same phase
space as for the left pulse. We refer the reader to Remark 3.1 and section 7 for a discussion of
how these two components are hooked up smoothly and of the justification of this asymptotic
construction.

The ¢; values for which the two-pulse solutions can be constructed depend on the quantities
in (i) and (ii), as we show in the next sections.

3.1. Constructing singular two-pulse solutions. The left pulse, centered at x = I'1(¢),
is asymptotic to (U,V) = (0,0) as x — —oo and satisfies a Neumann boundary condition
(Uz, Vo, = 0) at x = xg. In fact, the singular (¢ — 0) limit of the left pulse consists of the
following three pieces (see Figure 2.1), two slow (outer) segments on M interspersed with a
fast (inner) homoclinic orbit of the reduced fast system (2.5):

e The left slow segment corresponds to the interval (—oo,I'1(¢)) and is that portion of £*
on M from (0, 0) to the point, labeled Oy, at which T,(¢1) and ¢* intersect transversely.

e The fast pulse is centered at x = I';(¢) and is described in the stretched coordinate
¢ introduced above. To leading order, it is given by (vo(€),q0(§)), see (2.7), with u
constant. Over the fast pulse, the p-component makes a jump Ap(u;é) of size O(¢)
(see (2.16)). Therefore, the projection of this fast jump onto the u—p plane is precisely
the vertical line segment from O; to the point labeled D; on F(¢*).

e The right slow segment, which corresponds to = € (I'1(t), z¢], is that segment of the
hyperbolic cosine orbit on M from D; to a point on p = 0 labeled (upin,p = 0), so
that the homogeneous Neumann boundary condition is satisfied.

The singular right pulse is now constructed in a similar manner on x > zg. It has a left
slow segment, which corresponds to = € [xo,'2(t)), that is the continuation of the hyperbolic
cosine solution on M (but for the ODE with ¢ = é; now) from (umpin,0) to a point on F~1(¢%)
labeled Os. Note that the difference between ¢ = ¢, and ¢ = ¢o is a higher order effect in
(2.3); see also Remark 3.1. The projection of the fast homoclinic orbit on M is the vertical
line segment from Oy to Da, where Do € Ty(é2) N ¢%. Finally, the right slow segment, which
corresponds to x € (I'y(t), 00), is that portion of £° from Dy to S; see Figure 2.1.
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3.2. Slowly varying two-pulse solutions for 0 < £ < 1 lie close to the singular two-
pulse solutions. For 0 < ¢ < 1 and = < I'1(¢) — ¢ with § > 0 small but O(1), the left pulse
lies exponentially close to £* on M and approaches the fixed point (0,0) on IM as z — —oo.
Moreover, as x — I'1(t)~, the left pulse solution leaves a fixed neighborhood of M near O;.
We recall from the above discussion that the point O on T,(é;1) corresponds precisely to the
¢ — —oo limit of the leading order fast (inner) solution vyg. Geometrically, it is the basepoint
of a fast unstable fiber that lies in the transverse intersection of WU (M) and W9(M), as was
shown in section 2.3.

The £ — oo limit of the fast (inner) solution is the point on T;(¢é;) labeled D; above, and
it is the basepoint of the fast stable fiber that lies in the transverse intersection of WY (M)
and W5(M). On all compact intervals in £, the left pulse of the slowly varying two-pulse
solution lies close to (though not in) this transverse intersection.

The left and right pulses move when ¢;(t) and é;(t) are not identically zero, and hence
their separation distance, I'so(¢) — I'1(¢), changes in time. In particular, the given wave speed
¢1 determines the location of the point O;, which in turn determines the points D1, Oz, and
O- sequentially, where

O1:4*N To(él),

D : f(gu) N Td(él),

Oy : FH%) N Ty(é2),
(31) Dy 1 09N Td(ég)

The ODE governing I'y(t) — I'1 () is then naturally obtained by imposing the leading order
consistency condition that, at every instant of time, the difference I'y(t) — I'1(t) equals the
time of flight along the hyperbolic cosine orbit segment between the points D; and Os on M.

3.3. Summary of the construction. In summary, the essential step of the analysis of the
given reaction terms in (1.1) is to determine the geometry of T,(¢), Ty(¢), €%, €5, F(£*), and
F~1(¢%) on M. With this in hand, one can then readily determine how many different types
of pulses are possible and whether or not it is possible to construct repelling or attracting
two-pulse solutions. We do this for various f and ¢ in (1.1) in the next sections. Moreover,
this method readily generalizes to asymmetric two-pulse solutions and to N-pulse solutions
with (IV — 1) segments near hyperbolic cosine solutions on M, as is shown toward the end of
this article.

Remark 3.1. A hard look at the leading order quasi-stationary solution constructed in this
section reveals that it is not sufficiently smooth at = xo due to the change in ¢ at z¢ in (2.3).
In particular, just as was observed in the construction of symmetric, slowly varying two-pulse
solutions in the Gray—Scott model in [4], the third order (and higher order) derivatives of U
do not vanish at x = x( as they should so that the full solution is symmetric. For example,
the jump in U.e is O(e?) and hence truly of higher order. A similar smoothness problem
is encountered for nonsymmetric two-pulse and N-pulse solutions at the points where the
adjacent pulses are hooked up. However, we showed for the Gray—Scott model in section
3.4 of [4] that inclusion of the higher order terms beyond the leading order quasi-stationary
approximation restores the smoothness in the third order derivatives and in all higher order
odd derivatives. The lack of smoothness of the leading order quasi-stationary approximation



SEMISTRONG PULSE INTERACTIONS 67

for the solutions studied here can be similarly ameliorated by inclusion of the higher order
terms. We do not go into the details.

4. Symmetric, attracting, or repelling two-pulse solutions. In this section, we study
symmetric, attracting, or repelling two-pulse solutions in systems of the form (1.1) for which

(i) ¢'(u) # 0 for all u > 0 and

(ii) the function H(u) = 3f(u)/g*(u) — /pu has one simple zero.

Under these conditions, the intersection of £* and T,(0) is transverse and consists of a single
point; see (2.9) and (2.18). As a consequence, the PDE (1.1) possesses a stationary (¢ = 0)
one-pulse solution. See also section 7.1.

We construct slowly varying two-pulse solutions for which the slowly changing pulse ve-
locities are equal in magnitude but opposite in sign at each instant of time ¢ and for which the
pulses either attract (¢'(u) > 0) or repel (¢’(u) < 0). In addition, we will see that there is an
extremal allowable pulse speed (a minimum in the case of attracting pulses and a maximum
in the case of repelling pulses) that arises naturally from the system geometry.

Conditions (i) and (ii) are formulated here mostly to facilitate the presentation of the
geometric method. In the following sections, we will see that two-pulse solutions can also be
constructed when ¢'(u) has zeros, or when the function H(u) has either no zeros or two (or
more) zeros.

4.1. Singular two-pulse solutions. The singular two-pulse solutions are constructed fol-
lowing the blueprint developed in section 3.1. Consider the left pulse with peak at x =1'; < 0
(where we have taken xy = 0 without loss of generality), and assume that the local maximum
of u at the center of the pulse, denoted u™, is given by some value satisfying

6f(u’)
9% (ut)
We note that Remark 4.1 provides the geometric reasons for the restriction (4.1).
The left pulse is backward asymptotic to S = (0,0,0,0). It has the following slow and
fast segments (see also Figure 2.1):
e The left slow segment, which corresponds to the interval (—oo,I'1), is that portion of
" between S and the point Op, which is the point in ¢* N T,(¢;) whose u-coordinate
is given by the unique solution u™ of

< 0.

(4.1) — ut < put -

(4.2) Vi = 2¢;

Note that ¢; is undetermined, as yet.

e The fast, homoclinic jump occurs at = I'y, instantaneously on the outer scale z, and
it is of infinite duration on the stretched & scale, with £ € (—o0,00). This fast jump
begins at the point Oy in £* NT;(¢é;), where O = (u™,p*) and p* = e, /nu™ by (2.9).
The touchdown point of this fast jump is the point Dy on F(£*)NTy(é1) with u = u™.
Specifically, Dy = (u*, e[\/pu’ — (6f(u™)/g*(u™))]), by (2.18) and (4.2) or by (2.19).

e The right slow segment, which corresponds to the interval (I'1, 0], is the segment of
hyperbolic cosine orbit on M that goes through D7 up until it hits the u-axis at a
point labeled (umin, 0).
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The phase space geometry reveals that, in this case, a good singular two-pulse solution can
be formed by choosing the right pulse so that it is a reflection of the left pulse about = = 0.
As a consequence, we have ¢éo = —¢é;. The singular solution for the right pulse has a left slow
segment on [0,T's), where I'y = —T'y, that is, the continuation of the above hyperbolic cosine
orbit from (umin,0) to the point Oy = (u't,e[—\/pu™ + (6f(u")/g*(u™))]), which is on both
T,(¢2) and F~1(¢%); see (2.20). Finally, there is the fast jump at x = I's from the point Oy to
the point Dy on ¢° in the phase space, followed by the right slow segment defined for (I'g, 00)
along (% from Dy all the way back into S.

The results of section 3.2 now directly imply the existence of two-pulse solutions for
0 < € < 1, and these true solutions are close to the singular (¢ = 0) two-pulse solutions just
constructed.

Remark 4.1. The reason for the restriction (4.1) on the allowable u™ values is intrinsic to
the phase space geometry. The first landing point, Dy, which lies on F(£*), must lie above
¢% and below the u-axis. Otherwise, the next slow segment lies outside of the wedge, and the
solution cannot return to the {p > 0} half-plane, or the solution can never enter the {p < 0}
half-plane. The restriction (4.1) states that u™ should be such that F(¢“) is in between the
positive u-axis and the ray p = —,/pu, which is £%, i.e., in that part of the wedge with negative
p-coordinate. As a consequence, Di must be a point on a hyperbolic cosine solution of the
reduced slow system with negative p-coordinate. It is also useful to note that, in the special
case in which f(0)/¢%(0) > 0 and the intersection F(¢*) N F~1(¢%) is nonempty, the condition
(4.1) can also be written as

(4.3) Ty (LY N Tp(0)) < u™ < mu (FEH) N FH(e%)),
where 7, denotes the projection onto the u-coordinate.

4.2. The ODE for the pulse separation distance. In this section, we derive the implicit
ODE for the separation distance between the pulses of the symmetric two-pulse solutions
under consideration. From the definitions of the pulse positions, the distance between the two
pulses in the lab frame (z-axis) is

(4.4) AT (t) = AT(0) — 2¢3 /0 t é1(s)ds,

where we have introduced AI'(t) = T'a(t) — I'1(¢) as the distance between the two pulses and
we have used ¢9 = —¢;. Hence

(4.5) %Ar(t) = —2e%¢(t).

Moreover, instantaneously, at any ¢, the speed of the left pulse is given in terms of u™ by
3/(u)] o'(u)
g (ut) | 29(ut)’

since the takeoff (or jump off) point O; for the fast jump lies in £*NT,(¢1); see (4.2). Therefore,
plugging in the pulse speed (4.6) into the ODE (4.5), we find

d _ 3f(wh) | g'(u’)
(4.7) %AF(t) = ¢ l\/ﬁu"' — 92(u+)] o)

(4.6) ¢ = [\/ﬁuJ“ _
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Next, we express the right member of this equation in terms of AT, at least implicitly for
the general f(u) and g(u) under consideration. From the geometry in the phase space, we see
that the distance AT'(¢) equals the sum of the “times” of flight along the two hyperbolic cosine
orbit segments on M between D; and (umin,0) and between (umin,0) and Og, respectively.
The leading order expression for this total “time” is found by examining the leading order
ODEs for the dynamics on M written in terms of the fast “time” &,

U = 64;w,

where we used (2.8) and dropped the last term because it is of higher order. Hence the general
solution is

(4.8) u(€) = Ae*"VFE 4 Be = VI,

In turn, the coefficients A and B for the desired hyperbolic cosine orbit segment are
determined by the condition that (u(0),%(0)/e) = D;. Hence

A+ B=u",

6 +
ke
which implies that
(49) A=u" — m and B = M

Vig*(ut) Vig*(ut)
The other condition that has to be satisfied is that, when the total “time” of flight &7
along these hyperbolic orbit segments satisfies e{p = AT, the solution u(£) has to be at the
point O. Looking at ug(&7), we find

6 +

€2 /(A VHET — e Vi) = g2 (VW i g§§3+3> '
By setting z = eEZW&T, rewriting this equation as a quadratic in z, using (4.9), and choosing
the positive solution (21 = B/A, which is known in terms of u™), we obtain

+ _ 3f(uf)
e—SVEAT(1) _ Vi g% (u't)

o 3f(ut) '
g% (u)

Finally, we use (4.10) to replace the term in square brackets in (4.7):

(4.10)

d fhg' () o ua
4.11 —AT(t) = =33 22 Jo—eViAl®Y),
(4.11) AT = -3 L),
The ODE (4.11) is the desired ODE for the separation distance AI'(t) = I'a(¢) — I'1(¢). The
value of u™ is given implicitly by (4.10), i.e., by

—E\/ﬁAF+1
412 o T T
(4.12) G(u™) N

as long as this root exists, where G is the single-valued function defined by
utg?(ut)

(4.13) Glut) = S
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4.3. Interpretation of the implicit ODE (4.11). Since f and g are strictly positive by
assumption, the sign of %AF is determined by that of ¢'(u). Moreover, ¢'(u) is sign-definite
in the analysis of this section because we assumed that ¢'(u) # 0 for all u > 0. Therefore, we
conclude from (4.11) that

if ¢'(u) >0, then %AF < 0,and the pulses attract;

4.14 if ¢'(u) <0, then 1AF > 0, and the pulses repel.
dt

The ODE (4.11) also yields an extremal value of the pulse speed. In particular, the left
member of (4.11) equals —2¢3¢; by the definitions of I'; and T's and by the fact that éo = —¢&;
here. Therefore, since the right member has an extremum when I's = I'y, i.e., A’ = 0, we
find that an extremum of ¢; occurs at \/zutg'(u™)/(4g(u")). This extremum is a maximum
when ¢'(u) < 0 and a minimum when ¢'(u) > 0. Also, we note that ¢(¢) might have additional
(local) extrema; see section 6.

Finally, in the limit A" > 1, the ODE for the separation distance between the two pulses
in this case is the same as that one would find from weak interaction theory; i.e., to leading

order

d
—AT(t) = Cre AT
dt ( ) 016

for some positive constants C; and Cb; see [12, 14].
This completes our analysis of symmetric, slowly varying, two-pulse solutions of (1.1)
under conditions (i) and (ii).

5. Examples. In this section, we consider three explicit examples of systems in which
semistrong pulse interactions occur and analyze the dynamics of symmetric two-pulse solutions
constructed by the methods developed in sections 3 and 4.

The first example has a purely mathematical character. We choose f(U) and g(U) in
(1.1) such that the computational effort to determine an explicit version of the ODE (4.11)
for AI'(t) is minimal. The other two examples are more physically motivated. As stated in
the introduction, both systems are closely related to (and contain as a special case) the well-
studied Gierer—Meinhardt equation, and they both show that semistrong pulse interactions
can generate unexpected phenomena, such as finite-time blowup.

5.1. An elementary mathematical example. The first example is provided by the ele-

mentary mathematical case of f(u) = £g*(u) and g(u) = eQTu, with v # 0. Here, f(u) and

g(u) are chosen such that the quotients g(u)/¢'(u) and 3f(u)/g?(u) that appear throughout
the analysis of the general case reduce to constants. As a consequence, T,(0), T54(0), F(£*),
and F~1(¢%) are all given by straight lines. The ODE (4.11) becomes

(5.1) iAF = —5326_8\/HAF

dt 0%

with the restriction that 0 < v¢; < 1. This restriction follows necessarily from the condition
ut < 2/\/p that arises from the phase space geometry, where 2/, /i = m,(F(¢*) N F~1(¢%));
see (4.1) and Figure 2.1. Tt directly yields the maximum wave speed |¢1| < 1/]~|.
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If v > 0, it is clear from (5.1) that AT'(¢) decreases and the pulses attract. In addition,
their speeds ¢; = —¢ increase algebraically in time according to the ODE

d. R
7= 2\ /ué?

up to the maximum wave speed ¢; = 1/v. At this point, the interaction becomes strong
since not even the V-component is near zero in between the pulses anymore, and hence the
interaction can no longer be considered to be semistrong. If, on the other hand, v < 0, then
¢1 < 0 so that the pulses are repelling. Moreover, |¢1| decreases to zero algebraically in time.
The ODE (5.1) for the semistrong interaction of pulses in this symmetric case is identical
to that obtained in the weak interaction limit. However, the semistrong analysis also yields
the upper bound, |¢1]| < 1/]v|, and it is valid for shorter distances AI' between the pulses.

5.2. A modified Gierer—Meinhardt equation with finite-time blowup. Next, we consider
the more realistic example of f(u) =1 and g(u) = (1/u) + a, with a > 0 since g(U) in (1.1)
must be positive; see, however, Remark 5.2. Thus (1.1) becomes a modified Gierer-Meinhardt
equation,

(52) { 2U; = Upp —2uU + V2,

' Vi = eV —V+(E+a)V?
in which « plays the role of (an additional) bifurcation parameter. This equation reduces to
the classical Gierer-Meinhardt equation if o = 0; recall [7, 21]. Moreover, ¢'(u) < 0 for all

u > 0 so that the pulses in symmetric two-pulse solutions are repelling for any «, including
the classical Gierer-Meinhardt case o = 0, by the theory presented in section 4.

5.2.1. The ODE for AT'(t). It follows from (2.18), (2.19), and (2.20) that

3u?
T,(¢; ), Ty(¢;a) : p=—2¢ Nt —
(G a), Tyea): p cu(au + 1) (ot 1)2
and
F), F%): p==+nu Gt

First, we observe that this equation can have two stationary, homoclinic, one-pulse solutions
since the equation o?u? + (2a — 3//)u + 1 = 0, which is obtained from T,(0; ) N ¢“, has
two (positive) solutions for

3
(5.3) 0<a<op v
See also Remark 5.3. As a — 0, one of these pulse solutions becomes unbounded, and the
other one merges with the (uniquely determined) one-circuit homoclinic pulse solution of the
(classical) Gierer-Meinhardt equation [7]. In the opposite limit as o T apy, the pulses merge
in a saddle-node bifurcation of homoclinic orbits.

The intersection F(£*)NF~1(¢*) also consists of up to two points, and hence the condition
(4.1) can yield up to two intervals of existence. In this section, we focus on the interval
that corresponds to two-pulse solutions that merge with two-pulse solutions of the Gierer—
Meinhardt equation in the limit o — 0 since these two-pulse solutions can be expected to
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be stable. (These two-pulse solutions are associated to the stationary pulse solution of the
Gierer—Meinhardt equation, and these pulses are stable if u is above a certain critical value
associated to a Hopf bifurcation [7].) We shall see that two-pulse solutions exist beyond g,
i.e., for values of « for which there are no stationary pulses. This is not necessarily surprising
since the construction of two-pulse solutions is based on the intersection(s) of T,(¢; ) and £*
for ¢ # 0. This intersection can of course be nonempty even if 7, (0; &) N ¢* = (). Furthermore,
F(£*) lies in the {p > 0} half-plane for o > 3/(2,/t) = 2ayp,; recall (5.3). Hence it is not
possible to construct these types of two-pulse solutions for a > 2a4,; see Remark 4.1.

The ODE for AI'(¢) in this example may be determined directly by substituting the choices
of f and g into (4.11). We obtain

(5.4) dap—ges UL eymar
' dt (aut + 1) ’
where 0 < a < 20y, and we note that, by (4.12) and (4.13), u" is related to exp(—e,/uAT)
through
e eVHAT 4 aut +1)2
— ( ) — g(qu)7
N 3ut

where we recall the definition of G given in (4.13). A little algebra yields

1 i

11
aut+1 2 2 3G
Hence the ODE (5.4) becomes an explicit ODE for AI'(¢),

a — AT
A e
(5.5) &AF =eVh (1 + e—cvVEAL)3/2

e—s\/ﬁAF'

Note that in the classical Gierer-Meinhardt equation, i.e., « = 0 in (5.2), the ODE for the
evolution of symmetric two-pulse solutions reduces to

5.6 dap g O
(5.6) ot TE \/ﬁm'

5.2.2. Pulse dynamics governed by (5.5) and the blowup time. For parameter val-
ues 0 < a < apy, the solutions AT'(¢) of the ODE (5.5) are defined for all ¢ > 0 because
exp(—e/pArL') € (0,1). The ODE (5.5) describes a pair of symmetric pulses which always
move away from each other with decreasing speed.

For parameter values ap, < a < 2ay,, the ODE (5.5) also governs the evolution of sym-
metric two-pulse solutions even though there is no stationary, homoclinic, one-pulse solution
for a > ay,,. However, the ODE is well defined now only for a finite time and only for AT'(¢)
not too large. More precisely, in order for the ODE (5.5) to be well defined, AT'(¢) must be
less than the critical pulse separation distance,

1
ATy, = ——1In (O‘ - 1) ,
5\/:[7 Cpy
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which is the value of AI'(f) when the term under the square root in (5.5) vanishes.

Let us take a more in-depth look at two pulses that, at ¢t = 0, are less than a distance
ATy, apart, i.e., AT'(0) < AT',. As just shown, the dynamics of these pulses is governed by
(5.5). Nevertheless, (5.5) shows that these pulses move away from each other so that AT'(¢)
increases. It follows that there is a time ¢ = t;,,, which depends on the initial conditions, at
which AT' = AT'(ty,) = ATl'y,. Beyond tp,, it is no longer possible to have two-pulse orbits
(almost) homoclinic to the slow manifold M. The methods developed in this article cannot
be used to describe the pulses after the pulses reach the critical separation distance Al',,.

5.2.3. Finite-time blowup and a codimension two self-replication/blowup bifurcation
point. Numerical simulations show that the theory works very well qualitatively and quanti-
tatively. In Figure 5.1, we show the evolution of a symmetric two-pulse solution of (5.2) with
g2 = 0.01, p = 5, and a = 0.342; thus, by (5.3), @ € (u, 203y ), Where ag, ~ 0.335. The
evolution of the pulses is slow up to t = t,; in fact, the speed of the pulses reduces to zero as
t — tpy, (5.2). Then, as soon as t passes through tp,, one of the pulses starts to grow rapidly,
both in its U-component and in its V-component. Both components blow up in finite time.
The solution to (5.2) has become unbounded on a localized spatial domain for ¢ slightly above
T -

This finite-time blowup behavior occurs generically in (5.2) for a and p such that o €
(Qtpus 200, ) With suitably chosen initial conditions—see below. Only one of the pulses blows up;
the other one is almost immediately overtaken by the exploding one. The distinction between
blowing up and being overtaken seems to depend on (extremely small) asymmetric effects in
the sense that an initially (i.e., for ¢ < ¢3,) negligible difference between the amplitude of the
two pulse is strongly magnified as soon as ¢ passes through tp,,.

The roots of this dynamic finite-time blowup behavior lie in the bifurcation of the station-
ary, solitary, homoclinic, one-pulse solution to (5.2), which exists and is stable for a < apy.
For a = ap, — 0 with 0 < ¢ <« 1, the solitary, one-pulse solution is attracting, whereas
for = ag, + o, initial conditions coincident with—or sufficiently close to—the form of the
one-pulse solution for @ = ap, — ¢ blow up in finite time in (5.2). However, this is not the
case for all . As soon as u becomes O(1/e*)—see [10] and Remark 5.4—the pulse might
undergo a self-replication bifurcation instead of the finite-time blowup bifurcation; i.e., the
pulse might split into a (symmetric) pair of traveling pulses that eventually split again, etc.
Thus the self-replication bifurcation also occurs in the modified Gierer-Meinhardt equation
(5.2). As explained in [10], self-replication of pulses is a generic phenomenon that is not
unique to the Gray—Scott equation [3, 4, 5, 9, 28, 31, 34, 39, 40, 43, 44]. Both bifurcations
determine a curve in the (i, a) parameter plane. It is found (numerically) for €2 = 0.1 that
these two curves intersect at a codimension two finite-time self-replication/blowup bifurcation
point at (u, @) ~ (22,0.06). This last statement is based on numerical observation; however,
the methods developed in [7] can be used to obtain rigorous results. See also section 7.1.

Remark 5.1. The ODE (5.5) for AI'(¢) (in this case of symmetric pulses) has a natural
counterpart in an ODE for é = ¢é(t) = £¢; 2(t) that may be derived by substituting the general
relation (4.5) between dﬁ—tr and ¢ into the left member of (5.5). However, the expression for ¢
determined in this way is in terms of Z = exp(—e,/pAl") (recall (4.5)). Hence one first needs
to determine an expression for Z in terms of ¢ and then to invert that expression before one
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Figure 5.1. Ewolution of a symmetric two-pulse solution of the modified Gierer—Meinhardt equation (5.2)
with e = 0.1, p = 5, and o = 0.342. Here, a € (pu, 20u), but close to apy = 0.335; see section 5.3.2. In
the left frame, the sequence of times is t = 0,40, 50,55,57,57.6, where t = 0 corresponds (approxzimately) to
the time (t = tby) at which the symmetric two-pulse solution reaches the critical separation distance ATly,.
In the right frame, the results of continuing the same simulation are presented for the sequence of times t =
57.8,57.9,58.0,58.1,58.2, 58.3, 58.4, 58.45, 58.47. Blowup in both U and V occurs appears to occur at t ~ 58.472
(and of course the actual value may vary slightly depending on implementation and hardware). Again, we used
201 grid points and homogeneous Neumann boundary conditions.

can derive the equation for dé¢/dt from (5.5). Thus, for general a, one has to solve a cubic
equation in Z. This is an unpleasant task, and the outcome will not give much additional
insight. However, there are two special values of a, the Gierer-Meinhardt case a = 0 and the
bifurcation case a = «y,,, for which the cubic equation reduces to a much simpler equation.
For the Gierer—-Meinhardt equation (o = 0), we find that the equation for the speed of the
pulses is given by

d
Se= 2 (/1 + 26)é%.

Also, for the bifurcation case, o = ay,,, we find

—e = 2e MO (B — (26)%) 2

Remark 5.2. In this article, we assume that g(U) in (1.1) is positive so that homoclinic
solutions can exist in the fast reduced limit problem (2.5). This does not rule out examining
(5.2) for @ < 0. In fact, for @« < 0 we can (only) consider U such that g(U) > 0; i.e., we
consider U values that are small enough. In that case, it is also found that the stationary,
solitary, homoclinic pulse of the Gierer—-Meinhardt equation (o = 0 in (5.2)) persists, as is the
case for a > 0. The fate of this pulse for decreasing a of course also depends on the other
parameters (¢ and y). For instance, it is found numerically for €2 = 0.01 and p = 5.0 that the
pulse remains stable up to v & —400 (!). For such values of «, the pulse has indeed become
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tiny (0 < U < 0.0025). As « decreases even further, the pulse undergoes the self-replication
bifurcation, which leads to a spatially periodic array of “midget pulses.”

Remark 5.3. Since T,(0; ) and £* can have two intersection points, it is also possible to
construct pairs of asymmetric pulses. The geometric construction is straightforward; however,
the derivation of the ODE for the dynamics of the pulses is quite cumbersome and does not give
additional insight. Interestingly, though, the asymmetric solution approaches the symmetric
two-pulse solution as the parameter o approaches ap,. So there may be a connection between
the asymmetry that appears in the simulations reported here, which are for a value of «
very close to, though above, ag,. Finally, we do not expect that these asymmetric two-pulse
solutions are stable.

Remark 5.4. It has been proved in [10] that there is a bifurcation in the Gierer-Meinhardt
equation (o = 0 in (5.2)) that annihilates the solitary homoclinic pulse for 1 = O(1/e*). This
bifurcation initiates the self-replication process. A similar analytical result can be obtained for
the modified Gierer-Meinhardt equation (5.2) introduced above and for the modified Gierer—
Meinhardt equation (5.7) introduced below.

5.3. A modified Gierer—Meinhardt equation with asymptotically large pulses. Finally,
we consider another small modification of the classical Gierer—-Meinhardt equation

(57) U, = Upp — 82,LLU + V2,
' Vi = V=V 4 (5 + 5V

i.e., we have set f(U) = 1 and g(U) = (1/U) + (8/v/U) in (1.1), where 3 > 0 is the new
bifurcation parameter. In the special case 3 = 0, (5.7) is again the Gierer—-Meinhardt equation.

5.3.1. Blowup of stationary, homoclinic, one-pulse solutions. We immediately obtain

u1+5\/ai 3u?
L+ 38vu (L4 5yu)?

and the related expressions for F(¢*) and F~1(¢%). For

T,(¢;6), Ta(é&8) : p=—2¢

3
a

there is a unique intersection of T,(0; 3) and ¢* with u-coordinate

1

(5.9) u G =9

Thus there is a uniquely determined stationary, homoclinic, one-pulse solution for 0 <
B < Ps- Moreover, the formula (5.9) reveals that the amplitude of this solution diverges as
B T Bso; i.e., the blowup is determined analytically in this example. This situation contrasts
with the situation for the previous example, where the amplitude approaches a finite number
(ﬁ) as a — ayp, and the blowup was observed numerically.

Here the analysis is again confirmed by the numerical simulations. The homoclinic pulse
that corresponds to T,(0; 3) N £* is asymptotically stable up to § = f. Its amplitude also
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agrees (to leading order) with (5.9): for ¢ = 0.1 and u = 5.0, i.e., oo =~ 1.158 (5.8), we
observe, for instance, in the simulations that the amplitude of the U-component of the pulse
is approximately 5.0 for 5 = 0.7, while (5.9) gives 4.76. Of course, the error grows as § — (-
for B = 1.1, i.e., Boo — B ~ 0.058, the height of the U-component of the pulse is ~ 337.8 in the
simulation (see also Figure 5.2), while (5.9) yields ~ 294.2. Nevertheless, the relative error is
still of O(e) near the singular limit.

5.3.2. Symmetric two-pulse solutions: The ODE for AT'(t) and an analytical expres-
sion for finite-time blowup. The derivation of the ODE for AT'(¢), the distance between the
pulses of a two-pulse solution, proceeds directly along the lines of the general theory of section

4. We find [ }
—e /AT B
d g VIHe VR o] ar
(5.10) AT = Ty ,

which also reduces to (5.6) in the Gierer-Meinhardt limit 5 = 0.

As in the previous example, it is possible to construct symmetric two-pulse solutions
beyond the critical value G,,. The upper bound on § is determined by the observation that
two-pulse solutions can only be constructed for u values such that the corresponding point on
F (%) lies below the u-axis. Hence it follows that two-pulse solutions exist for 0 < 3 < v/2fs0.
Note that this second critical value of 3, v/28s, does not show up explicitly in the ODE
(5.10). We shall discuss the implications of this below.

The amplitude u™ of the U-component of the pulse is given by

(5.11) ut

1
" (BeoV/1+ ST 2

see (4.12) and (4.13). This relation confirms the necessity of the condition 8 < v/28s. Thus
u* remains bounded for all (finite) time as long as 8 < 5, and the ODE (5.10) is well defined
for all time.

In contrast, for Bu < 8 < V2Bs, the ODE (5.10) is only well defined for

-1 52
Al' < AToo = ——1n —2—1 .
eV B3

Thus, for e < < V2w, the ODE (5.10) governs the dynamics of two-pulse solutions that
are close enough at t = 0; i.e., AT'(0) must be less than AT'w,. Since AI'(¢) is an increasing
function of time (5.10), there must be a critical time to, at which AT'({s) = AI'ss. Moreover,
it is clear from (5.11) that the amplitude of the pulse diverges as ¢ approaches t,. Thus this
second modified Gierer-Meinhardt equation (5.7) also exhibits finite-time (¢ = ts) blowup,
and in this example the blowup can be studied analytically. Finally, if AT'(0) > ATy, then
the pulses blow up immediately by the same process that causes the blowup of the stationary
pulse for 8 > (.

At first sight, the dynamics of pulses in (5.7) seems to be essentially the same as in (5.2).
However, there are three crucial differences, two of which emerge from the analysis and a third
one that is observed in the numerical simulations, which will be discussed below. First, as
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Figure 5.2. Symmetry-breaking in the evolution of the U-component of an initially symmetric, slowly
varying, two-pulse solution of the second modified Gierer—-Meinhardt equation (5.7) with € = 0.01, u =5, and
B = 1.1. The symmetry-breaking bifurcation is observed in this simulation since AT'(0) < Alg,. See section
5.3.3. The time steps are t = 0,60, 68,72,76,82,90, 00, where again we set t = 0 at (approxzimately) the last
time (t = teo) at which a symmetric two-pulse solution exists. (The left pulse has its mazimum value for the
sequence of times shown here, while the right pulse has its minimum.) At t = 60, the asymmetry has become
noticeable, and it is growing quickly. Att = 72, the left pulse has almost disappeared, and it is no longer visible
at t = 76. The right pulse then grows even more quickly, and at t = 90 it is close to its asymptotic value
(t — 00), which corresponds to the largest peak shown here. This simulation was also done with 201 grid points
and homogeneous Neumann boundary conditions.

was already noted, the finite-time blowup in this case can be fully understood by the analysis,
unlike in the previous example. Here, the blowup occurs at t = t,, so that the process can
be described in full analytical detail, whereas in the previous example the finite-time blowup
mechanism starts beyond the critical time t;,. Second, there is a difference in the dynamics
of the pulses at (or near) the critical time, t, or t~, respectively. In the previous example,
the speed of the pulses approaches 0 as t — tj,. Here, the critical upper bound /23, on
B does not show up explicitly in the ODE (5.10). As a consequence, the speed of the pulses
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approaches a well-defined limit as t — to, namely,

1 2
!éoo!—4\/ﬁ<§2—1>,

where we have used (4.5).

5.3.3. Stability and a symmetry-breaking bifurcation. We have based the two modified
Gierer—Meinhardt examples of sections 5.2 and 5.3 on recently obtained results on the spec-
tral stability of the homoclinic one-pulse solution in the Gierer-Meinhardt equation ((5.2),
(5.7) with «, 8 = 0); see [7]. Both pulses of the two-pulse solutions approach a single-pulse
homoclinic solution of the Gierer—-Meinhardt equation as t — oo and «a, 8 — 0. This gives a
heuristic argument by which one can expect to see stable two-pulse solutions in the modified
systems (5.2) and (5.7). It has been shown in [3, 4] that this argument works in the case of
the Gray—Scott equation. Numerical simulations for the previous example suggest that the
argument is also valid here. Moreover, the simulations also confirm the persistence of the
stability beyond 8 = 0 for the stationary pulses. Of course, neither of these observations
prove the stability.

On the contrary, the numerical simulations show that one cannot expect to fully under-
stand the semistrong dynamics of the two-pulse solutions in (5.7) even with the combination
of the existence analysis developed in this article and the stability results for the stationary
homoclinic pulse.

We have performed numerical simulations of two-pulse solutions in (5.7) for e = 0.1 and
i = 5.0. (Note that the homoclinic pulse in the Gierer-Meinhardt (8 = 0) equation has
been proved to be stable for p > ppops = 0.36 + O(e).) Although we have already seen that
the stationary pulses are stable up to 5 = (., which is approximately 1.158 by (5.8), we
observed that the two-pulse solution undergoes a symmetry-breaking destabilizing bifurcation
at 8 = Bep ~ 0.9 < Bs. Aslong as 8 < B, the two-pulse solution travels and grows according
to (5.10) and (5.11). By contrast, for 5 > [, the dynamics of the two-pulse solution depends
crucially on the distance AI'(0) between the pulses at t = 0. If AT'(0) is large enough, i.e.,
if the system is close to the weak interaction limit and both pulses are sufficiently close to
the solitary homoclinic pulse, then the pulses behave exactly as for 8 < (. Note that this
implies that the symmetry-breaking bifurcation is caused by the semistrong interactions. On
the other hand, if AI'(0) is below a certain critical value Al'gy, = AT'g (), then the pulses
still evolve according to (5.10), but initially negligible differences between the heights of the
two pulses increase (on a certain intermediate time scale). After a certain critical time, the
smallest of the two pulses is overtaken completely by the larger one. The speed of the resulting
pulse decreases to zero, and the end product of the symmetry-breaking bifurcation is a stable
solitary pulse (see Figure 5.2). The numerics also show that the critical distance Al'g(03)
diverges rapidly as ( approaches (. The initial separation AI'(0) must be so large for
B = 1.1—recall that B, ~ 1.158—that the interaction between the pulses indeed has become
extremely weak. Thus we conclude that the predicted finite-time blowup does not occur due
to the destabilizing symmetry-breaking effects. However, the appearance of the destabilizing
bifurcation is expected to depend on the parameters p and (. It is possible that the finite-
time blowup behavior is stable for parameter combinations other than the ones used in the
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numerical simulations reported here.
In summary, both the existence and the stability of two-pulse solutions depend crucially
on the semistrong nature of the interaction.

5.4. Relation to literature on finite-time blowup. For both modified Gierer—-Meinhardt
equations (5.2) and (5.7), the associated ODEs that govern spatially homogeneous patterns
have solutions with small initial conditions that grow arbitrarily large. Therefore, in a certain
sense, the discovery of finite-time blowup for the PDEs is not a surprise. A more detailed
examination of the mechanism(s) responsible here is under way and is beyond the scope of
this article.

At first glance, for both (5.2) and (5.7), the spatially localized V' profile acts as a source
in the linear equation for U, and the amplitude of this source is 1/£2, which is large compared
to the O(1) decay rate (u) of U. Hence unbounded growth in U is possible.

Now, for (5.7) with u not too large, we observe the following interplay between the growth
of U and V. The maximum value of V' along the homoclinic orbit/pulse is given to leading
order by Vinax ~ 3/[2((1/U) + (8/VU))]; see (2.7). Hence, as the (maximum) value of U at a
pulse center increases, so does Viax, which in turn fuels a further increase in U since V acts
as a source term in the U equation, etc. In this sense, there appears to be a positive feedback
loop, with the growth in the components reinforcing each other.

In addition, for (5.7), as reported above, there is a transition from blowup in finite time
to self-replication at sufficiently large u. In other words, as u increases, there appears to be a
transition to a regime in which the decay rate p is strong enough to balance the large source
term and hence prevent unbounded growth.

For (5.2), the mechanism causing the finite-time blowup appears to be different. In fact, as
suggested by [46], the mechanism here may be similar to the known (see below) blowup results
for self-similar solutions of scalar reaction-diffusion equations of the form V; = DV, —V + V2.
More precisely, g(U) — «, a constant, as U gets large. Hence the V' equation essentially
decouples (for large U) and is of this classical form.

The literature on finite-time blowup in reaction-diffusion equations and systems is large.
We cite three interesting examples of coupled reaction-diffusion equations in which the reac-
tions are given by polynomials and in which blowup in finite time is known to occur. First,
[37] establishes the blowup of the catalyst concentration b in the isothermal autocatalytic
reaction A — B that has rate constant kab™ with n > 1 (i.e., in so-called nth order auto-
catalysis). In the limit that the ratio of the activator diffusivity to the inhibitor diffusivity is
asymptotically small, it is shown that blowup occurs at a point in infinite time for n € [1,2]
and in finite time for n > 2. Second, [29] demonstrates the blowup of solutions of the coupled
system uy = diAu + u(a; — bju + c1v), vy = deAv + v(ag + byu — cov) with homogeneous
Neumann boundary conditions and where the b;, ¢;, and d; are all positive, where the a; are
real numbers, and where A denotes the Laplacian on RY. Third, [17] presents “Fujita-type”
blowup and global existence results for systems u; = Au + uPv?, vy = Av + uP2v%, where
the powers satisfy certain inequalities.

This third work, among others, extends the classical results of [20] for the scalar equations
ug = Au+ f(u), where f(u) > 0 for u > 0. Fujita proved the existence of nonnegative solutions
that decay sufficiently rapidly at infinity and that blow up in finite time for f(u) = uP with
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1 <p<1+(2/N), and he showed that, for p larger than critical, all solutions generated from
small initial data exist for all time [20]. Hence one may say (see also [27]) that, in the former
case, small data grows due to the reaction term and the diffusion is not strong enough to
stabilize it, whereas, in the latter case, the diffusion is strong enough to prevent unbounded
growth. Also, we refer to [19] for a seminal analysis of blowup in this equation on bounded
domains and to the useful article [27] that reviews and presents various extensions of the
classical results.

For completeness, we also mention that it has already been shown that diffusion can
destabilize a globally stable equilibrium of the reaction kinetics in such a strong manner that
there is blowup in finite time for certain pairs of weakly coupled systems. See [49] and the
references there. Also, [41] presents new results showing that blowup in the L norm is
possible for solutions of pairs of reaction-diffusion equations with mass dissipation even if
there is an a priori bound on the solution in the L' norm. However, neither of our modified
Gierer—Meinhardt models satisfies the hypotheses made in these works.

6. Attracting and repelling stationary two-pulse solutions. In this section, we study
systems of the form (1.1) that satisfy the following;:

(i) The function ¢'(u) has one simple zero, say, at u = a (which differs from the « used

in section 5.2).

(ii) The function H(u) again has one simple zero.
Condition (ii) is the same as that imposed in section 4, where we recall that, geometrically,
it implies that ¢* and T,(0) intersect transversely at a unique point (and similarly for ¢° and
T4(0)). However, condition (i) is different, and the presence of the zero of ¢'(u) dramatically
alters the locations of the takeoff and touchdown curves T,(¢;) and Ty(é;), ¢ = 1,2, respectively,
and makes possible a richer pulse dynamics, as we will see below.

We assume, for ease of presentation, that the condition (4.3) holds, and we consider the
following three cases:

Case 1I: 0 < a<m("NTy,0)),
Case 1II: T (0N T,(0) < a < mu (F () N FLH(e2)),
(6.1) Case 1III: T (F(I) N FHL%)) < a,

where we recall that m, denotes the projection onto the u-coordinate. These three cases include
all of the structurally different cases, so we see that the assumption (4.3) is not restrictive.

In all three cases, we consider symmetric singular two-pulse solutions (symmetric about
xg = 0). These are constructed exactly as the two-pulse solutions in section 4 were constructed.
Their left and right pulses have slow and fast segments that are defined in terms of the
intersection points O1, D1, 02, and Ds, although the locations of these points differ because
the positions of the curves T, (&), Ty(¢;), F(£*), and F~1(¢%) are different. Moreover, there
are two sets of such points in case II, which is the feature that makes the richer pulse dynamics
possible. See Figure 6.1.

The main outcome of the analysis in this section is that a pair of slowly varying two-
pulse solutions does not necessarily reach either the weak interaction limit (AI' — oo) or the
strong interaction limit (AI' | 0). Slowly varying two-pulse solutions may also converge to a
stationary two-pulse solution of the semistrong type. We present the essence of the analysis
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Figure 6.1. The geometry of the curves To(0), To(¢1), Ta(0), £*, £5, F(£*), and F~*(¢°), along with their
intersections, on the invariant manifold M for case 11 in the case studied in section 6.1. The curve T4(é2) is not
shown in order not to clutter the figure. There are two sets of takeoff and touchdown points O, D{*, 03", and D3
as well as OB, DB, OF | and DE, as shown in section 6.1, and hence two different singular, slowly varying, two-
pulse solutions. The intersection F(£*)NF~*(£*) occurs at a point on the u-axis, denoted m,(F(L*)NF~1(£%))
in the text. Also, 1 = m,(£* NT,(0)).

for the most general case since the details are similar to those in section 4. We do, however,
give the details in the context of a specific example.

Remark 6.1. Throughout this section, we will assume, for the sake of definiteness, that
g" < 0 at u = . This implies that ¢’(u) > 0 for v < a and ¢'(u) < 0 for u > a. The results
for the opposite situation can be obtained in the same manner.

6.1. Case Il. In case II, there exist two types of symmetric, slowly varying, two-pulse
solutions. Moreover, there also exists a symmetric, stationary, two-pulse solution that attracts
the slowly varying solutions for ¢”(«) < 0 and repels them for ¢”(a)) > 0. We construct these
slowly varying solutions and determine ODEs for the pulse separation distances.

Following the blueprint of section 3, we begin with the curves T, (¢1), Ty(¢é1), €4, €5, F(€*),
and F~1(¢%). Recall from (2.18) that T,(¢1) and Ty(¢1) are given by

5 op, 9w | 3F(w)
P20y T )

Hence, for ¢, > 0, T,(¢1) lies above T,(0) on u < «, whereas it lies below T,(0) on u > «
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u
I

Figure 6.2. The geometry on the invariant manifold M for case 1 studied in section 6.2. For definiteness,
we have based some elements of the sketch on properties of the example in section 6.3.

because of the assumptions (4.3) and ¢”(«) < 0. Similarly, T;(¢é1) lies above T;(0) on u < «
and below it on u > «; see Figure 6.1. Moreover, these results would be reversed if one instead
had é; < 0.

We observe that, since the intersection £* N 7T,(0) consists of a single point by assumption
(ii), the curve F~1(¢*) must intersect these two curves also at the same point. Similarly, %,
T4(0), and F(£*) intersect in a point, symmetrically disposed about the u-axis with respect
to the intersection point £* N T,(0) N F~1(¢%); see Figures 6.1 and 6.2.

As illustrated in Figure 6.1, the geometry of these curves is such that, for an interval of
positive ¢; values, the intersection T,(¢1) N €* consists of at least two points. There could
be others in between. That there exist at least two follows from the fact that T,(¢1) can
be taken to be close to T,(0) over as large a portion of the interval (0,«) as one pleases by
choosing ¢; small enough. Hence the first intersection point, labeled Of‘, exists and lies close
to the intersection point of ¢* and T,(0) for small ¢;. We denote its u-coordinate by u7.
The existence of the second intersection point, labeled O, then follows directly from the
observation that, for each ¢, T,(¢é1) has a vertical asymptote at u = « since ¢'(u) has a simple
zero there. The u-coordinate of O, which we label ujg, lies close to a for ¢; small. Finally,
there is a maximum value of ¢; such that, at the maximum, T,(¢;) has only a tangency to ¢*
and, for values of ¢; larger than the maximum, 7,(¢;) no longer intersects ¢*.

The singular solution for the A-pulse consists of the following segments:

e left slow on (—oo,T'1(t)): (0,0) to Of* along ¢%;



SEMISTRONG PULSE INTERACTIONS 83

left fast at = = 'y (t): Of to D,
middle slow on (T'y(#),0] U [0, T2(t)): D' — (tmin,0) — O5;
right fast at z = T'a(t): O3 to Dj};
right slow on (I'a(t), 00): D4 to (0,0) along .
The singular B-pulse is the same type of solution, except with the superscripts A replaced by
B.
Next, we turn to the ODE for the pulse separation distance AI'(t) = I'a(¢) — I'1(¢). We
recall from (4.11) that AT'(¢) satisfies

d ut)g'(u™
(62) AT = —353 f( )g ( )e—eﬁAF.

dt g3 (ut)
This ODE has a unique, nontrivial, fixed point at u™ = « for all values of « in case II because
« is the unique zero of ¢’(u) by assumption (i). This value of 4™ corresponds to a symmetric,
stationary, two-pulse solution for which the pulse separation distance is

—1
(6.3) AI_‘staut = ﬁ In (\/ﬁg(a) - 1)7

which is a strictly O(1/e) quantity; see the definition (4.13) of G, and see also (4.12). This
fixed point is a two-circuit homoclinic solution of the stationary problem associated to the
PDE (1.1), i.e., of the ODE (2.3) with ¢ = 0; see also Remark 6.2 below. It corresponds to
a stable fixed point of (6.2) because we have assumed that ¢’(u) > 0 on u < a (and to an
unstable point in the opposite case).

For the A-pulse, the ODE (6.2) with u™ = uif governs the pulse separation distance, and
for the B-pulse, the ODE is also (6.2) but with u™ = u}. Both solutions are attracted to
the symmetric, homoclinic, two-pulse fixed point. However, the A- and B-type pulses are not
necessarily different for all time: during the evolution, a pair of A-pulses may change into a
pair of B-pulses. In other words, a pair of slowly varying pulses might start as being of type A,
and then, after a certain time, when AI' has decreased below a critical value or, equivalently,
when |¢| has reached a certain maximal value, the pulses become of type B. See section 6.3
for an explicit example.

Remark 6.2. The existence of the symmetric, stationary, two-pulse solution does not follow
directly from the results of sections 2 and 3. Nevertheless, these solutions can be rigorously
constructed in all three cases. A crucial observation is that (2.12) does not directly imply (2.13)
but a slightly different version, namely, pg’(u) = ég(u). Thus the intersection of WY (M) and
WS (M) occurs for ¢ = 0 either at p = 0 or at u = . The new two-circuit homoclinic orbit
can now be constructed using the new u = a branch of WY (M) NW*9(M). These homoclinic
orbits are truly pulses of semistrong type, with the U-component slowly varying in between
the pulses. This contrasts with the multipulse homoclinic orbits constructed in [9] for the
Gray—Scott problem and in [7] for the more general class of problems of the type (1.1), for
which the pulses are so close together that the U-component remains constant to leading order
between them.

6.2. Cases | and Ill: Repelling or attracting two-pulse solutions. In case I, there exists
a stationary, homoclinic, two-pulse solution and one type of symmetric, slowly varying, two-
pulse solution in which the pulses repel, i.e., ¢; < 0 and éo = —¢; > 0. For ¢ < 0, Tp(¢1) lies



84 ARJEN DOELMAN AND TASSO J. KAPER

below T5(0) on u < a and above it on u > a due to the assumption that ¢”(«) < 0. Similarly,
Tq(¢1) lies below T3(0) on v < « and above it on u > «. Moreover, much is known for small
values of ¢; about the locations of these curves relative to the curves T5,(0) and T4(0), just as
in case II above. The unique, singular, two-pulse solution in case I is of the same type as the
singular solutions constructed in case II, and it is sketched in Figure 6.2. Finally, from the
ODE (6.2), we see that the two slowly varying pulses repel each other since a < 7, (£*NTy(0))
here and since u™ > « implies ¢'(u™) < 0 by the assumption made on ¢”(«) throughout this
section. See Figure 6.2. Thus, although there is a stationary two-pulse solution and a slowly
varying two-pulse solution, these solutions cannot approach each other as time evolves due to
geometric obstructions.

Finally, in case III, singular, slowly varying, two-pulse solutions can be constructed along
the same lines as in the above cases. The pulses attract when ¢”(«) < 0, which is the
assumption made throughout this section, and they repel in the opposite case when ¢”(a)) > 0.
Moreover, in the attracting case, there is an acrt such that, if a > acit, then the pulses
accelerate toward each other, whereas, if a < g, then the rate of approach decreases. For
general systems, acrit is determined by requiring that the tangency between ¢* and T,(¢é1)
occurs on the boundary at u = 7, (F(*) N F~1(£*)). See also the example in section 6.3.

Remark 6.3. In case I, there are other intersection points ¢*NTy(¢1); however, these do not
lead to singular, slowly varying, two-pulse solutions. For example, as shown in Figure 6.2 with
¢1 < 0, a fast jump that starts at a takeoff point £*NTy(¢1) to the left of u = a lands on F(¢*)
at a point below /°. Hence, after it lands, the singular solution is brought to the negative
p-axis by the slow flow, and it is not possible to complete a singular two-pulse solution of the
type we study. Other possible intersection points share the same type of difficulty.

6.3. A fourth example. We briefly illustrate the results of this section on problems (1.1)
for which g(U) = "), with 7/(U) = 2(a—U) /B and «, 3 > 0, and for which f(U) = ¢*(U)/3.
Hence we model a general function g for which ¢’(u) has one simple zero (at «), but we restrict
the choice of f for the purpose of illustration, as was also done in the example of section 5.1.
This example exhibits some interesting dynamics and illustrates various characteristics of the
dynamics in cases I-III.

The important curves on M are branches of hyperbolas and lines, respectively,

To(é)7Td(é) : ﬁ = ——= 17
FEyFe)s

so that £* N Ty(0) occurs at u = 1/,/p and F(£*) N F~ (%) occurs at u = 2/,/p1. Moreover,
the ODE (6.2) becomes

dAT B —2¢3
dt b

(6.4) [/l — 1 — e eVEAT e meviAl,

Note that the stationary, homoclinic, two-pulse solution corresponds to the fixed point of this
ODE that is determined by Al'stas = (—1/ey/) In(ory/pz — 1).
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Case II corresponds to o € (1/y/11,2/+/). In this case, the pulses in a slowly varying
two-pulse solution attract each other. The speed of attraction varies. From (4.5), we find
& sdey

N, .
pTe “

Then differentiation of the ODE (6.4) yields

déy _ €y —eymAr NN (d )
(6.5) o —6[26 ay/p+1le thF .

Therefore, since %AF < 0 in case II and since § > 0 by assumption, there exists a critical
separation distance, . .

(6.6) AT, = ﬁ In <2(a\/ﬁ — 1)) ,

such that %él = 0 for AT = AT,. In addition, ¢ (t) increases for AT' > AT, while ¢ ()
decreases for Al'gay < A < AT,

For the A-pulses, the pulses accelerate toward each other; i.e., ¢1(t) increases, while, for
the B-pulses, the rate of approach decreases in time. Moreover, there can be a dynamic
change-over from type-A pulses to type-B pulses. This occurs, for example, with pulse pairs
for which AI'(0) exceeds AI',. The pulses are first of the A type and accelerate toward each
other. Then, when the separation distance has decreased to ATy, the pulses change to being
of type B, and their speeds decrease as the two-pulse solution approaches the stationary
two-pulse solution.

In case I1I, the critical value of « at which the switch-over from deceleration to acceleration
oceurs is aait = 3/,/f. This may be determined as follows. We recall that F(¢£*) and F~*(¢*)
intersect at u = 2/,/p. Hence, by examining the intersection of T;,(¢) and £* at that u value,
we find that the critical wave speed is

o —

[

éCrit - ﬁ

Moreover, at this same value of u, the above intersection is a quadratic tangency, and hence,
by equating the derivatives with respect to p of the expressions for Ty (¢erit) and £*, we find
the above value of auyit.

7. Discussion. In this section, we discuss the stability of the pulse patterns and the
validity of the asymptotic construction. Also, we discuss several extensions of the theory
developed in this article, first to the larger class of systems (1.2) and then to a number of
different types of N-pulse solutions for NV > 3.

7.1. Stability and validity. In this article, we considered the existence problem for inter-
acting pulses; i.e., we have developed a method by which the dynamics of semistrong pulses
can be described. We now briefly discuss their stability and the closely related issue of the
validity of the asymptotic construction.

We begin with the stationary pulses and the pulses that are stationary in a comoving frame.
A rigorous result on the existence of the homoclinic orbits associated to the intersections
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"NT,(0) follows by geometric singular perturbation theory. It is a straightforward application
of the methods developed in [7, 9]. (See also [§] for much more exotic singular patterns
constructed by these methods.) Thus the validity of the asymptotic construction can be
established also in this case. The validity of the more complex (stationary and traveling)
multipulse patterns of sections 6 and 7, which are associated to zeros of ¢/, can also be
obtained along these lines (although here the procedure might be a little less straightforward;
see also Remark 6.2).

In [5, 6, 7], a method has been developed by which the stability of stationary-pulse solutions
of two-component, singularly perturbed, reaction-diffusion equations can be studied in full
analytical detail. This method, the so-called nonlocal eigenvalue problem (NLEP) method,
extends the Evans function approach of [1] to singularly perturbed systems of the same type
as (1.1) and (1.2). A crucial ingredient of the NLEP method is the reduction of the eigenvalue
problem, which is a coupled system of two second order equations, associated to the stability
of a pulse to a single, second order, inhomogeneous equation of Sturm—Liouville type that has
a nonlocal term.

The NLEP method can be applied directly to the stability problem for a stationary,
homoclinic, one-pulse solution (Up(€), Vi (€)) of (1.1). We give a brief sketch of the procedure
and refer to [6, 7] for the details. In order to study the spectral stability of (Up(€), Vi(€)), we
set

(U(2,1), V(2,1)) = (Un(€) + u(€)eM, Vi (€) + v(&)e),

substitute this into (1.1), and linearize. As stated above, the coupled second order equations
for w and v are then reduced to the corresponding NLEP problem,

(7.1) (L) = Nv = vge + [29(Un)Vi — (1 + N)]o = =ViZg'(Up)

with v(€) and A such that

(7.2) ta(A) =1 "(Un)Vii + 2f (Un) Violdé = 0.

1 o0

B 2\/ 12 + A /—oo[f
Here, the expression for to arises from an analysis of the u equation in both the fast and the
slow limits. The function t2(A) is the so-called slow transmission function; it is a factor in the
Evans function D associated to the stability problem [6, 7].

For almost all A (see [6, 7]), there exist bounded solutions to (7.1), and then the eigenvalues
are selected by applying the additional constraint (7.2). So, it is convenient to express the
system—equation plus constraint—as a single, nonlocal equation,

I250 f(Un)ViwdE
I F/(Un)V2dE — 24/ + A

[5, 6, 7]. We briefly consider the NLEP (7.1), (7.3) here to indicate that the sign of ¢’ plays
a significant role in the stability analysis. The full stability problem is in itself the subject of
an independent investigation.

First, (7.1) strongly suggests that the two- (and N-) pulse solutions that can be constructed
when ¢’ has zeros—see section 6—can be expected to be unstable. It follows from the character

(7.3) wee + [29(Un)Vi — (1 4+ N]w = 2V;2g'(Uy)
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of the pulse solutions that the homogeneous Sturm—Liouville problem Lv = Av associated
to (7.1) must have an unstable eigenvalue A$s* > 0 [7]. In general, this eigenvalue can
be stabilized by the coupling of (7.1) to the slow nonlocal equation (7.2) [6, 7]. However,
this coupling does not exist when ¢'(Uj) = 0, which is the case for the stationary two-pulse
solutions. Thus it is to be expected that )\gaSt is (to leading order) also an unstable eigenvalue of
the full problem. Of course, this statement is far from rigorous; it is a fully heuristic argument
that neglects several possible additional stabilizing effects. Nevertheless, the argument shows
that the existence and stability analysis are intertwined, a feature that is common in the
analysis of localized solutions.

Second, a preliminary analysis of (7.1) and (7.2) indicates that there is a regime in param-
eter space in which there are stable homoclinic pulses when ¢’ < 0 (i.e., in the case in which
the two-pulse solutions consist of repelling pulses). Here, the underlying mechanism is more
subtle. The above-mentioned unstable eigenvalue )\BaSt corresponds to an eigenvalue Ag(u) of
the full equation in the sense that lim, o Ao(1) = At [7]. In the Gray—Scott model studied
in [6] and in the generalized Gierer-Meinhart equations studied in [7], this eigenvalue merges,
as p increases, with a second positive eigenvalue A\ (u) to form a complex conjugate pair of
eigenvalues. This pair crosses the imaginary axis in the A plane at a critical Hopf-bifurcation
value of u that stabilizes the pulse.

On the contrary, this same preliminary analysis suggests that the homoclinic pulses in
systems for which ¢’ > 0—i.e., in the case of attracting two-pulse solutions—will be unstable
in general. The above-mentioned second positive eigenvalue A;(p) cannot exist when g’ > 0.
Hence the pulse cannot be stabilized (at least not by the mechanism studied in [6, 7]).

It is clear that, on the one hand, the stability problem is far from being solved and, on
the other hand, that the methods of [5, 6, 7] are strong enough to be applied here. However,
these methods are developed in the context of stationary pulses. The slowly varying pulses
constructed in this article are not of that type. Therefore, one has to extend the methods of
[5, 6, 7] in order to be able to consider the interacting pulses. This is the essential next step
in the analysis of semistrong pulse interactions. A first (and formal) result in that direction
has been obtained in [3, 4]. Using the ideas of [5, 6], it was possible to derive slowly varying
eigenvalues that governed the short time stability of the slowly varying pulses in the Gray-—
Scott equation. Again, the situation differs in an important aspect from that of the weak
interaction case since the eigenvalues will undergo O(1) changes during the time evolution of
the system.

Preliminary analysis indicates—under some additional conditions—that repelling pulse
pairs can be stable (through the same stability mechanism that stabilizes the homoclinic
pulses). Furthermore, we note that, in each of the systems in which ¢’(u) < 0 that we
have simulated numerically, the numerical simulations also suggest that repelling-type two-
pulse solutions can be stable on the time scales on which they exist. However, as we have
seen in the example of section 5.3, the changes in the eigenvalues might be able to trigger
bifurcations/destabilizations that are not present in the stationary (or weak interaction) limit.
In addition, since the homoclinic pulses are not likely to be stable for ¢’ > 0, we do not expect
stable pairs of attracting pulses.

Finally, we come to the question of the validity of the asymptotic construction of the
slowly varying two-pulse solutions. As explained in section 3.2, we can still evoke the concepts
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of geometrical singular perturbation theory to conclude that the singular pulses do persist.
However, the nonrigorous part of the construction is not during the fast jumps but in the point
of symmetry between the pulses where the solution to the left is “glued” to its symmetrical
counterpart on the right. There, we describe the solutions by ODEs (2.3) that have different
values of ¢, so the connection cannot be smooth or, in other words, cannot be a solution of
the PDE—see section 3.1. As explained in Remark 3.1, it can be shown that this problem
can be solved in a consistent way at the higher order level—see also [4]—but such a consistent
higher order expansion of course does not settle the validity of the construction.

In the case of weak interactions, the validity question is tackled either by a center manifold
approach [12, 14] or by a renormalization approach [42]. Both methods exploit the fact that the
associated homoclinic pulses are stable/attracting. These methods cannot be used directly in
the semistrong case. However, it is likely that it is possible to use either of these approaches
in a modified fashion to settle the validity in the semistrong case for the stable two-pulse
solutions. To do so, one has to have full control on the (slowly varying) eigenvalues of these
two-pulse solutions. Thus the validity issue is closely intertwined with the stability question.

We conclude that the stability and validity analysis of the pulse solutions constructed in
this article is a significant problem. It is the subject of work in progress.

Remark 7.1. There is an alternative approach to the stability analysis of stationary one-
pulse solutions of a certain, slightly more restrictive version of the Gierer—-Meinhardt equation;
see [23, 33, 48]. As in [5, 6, 7], the stability problem is reduced to a system of the same type
as (7.3). However, the corresponding equation is of a different nature.

7.2. A more general class of PDEs. In the preceding sections, we focused on the class
of PDEs (1.1) that includes many named models. However, examination of the techniques
employed in sections 2, 3, 4, 5, and 6 reveals that they can also be applied to the much broader
class of coupled reaction-diffusion equations (1.2), which, we recall, are

(7.4) { 20U, = Up+2F(U) + VE(U,V),

Vi = e+ GU,V).

Here, 0 > 0, 0 < ¢ < 1, and the functions Fi, F>, and G are smooth for U > 0 and V' > 0
and admit at most poles at U = 0. They also satisfy additional assumptions. We assume that
(Uo, Vo) = (0,0) is a linearly stable, homogeneous steady state of (1.2) and use the stretched
variable £ = %F(t) in the comoving frame. Finally, we assume that the traveling wave ODE
has a normally hyperbolic invariant manifold M for ¢ = 0 and that, on the persistent slow
manifold, which may coincide with the ¢ = 0 manifold as for systems (1.1) or which may be
O(e) close to the plane {V = 0,V = 0}, the flow is superslow, i.e., slow in the slow/outer
comoving variable x — I'(¢).

The first generalization is to systems of the form (1.2) for which Fy(U) = —uU, F2(U, V) =
hiU VA and G(U,V) = =V + heU®2 V"2 with > 0, hy > 0, and hy > 0, namely, to

e2U; = Uy — 20U + U VP,
(7.5) Vi = eV — V + hoU2V 72,

We require that oy > 14 g;f T, a2 <0, 31 >1,and 32 > 1. This class of equations includes the
generalized Gierer—Meinhardt equations; see [7, 21, 23, 33]. In [7], we showed the existence
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and analyzed the stability of stationary, homoclinic, one-pulse solutions for systems (7.5)
and also of multipulse homoclinic solutions consisting of a finite number of rapid pulses in
quick succession; see Remark 6.2. In addition, in [8] we established the existence of stationary
spatially periodic solutions, which are known to be attractors in the self-replication region, and
we showed that on a sufficiently large interval one can construct a solution for any arbitrary
prespecified pulse sequence.

While the flow on M is still linear due to the choice of Fj, the functions F5 and G are
more general than those in (1.1). The function G = —V + hoU®2V"?2 is a more general choice
for which the reduced fast system,

(7.6) 0 =vee + G(u,v),

has a homoclinic orbit to the saddle point (0,0), and the choice of F» reflects the competing
goals of wanting to have the most general possible form for F5 but at the same time retain the
necessary property that the fast jump, Ap, bridges the correct takeoff and touchdown points
on M.

Two-pulse solutions of the different types constructed in sections 3, 4, 5, and 6 (and
N-pulse solutions of the types studied below in section 7.3) can be constructed for systems
(7.5) satisfying the above conditions following the same technique used above. Moreover,
the system (7.5) is itself a normal form in the study of large-amplitude pulse solutions in
coupled reaction-diffusion equations. See (1.1) and (1.2) in [7], and we refer the reader to the
introduction and the appendix there for further details.

There is also a second level of generalization that we can make, and we conclude this
section by briefly sketching the necessary ingredients. First we consider how general the
choice of the function GG can be. In particular, we look at all possible G for which the reduced
fast system (7.6) supports a homoclinic orbit to the saddle fixed point (v = 0,v¢ = 0). Let
U denote the value of the component U at the center of the pulse. This entails assuming
that, for every U > 0, G(U,0) = 0, (0G/dV)(U,0) < 0, G(U,V;) = 0 for some V; > 0,
(0G/oV)(U, V1) > 0, and G(U,V) < 0 for all V € (0,V;). Second, we observe that there is
a wide class of functions F) to which one can extend the results of this article. The leading
order flow on the persistent slow manifold is given by

(7.7) Upr + 52F1(u) =0,

which is automatically superslow. So, now, instead of choosing F} to be a linear function, as
was done for both (1.1) and (7.5), it can be chosen to be any (nonlinear) function for which the
fixed point of (7.7), which corresponds to the asymptotic state of the pulses, is a saddle fixed
point, and for which the various takeoff and touchdown points on the persistent slow manifold
can be connected via the jump, Ap determined by Fb, in the fast field. The requirement that
the critical point u,u, = 0, on the slow manifold is of saddle type is directly related to the
(natural) assumption that the trivial background state (U, V') = (0, 0) is stable as a solution of
the PDE (7.4). Examples of such nonlinear slow systems include planar Hamiltonian systems,
such as the classical pendulum, the Duffing equation, and escape oscillators.

Remark 7.2. For the problem of resonance bands in Hamiltonian systems, one-pulse and
multipulse (with alternating fast-slow segments) homoclinic orbits have been constructed in
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[25]. There, the slow flow was given to leading order by the nonlinear pendulum with con-
stant torque, adiabatic Melnikov theory was used to calculate the fast jumps, and geometric
singular perturbation theory was used to assemble (and rigorously prove the existence of) the
homoclinic orbits.

7.3. Beyond symmetric two-pulse solutions. In this last section, we give some straight-
forward extensions of the two-pulse results of the previous sections to establish the existence
of stationary N-pulse solutions, traveling N-pulse solutions, and slowly varying N-pulse solu-
tions for N > 2. These solutions are biasymptotic to (U = 0,V = 0), just as was the case for
N = 2, and they consist of N localized (fast) pulses in alternation with N + 1 slow segments.
We sketch only the geometrical backbones of the constructions.

In order to construct some stationary N-pulse solutions, we focus on those PDEs (1.1)
for which ¢'(U) has one simple zero, again at U = «, and for which T,(0) and ¢* intersect
transversely in one point. Extensions to problems in which ¢/(U) has more than one simple
zero and /or in which 7,(0) and ¢* intersect transversely in more than one point follow readily.

Singular, stationary, IN-pulse solutions consist of the following segments, where ¢ = 0 in
the governing ODEs:

o left slow segment along ¢* from (0,0) to the takeoff point O; = ¢* N {u = a};
o left fast pulse from O; to the touchdown point D; = F(¢*) N {u = a};
e second slow segment along hyperbolic cosine orbit segment v on M from D; to O =
v N T,(0);
e second fast pulse from Oy to Do = v N T4(0);
e third through (N — 1)th slow segments along v from Dy back to Og, interspersed with
the third through (N — 1)th fast pulses, each of which connects Oz to Da;
e Nth slow segment along v from Ds to Oy = F~1(£%) N {u = a};
e Nth fast pulse from Oy to Dy =N {u = a};
e (N + 1)th slow segment along ¢* from Dy to (0,0).
See Figure 7.1(a) for an illustration with N = 5. Moreover, the same type of geometric
singular perturbation theory arguments (see also Remark 6.2) can be used here to show that
there exists a true N-pulse solution for 0 < ¢ < 1 near a singular (¢ = 0) solution of the
type just constructed. If we assume that (4.3) holds and that o > 7, (¢* N Tp(0)), then the
maximum values of u are highest at the tops of pulses 2,..., N — 1 and slightly lower at the
maxima of the first and Nth pulses; see Figure 7.1(a). Moreover, for each pulse in an N-pulse
solution, the maximum of U exceeds that of the (N = 1)-pulse solution.

Next, we show how to construct N-pulse solutions that travel with constant wave speed,
¢(t) = én. We do this for PDEs of the form (1.1) for which ¢/(U) has one simple zero (again,
at U = a) but now for which T,(¢;) and ¢* intersect transversely in at least two distinct
points, one with U-coordinate less than o and the other with U-coordinate greater than «;
see Figure 7.1(b). Here also, extensions are possible.

The ODE governing N-pulse classical traveling waves is (2.3) with é(t) = éy. We describe
the singular solution for a traveling N-pulse solution with N = 2, which consists of the
following segments:

e left slow segment along ¢ from (0, 0) to the first takeoff point O1 = ¢*NTy(én), where
71—u(Ol) <
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Figure 7.1. (a) Sketch of a singular, stationary, N-pulse solution, with N = 5. The points O3 and O4
coincide with Oz, and the points Ds and Da coincide with D2. (b) Sketch of a singular, traveling, N-pulse
solution, with N = 2.

left fast pulse from O; to the touchdown point D; = Ty(én) N {u = m,(01)};

middle slow segment along a hyperbolic cosine orbit segment v on M from D; to
02 =~vNT,(¢n), where m,(02) > «;

e second fast pulse from Oz to Dy = 05 N Ty(¢nN);

e right slow segment along ¢° from D2 back to (0,0).

See Figure 7.1(b). The generalization to N > 2 follows the same procedure. The wave speed
¢y is selected by the relative positions of the various intersection points. (A small change in
¢2 in the construction in Figure 7.1(b) will remove the final touchdown point Ds from ¢%.)
Moreover, due to symmetries, if there exists a traveling N-pulse solution with wave speed ¢y,
then there also exists a symmetrically disposed N-pulse traveling wave with speed —¢y. Note
that there are of course several conditions like (4.1) that have to be satisfied in order to be
able to construct (stationary or traveling) multipulse solutions in the general PDE (1.1).

Finally, one can construct slowly varying N-pulse solutions by mimicking the results of
section 4. For these solutions, the outermost pulses, i.e., the first and Nth pulses, move
away from each other when ¢/(U) < 0 for all u > 0, and they move toward each other when
g'(U) > 0 for all u > 0. Such an analysis would also be useful to further answer the questions
of whether pulse-splittings are of the type 2™ or of the type for which just the edge pulses
split. See [15] for the analysis of this question in the context of weak interactions.

Appendix. Coupled reaction-diffusion equations in general form. In this appendix, we
briefly examine a number of named systems of coupled reaction-diffusion equations. We rescale
the equations into a natural form associated to the singular character of the pulse solutions
exhibited by these systems. We find that these natural forms are given by (1.1) or (1.2).
Thus the methods developed in this article can be applied directly to any of these equations.
Specifically, we examine the (classical and generalized) Gierer—Meinhardt equations, the Gray—
Scott model, the Schnakenberg system, and the Thomas equations. The scaling analysis
needed for the first two of these models has been derived earlier in [3, 4, 7, 10].
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We begin with the classical Gierer—-Meinhardt equations,

Up = Upp — pU + V2,
2

%
where p > 0 and D is the ratio of the diffusivities, taken to be less than one following the
usual Turing analysis. The scalings appropriate for large-amplitude pulse solutions are shown
in [7, 10] to be

1 - 1 .
U=-—=U, V=V, x = DY4i.
VD vD
Note that these scalings represent the fact that the amplitudes of both the AU— an(j the V-
components of the pulse solutions of (A.1) are O(1/v/D). The amplitudes of U and V will be
O(1) in the natural scaled form (that will be of type (1.1)).

In terms of these scaled variables, the PDE (A.1) becomes
\/BUt — Ujg} — M\/BU + ‘72,

. . V2

Vi = \/BV@@ -V+ o

Hence it is natural to introduce the parameter ¢ via

The scaled Gierer-Meinhardt equations therefore may be written in the normal form of the
type (1.1), namely, as

It was shown in [7] that stationary singular pulses exist for €2 = v/D < 1 and that there is
a Hopf bifurcation at ppops (= 0.36 to leading order) in the regime p = O(1) such that the
pulses are stable for 1 > ppops and unstable for 1 < pipops. In addition, it was shown in [10]
that pulse splitting occurs in the regime in which g = O(1/¢*). Finally, we remark that a
similar analysis can be done for the generalized Gierer—-Meinhardt equations, as shown in [7],
provided that the conditions on the powers stated in [7] are satisfied.

Next, we turn our attention to singular-pulse solutions in the Gray—Scott model,

Uy =Ug —UVZ+ A(1-0),
(A2) V; = DVyy + UV? — BY,

where A, B, D > 0. Then the scaling introduced in [3, 4] (see especially equation (1.3) in [4])
is
D _ BVBVD o A
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The scaling of x reflects the narrowness of the pulses, and hence £ is the appropriate stretched
variable with which to analyze the localized pulses. The scalings of U and V reflect their
amplitudes.

Substituting these scalings into the system (A.2), we obtain

D. . A.., AJAYD BVBVD
U =Ug— UV + ——F— [1-—F=—U |,
B B B2VB VA

1~ N ~ o~ N
Emzlfgg+Uv2—v.

Now, in order to put this scaled Gray—Scott PDE into the form of the general systems (1.2)
studied here, one needs to look at this system in terms of the long (or slow) spatial variable
and a scaled time,

VA

= { = Bt.
T B§,

Also, the natural parameter groups that emerge are

A
2 /
g = ?, 6: BD.

Furthermore, we introduce the parameter o by
(A.3) D =&t

Hence the Gray—Scott model may be written as

N o S /6 A A
0= O = |2 (20 - 1) ] 072

‘75:62‘7@@—‘7"‘0‘72,

which is of the form of (1.1) modulo a simple linear shift in U if §/e = O(1) and o = 0, i.e.,
D = O(e*) = O(A2?/B*); recall (A.3). These conditions on the parameter play central roles in
the analysis of the Gray—Scott equation [3, 4, 5, 9]. For instance, o = 0 marks the transition
(by a Hopf bifurcation) from unstable pulse patterns (o < 0) to stable pulse patterns (o > 0);
these patterns include periodic patterns [5] and slowly varying two-pulse solutions [3, 4]. Note
that this also implies that the condition B4D < A2 or ¢ > 0, i.e., the case in which the scaled
Gray—Scott model is of the form (1.2), is a natural condition on the parameters A, B, and
D in the original, unscaled, Gray—Scott equation (A.2). We refer the reader to [3, 4] for a
detailed analysis of the existence, bifurcation, splitting, and stability of two-pulse solutions of
the Gray—Scott model for the different parameter combinations.
Third, we look at the Schnakenberg model,

Ut - Uxx + ’Y(b - UV2)7
(A.4) Vi =DVyp +~(a—V +UV?),

where a, b,y > 0, and we set v = 1 for convenience. The reaction kinetics are very similar to
those of the Gray—Scott model, except that there is a feed term for the activator and there is
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no linear decay term for the inhibitor concentration. (Analysis of the Gray—Scott model with
an activator-feed term is presented in [22, 40], and the analysis of the slowly varying two-pulse
solutions presented in [3, 4] can be extended to this case.) There is a homogeneous steady
state at the point (b/(a + b)%,b + a). See section 6.4 of [32] for analysis of the phase plane.
While more general results can be found for a > 0, we analyze the special case a = 0 here for
expedience.

Setting D = &2, we scale the variables as

A

U= SaU, V= 5_a‘77 €T = 8a£’

with o > 0, since the u-component is small at the pulse center, whereas the v-component
diverges as ¢ — 0. Restricting ourselves to the interval a € [1/2,1), we find that the model
(A.4) may be written as an equation of the form (1.1), (1.2)

é2+aUt = Ugg + 523 - UV2,
U= 2V — U 4 OV,
where we have scaled b = £273%p and introduced & = ¢~ and o = 4o — 2.
Note, however, that there is a certain difference here. The plane V' = 0,V; = 0 is again
invariant and normally hyperbolic, although now there are no fixed points on it. So, instead of
looking for one-pulse solutions of the homoclinic type that are biasymptotic to an equilibrium
on the plane, we look for spatially periodic solutions that consist of periodic arrays of localized
near-homoclinic pulses interspersed with slow segments exponentially close to solutions of the
slow system on the plane. This can be done using the same machinery developed in [5] and
further employed in [30] to study the spatially periodic solutions that are the attractors in the
pulse-splitting regime of the Gray—Scott model, and here such periodic solutions are found to
exist for a € [2/3,1).
Finally, we observe that a similar type of scaling analysis can be carried out on the Thomas
equations,

U =Up+v(a(b—-U)—-H(U,V)),
Vi=DVyp+~v(@—-V+HU,YV)),

where H(U,V) = pUV/(1+V + KV?), and all parameters are nonnegative; see Chapter 5 of
[32]. We do not go into the details.
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