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ABSTRACT

Idealized simulations of the 15May 2009 squall line from the SecondVerification of theOrigins of Rotation

in Tornadoes Experiment (VORTEX2) are evaluated in this study. Four different microphysical setups are

used, with either single-moment (1M) or double-moment (2M) microphysics, and either hail or graupel as the

dense (rimed) ice species. Three different horizontal grid spacings are used: Dx 5 4, 1, or 0.25 km (with

identical vertical grids). Overall, results show that simulated squall lines are sensitive to both microphysical

setup and horizontal resolution, although some quantities (i.e., surface rainfall) aremore sensitive toDx in this

study. Simulations with larger Dx are slower to develop, produce more precipitation, and have higher cloud

tops, all of which are attributable to larger convective cells that do not entrain midlevel air. The highest-

resolution simulations have substantially more cloud water evaporation, which is partly attributable to the

development of resolved turbulence. For a given Dx, the 1M simulations produce less rain, more intense cold

pools, and do not have trailing stratiform precipitation at the surface, owing to excessive rainwater evapo-

ration. The simulations with graupel as the dense ice species have unrealistically wide convective regions.

Comparison against analyses from VORTEX2 data shows that the 2M setup with hail and Dx 5 0.25 km

produces themost realistic simulation because (i) this simulation produces realistic distributions of reflectivity

associatedwith convective, transition, and trailing stratiform regions, (ii) the cold pool properties are reasonably

close to analyses from VORTEX2, and (iii) relative humidity in the cold pool is closest to observations.

1. Introduction

Organized systems of deep convection (mesoscale

convective systems) are a key component of weather in

the tropics andmidlatitudes, producing a large proportion

of the earth’s precipitation (e.g., Houze 1993). Cloud-

system-resolving models (CSRMs) using horizontal grid

spacing of O(1 km) are naturally suited to study these

systems because they can explicitly resolve the mesoscale

and larger convective-scale dynamics. Thus, with recent

advances in computing power they have been used for

regional-scale numerical weather prediction (NWP), with

a focus on warm season convection forecasting (e.g.,

Done et al. 2004; Kain et al. 2008; Weisman et al. 2008).

Many operational forecast centers are now using, or

soon plan to use, horizontal grid spacing ofO(1 km) (e.g.,

Weiss et al. 2008; Lean et al. 2008; Seity et al. 2011;

Baldauf et al. 2011). Furthermore, CSRMs are now being

utilized as higher-resolution models embedded within

coarser-resolution general circulation models [i.e., the mul-

tiscale modeling framework or ‘‘superparameterization’’

(e.g., Grabowski 2001; Randall et al. 2003)].

Despite the inherent ability of CSRMs to better re-

solve the dynamics of mesoscale convective systems rel-

ative to larger-scale models, there are limitations and

uncertainties, especially with regard to the physical pro-

cesses occurring on subgrid scales. These processes include

cloud and precipitation microphysics, cloud–radiative in-

teraction, exchange with the surface, and subgrid-scale

turbulence. Furthermore, the coupling between these

processes, and how these processes and their interactions

both respond to and drive the cloud-scale and mesoscale

dynamics, are important research topics. It seems likely

that differences in the parameterization of these subgrid

components, and hence their interactions with the re-

solved flow, are responsible in part for differences among
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CSRM simulations in model intercomparison studies of

deep convection (e.g., Xu et al. 2002; Redelsperger et al.

2000; Bryan et al. 2006; Grabowski et al. 2006).

An important aspect of the interaction between the pa-

rameterized subgrid model components and the resolved-

scale dynamics is themodel grid spacing. Horizontal grid

spacing of O(1 km) is often considered sufficient to

simulate deep moist convection, based on the argument

that nonhydrostatic processes can be represented at this

resolution (Weisman et al. 1997). Thus, the implicit as-

sumption is that traditional subgrid-scale turbulence

parameterizations can properly account for the intra-

cloud motions and turbulent eddies in deep convective

clouds. However, several studies have documented the

sensitivity of deep convection simulations to horizontal

grid spacing at scales below 1 km (e.g., Grabowski 1998;

Adlerman andDroegemeier 2002; Petch andGray 2001;

Petch et al. 2002; Bryan et al. 2003; Rotunno et al. 2009;

Dawson et al. 2010). Bryan et al. (2003) showed that grid

spacing of 250 mor less was needed to resolve an inertial

subrange, and thus be consistent with the design of tra-

ditional turbulence closures used by CSRMs that follow

techniques developed for large-eddy simulation (LES).

They found that while overall storm characteristics were

qualitatively similar, there were differences in pre-

cipitation amount, system phase speed, cloud depth, and

organizational mode between simulations using hori-

zontal grid spacing of O(1 km) and O(100 m).

The parameterization of microphysics also represents

an important source of uncertainty in CSRM simulations

of organized deep convection. Microphysics directly im-

pacts buoyancy and hence convective fluxes through

condensate loading and latent heating/cooling. Some

early CSRM simulations of deep convection used liquid-

only microphysics schemes (e.g., Weisman et al. 1988;

LaFore and Moncrieff 1989). However, some studies

have illustrated the clear importance of ice microphysics

on system structure and intensity (e.g., Lord et al. 1984;

Fovell and Ogura 1988; Liu et al. 1997; Gilmore et al.

2004a). Ice microphysics impacts organized convection

primarily via the extra latent heating due to freezing and

the latent cooling due to melting, as well as the generally

slower fall speed of ice (and hence longer residence time

in the atmosphere) compared to rain (Liu et al. 1997).

However, numerous uncertainties with regard to micro-

physics schemes remain, especially for the ice phase.

One key uncertainty in parameterizing icemicrophysics

is the number and type of ice species (e.g., cloud ice, snow,

graupel, hail, etc.) (Fovell and Ogura 1988; McCumber

et al. 1991; Ferrier et al. 1995; Gilmore et al. 2004b;

VanWeverberg et al. 2010; Morrison and Milbrandt

2011). Partitioning of ice into different species with fixed

characteristics is done in most bulk microphysics schemes

to represent the wide range of ice particle types ob-

served in the atmosphere. These characteristics, which

include terminal fall-speed size and density–size re-

lationships, vary widely among different ice categories

in bulk schemes (Gilmore et al. 2004b; Straka and

Mansell 2005; Morrison and Milbrandt 2011). The par-

adigm of including different classes of ice with fixed

characteristics leads to uncertainty given that, in nature,

ice particles exhibit a continuum of characteristics (cf.

Morrison and Grabowski 2008). Thus, it seems likely

that tuning schemes to produce realistic results in one

case may lead to degraded results in other cases. Con-

sistent with this argument, previous studies have shown

a large sensitivity to the number and type of ice species.

For example, Fovell andOgura (1988) found that a three-

class bulk scheme (cloud ice, snow, hail) improved the

simulation of precipitation and radar reflectivity along

the leading edge of a squall line relative to using a two-

class scheme with only cloud ice and snow. McCumber

et al. (1991) showed large sensitivity of a tropical squall-

line simulation to inclusion of either graupel or hail in

a three-class bulk scheme, and found that the scheme

with graupel produced more realistic results.

Recent development of bulk microphysics parame-

terizations has also included the prediction of multiple

moments of the hydrometeor size distributions (e.g.,

Koenig and Murray 1976; Ferrier 1994; Meyers et al.

1997; Cohard and Pinty 2000; Seifert and Beheng 2001;

Milbrandt and Yau 2005a,b; Morrison et al. 2009;

Phillips et al. 2007). Two-moment (2M) bulk schemes

predict both the mixing ratios and number concentra-

tions of the hydrometeor size distributions of various

species, as opposed to one-moment (1M) schemes that

predict mixing ratios only. The prediction of bothmixing

ratio and number concentration increases the degrees of

freedom and allows for a more flexible treatment of the

particle size distributions, although there is an increase

in computational cost. We note that two-moment

schemes have also been widely used to treat droplet ac-

tivation and cloud–aerosol interaction via prediction of

the droplet number concentration (e.g., Ghan et al. 1997;

Cohard and Pinty 2000; Morrison et al. 2005, hereafter

M05; Seifert and Beheng 2006a,b; Phillips et al. 2007;

Ming et al. 2007). In terms of organized deep convection,

key processes that are impacted by using two-moment

versus one-moment schemes include particle size sort-

ing and rain evaporation (Milbrandt and Yau 2005b;

Morrison et al. 2009; Luo et al. 2010). Morrison et al.

(2009) found that a two-moment scheme reduced rain

evaporation in the trailing stratiform region of a squall

line relative to a one-moment version of the same

scheme, leading to increased stratiform precipitation at

the surface, a weakened cold pool, and a more realistic
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vertical profile of radar reflectivity. Similarly, weaker cold

pools in supercell simulations produced by a two-moment

scheme compared to a one-moment version of the same

scheme led to improvement relative to observations

(Milbrandt and Yau 2005b; Dawson et al. 2010). While

these studies suggest there are important differences in

results using one-moment versus two-moment schemes,

little work has been done to compare this sensitivity to

that arising from other important aspects of the micro-

physics, such as the number and type of ice species.

The key point is that uncertainties related to the pa-

rameterization ofmicrophysics andmodel resolutionmay

be closely linked, since microphysics schemes are largely

driven by the resolved-scale motions. We hypothesize

that good quantitative performance of O(1 km) models

relative to observations (in terms of quantities such as

radar reflectivity or surface precipitation rate) may some-

times result from compensating errors and implicit tunings

of parameterizations, for example, microphysical param-

eter settings that compensate for themarginal grid spacing

and the lack of explicit turbulent entrainment. The upshot

is that as the complexity increases and realism of micro-

physics schemes improves, problems related to marginal

grid spacing or other model deficiencies (radiation, bound-

ary layer, surface parameterizations, etc.) may become

exposed. Thus, it is important to concurrently examine

sensitivities to model grid spacing and the parameteri-

zation of microphysics.

Herein we analyze idealized three-dimensional nu-

merical simulations of awell-observed squall line from the

Second Verification of the Origins of Rotation in Torna-

does Experiment (VORTEX2). The primary focus is on

the sensitivity of the structure and intensity of the squall

line (i.e., precipitation characteristics and amount, cloud

depth, system phase speed, upward mass flux, cold pool

strength, etc.) to horizontal grid spacing between 4 and

0.25 km, as well as two key aspects of a three-class bulk

microphysics parameterization: 1) one moment versus

two moment and 2) inclusion of either graupel or hail as

the dense precipitating ice species. The paper is organized

as follows: section 2 briefly describes the modeling

framework; further details are also provided in the ap-

pendix. Results of the resolution sensitivity are described

in section 3, and results of the sensitivity to microphysics

parameterization are described in section 4. Comparison

of the model output to VORTEX2 data is presented in

section 5, and a summary is presented in section 6.

2. Methodology

a. Numerical model and setup

The three-dimensional nonhydrostatic numerical model

Cloud Model version 1 (CM1) is used for the simulations.

Some technical details are provided in the appendix. The

observed squall line was extraordinarily long (it extended

fromTexas to Illinois), sowe simulate only a portion of the

linewith periodic lateral boundary conditions in the along-

line (y) direction. Open boundary conditions are used in

the longer across-line (x) direction. The domain size is

576 km 3 144 km 3 25 km. Three different horizontal

grid spacings (Dx) are used for this study: 4, 1, and 0.25 km.

The vertical grid is the same for all simulations; there are

100 levels with vertical grid spacing increasing from 100 m

at the surface to 400 m at the top of the domain. Such high

vertical resolution is needed to produce three-dimensional

turbulence in theDx5 0.25-km simulation andwehold the

vertical resolution fixed for all simulations for consistency.

A time step of 3 s is used for all simulations. Radiative

transfer, surface heat fluxes, and Coriolis acceleration are

neglected for simplicity and to ensure that the environ-

ment remains the same for all simulations. A Rayleigh

damper is used in the upper 6 km of the domain to

dampen waves in the stratosphere. Surface drag is cal-

culated on perturbation winds, such that the mean envi-

ronmental wind shear is not affected, with a constant drag

coefficient of 0.01. The squall line is initialized with a cold

pool as in Weisman et al. (1997). Random temperature

perturbations (60.2 K) are inserted near the edge of the

cold pool to initiate three-dimensional motions.

For some analyses, we plot results in terms of distance

normal to the surface gust front (xc). The surface gust front

is defined by the location of the 21-K perturbation po-

tential temperature contour at the lowestmodel level. Line-

averaged results are obtained by first converting the model

output to an (xc, y, z) coordinate, and then averaging in y.

b. Microphysics parameterization

1) TWO-MOMENT SCHEME

The two-moment bulk cloud microphysics scheme

predicts mixing ratios and number concentrations of five

hydrometeor species: cloud droplets, cloud ice, snow, rain,

and either graupel or hail. This scheme is based on the

parameterization ofM05, and subsequently implemented,

with modifications, into the fifth-generation Pennsylvania

State University–National Center for Atmospheric Re-

searchMesoscaleModel (MM5;Morrison andPinto 2005,

2006;Morrison et al. 2008) and theWeatherResearch and

Forecasting model (WRF; Morrison et al. 2009). The

hydrometeor size distributions N(D) are treated using

gamma functions:

N(D) 5 N0D
me2lD, (1)

whereD is the particle diameter, andN0,m, and l are the

intercept, shape, and slope parameters, respectively. For
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the precipitation species as well as cloud ice, we assume

that m 5 0 (i.e., an inverse exponential distribution). For

cloud droplets, m is a function of the predicted droplet

number concentration following the observations of

Martin et al. (1994). In the two-moment version of the

scheme,N0 and l are free parameters that are determined

from the predicted mixing ratio and number concentra-

tion for each species, as described in the appendix.

2) ONE-MOMENT SCHEME

The one-moment scheme is exactly the same as the

two-moment scheme described above, except that the

number concentrations of the precipitation species are

diagnosed, not predicted. Thus, N0 is specified for rain,

snow, and graupel, and N and l are derived from the

predicted q and specified N0 and m for each species by

rearranging terms in (A6) and (A7). Following many

one-moment schemes (e.g., Lin et al. 1983; Rutledge and

Hobbs 1984; Dudhia 1989; Grabowski 1998), N0 is con-

stant for a given species. Values are taken from existing

schemes described in the literature and shown in Table 1.

Note that while most one-moment schemes use constant

values ofN0, it is not an intrinsic feature of these schemes;

some allow N0 to vary for rain, snow, and/or graupel/hail

as a function of the predicted cloud or thermodynamic

variables (e.g., mixing ratio of the species, or air tem-

perature). For example, Reisner et al. (1998) and Hong

et al. (2004) allow variableN0 for snow, while Thompson

et al. (2004, 2008) allow variable N0 for all precipitation

species (snow, graupel, and rain).

3) HAIL AND GRAUPEL MICROPHYSICS

For 1M and 2M simulations, we test the impact of as-

suming either graupel or hail for the dense (rimed) ice

species by setting the bulk particle density to either

a lower value appropriate for medium-density graupel

(400 kg m23) following Reisner et al. (1998) or high-

density hail (900 kg m23) similar to Lin et al. (1983). Fall

speed parameters are also modified to correspond to ei-

ther graupel or hail. The fall speed–size relationship is

given by a power law, V 5 aDb. For graupel, a 5 19.3

m12b s21 and b 5 0.37 following the relationship in

Locatelli andHobbs (1974) for lump graupel. For hail, a5

114.5m12b s21 and b5 0.5 followingMatson andHuggins

(1980). These runs are referred to as either ‘‘HAIL’’ or

‘‘GRPL’’ (i.e., 1M-HAIL, 2M-HAIL, 1M-GRPL, 2M-

GRPL). All other microphysical processes for hail are

treated exactly the same as graupel (see Morrison et al.

2009), so that the only differences between the hail and

graupel versions of the scheme are the particle density–

and fall speed–size relationships as described above.

While it is well-known that graupel and hail growth

processes generally differ (e.g., wet growth leading to hail

and dry growth to graupel) (e.g., Pruppacher and Klett

1997), varying only the density and fall speed relation-

ships between the graupel and hail runs greatly simplifies

the analysis and allows us to isolate causes of differences

among these simulations to specific parameter choices.

c. Case description

For this study we are interested in midlatitude squall

lines with trailing stratiform regions. To allow for some

basic evaluation with observations, we initialize the model

with the environment of the 15May 2009 squall line that

was observed during VORTEX2. A detailed description

of this case was presented by Bryan and Parker (2010,

hereafter BP10). A sounding launched at 2138 UTC

in the prestorm environment (;100 km ahead of the

squall line) is used for the initial condition (Fig. 1). This

sounding has large CAPE (4200 J kg21) and fairly weak

deep-layer shear (line-normal wind speed difference of

10 m s21 between 0.5 and 10 km AGL). This case is

attractive for use in this study because of the eight ad-

ditional rawinsondes that were launched as part of the

VORTEX2 data collection. These data allow for a sub-

jective evaluation of the thermodynamic and kinematic

structure of the simulated squall lines, which is the focus

of a later section of this article.

3. Sensitivity to horizontal resolution

We first look at the properties of individual convective

cells.Horizontal cross sections of vertical velocityw (Fig. 2)

clearly show that cell size is proportional to Dx over this

range of Dx. In fact, the width of midlevel updrafts tends

to be about 4–6 times the horizontal grid spacing for

Dx 5 4 and 1 km (Figs. 2a,b), whereas a broader spec-

trum of updraft sizes occurs with Dx5 0.25 km (Fig. 2c).

These conclusions hold for all microphysical setups, so

we show only the 2M-HAIL case in this figure. The in-

terpretation here is straightforward: the Dx 5 4-km

simulation is simply forced to represent convection on

the smallest resolvable scale, whereas the Dx5 0.25-km

TABLE 1. Specified constant values of size distribution intercept

parameter N0 for the precipitation species in the 1M scheme.

Species N0 (m
24) Reference

Rain 107 Dudhia (1989), Grabowski (1998)*

Snow 2 3 107 Dudhia (1989)**

Graupel 4 3 106 Rutledge and Hobbs (1984), Reisner

et al. (1998), Hong et al. (2004)

* Lin et al. (1983), Rutledge and Hobbs (1984), Reisner et al.

(1998), and Hong et al. (2004) used a similar value of 8 3 106.

** Grabowski (1998) used a similar value of 107.
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simulations can develop a broader spectrum of convec-

tive motions, as discussed by Bryan et al. (2003).

To illustrate one of the more notable impacts of dif-

ferent cell size, we show the cloud water evaporation rate

(Ec) as contours in Fig. 2. This microphysical process

tends to occur primarily in two places: 1) on the edges of

clouds and 2) in downdrafts. Because clouds are smaller

and more numerous with smaller Dx, there is a much

greater surface area for evaporation to occur. To provide

another perspective, we show vertical cross sections in

Fig. 3, where Figs. 3a–c show along-line cross sections

through a convective cell, and Figs. 3d–f show across-line

cross sections through the same cell. These views re-

inforce the conclusions that more cells exist and Ec is

more prevalent as Dx decreases.

It is unclear whether changes in domain-totalEc (shown

later) are entirely attributable to the greater number and

surface area of convective clouds, or whether numerical

FIG. 1. Initial profiles of (a) temperature and moisture and (b) system-relative along-line winds (u) and

across-line winds (y).

FIG. 2. Horizontal cross sections (over a 32 km 3 32 km subdomain) at z 5 5 km and t 5 6 h for 2M-HAIL using (a) Dx 5 4 km,

(b) Dx 5 1 km, and (c) Dx 5 0.25 km. Shading is vertical velocity w (m s21) and contours are cloud water evaporation rate Ec (contour

interval is 1 3 105 kg kg21 s21).
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issues play a significant role. The well-known ‘‘advection–

condensation problem’’ (e.g., Grabowski andSmolarkiewicz

1990; Stevens et al. 1996; Grabowski andMorrison 2008)

is especially problematic in models that neglect subgrid

microphysics effects, such as the numerical model used

here. Nevertheless, it is clear that the distribution of Ec

changes considerably with changes inDx. The impacts of

these changes, and feedbacks with other microphysical

processes, are addressed in the following subsection.

a. Microphysical processes

Figure 4 shows the domain-total surface precipita-

tion rate (R), which increases rapidly during the first

6 h of the simulations. Values of R are notably lower

for the Dx 5 4-km runs over the first several hours of

the simulations. A similar lag in development is seen in

other variables such as maximum updraft velocity and

cold pool intensity (not shown). This slower develop-

ment is consistent with larger (and thus slower grow-

ing) convection, which was addressed in detail by

Weisman et al. (1997, e.g., their section 5).

For t. 6 h, values of R are similar between the 4- and

1-km runs, but are clearly smaller for the 0.25-km runs.

Total accumulated precipitation over the final 3 h of all

simulations is listed in Table 2; precipitation tends to be

largest in theDx5 4- and 1-km simulations, regardless of

microphysical setup. For any given microphysical setup,

precipitation is 10%–30% lower in the 0.25-km runs

(compared to the 1-km runs).

Differences in surface precipitation rate can be ex-

plained by the competing effects of condensation (which,

by itself, would tend to increase precipitation) and

evaporation (which would decrease precipitation, all else

being equal). Other processes that could affect the con-

densate budget—such as a net change in total conden-

sate in the domain, or numerical sources/sinks of water

mass—have been investigated for this case and we find

them to be negligible components of the water budget for

t . 6 h. Hence, changes in rainfall can be explained by

changes in condensation and evaporation in this case.

Total condensation (see last section of Table 3) is de-

fined here as the sum of all vapor-to-condensate processes

(including deposition). Total condensation is weakly de-

pendent on Dx, although we note that the differences in

total condensation between some 1- and 0.25-km sim-

ulations are very similar to the differences in total rainfall

FIG. 3. Vertical cross sections (a)–(c) along the line and (d)–(f) across the line for the (a),(d) Dx5 4-km simulation, (b),(e) Dx5 1-km

simulation, and (c),(f) Dx 5 0.25-km simulation for the same simulations at the same time as Fig. 2. Shading is equivalent potential

temperature ue (K) and contours are cloud water evaporation rate Ec (contour interval is 1 3 105 kg kg21 s21).
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(cf. Table 2 with last section of Table 3). The 1-km simu-

lations have the largest condensation (by ;10%) for all

configurations.

Considering evaporation rates, there is a fairly small

sensitivity of rainwater evaporation Er to Dx (first sec-

tion of Table 4). Sublimation has a greater sensitivity to

Dx, but the 1-km runs always have the highest values for

a given microphysics setup (third section of Table 4).

However, cloud water evaporation Ec has the greatest

sensitivity to Dx (second section of Table 4); it increases

by 20%–40% from the 4-km runs to the 1-km runs, and it

increases by another 40%–50% from the 1-km runs to

the 0.25-km runs. TheEc accounts for more than 50% of

the total evaporation for Dx 5 0.25 km (final section of

Table 4). This result is consistent with the preceding

discussion of the effects of Dx on cloud size and number

of clouds, and hence on Ec.

We note that the similarity of surface precipitation

between the Dx 5 4- and 1-km simulations is actually

attributable to compensating effects: there is higher total

condensation for Dx 5 1 km, but there is also greater

total evaporation for Dx 5 1 km. These results are sum-

marized by precipitation efficiency, defined here simply

as the total precipitation divided by total condensation in

the quasi-steady period (Table 5). Despite similar values

of total condensation (which are all within ;10%), the

precipitation efficiency is quite different for the three

values of Dx studied here.

b. System intensity

A key question for operational applications of numer-

icalmodels is, what biases are incurred by using different

values of Dx. The answer is important for forecasters

because Dx in operational NWP systems is determined

primarily by available computing resources. We inves-

tigate some biases in this subsection by examining sev-

eral different measures of squall-line intensity, which

are provided in Table 6 and are explained below. We

evaluate these metrics in the 6–9-h time period when the

squall lines are in a statistically steady state.

The domain-total upward flux of dry air is calculated

as follows: M5�r max(w, 0)Dx2, where r is the dry-air

density, and the summation is over every model grid

point. Values ofM (first section of Table 6) are largest for

Dx 5 1 km (regardless of microphysical configuration).

Maximum updraft velocity (wmax) is determined once

per minute during the simulations, from anywhere in the

domain; it is then averaged from t 5 6–9 h. Similar to

TABLE 2. Domain-total surface precipitation (31011 kg):

t 5 6–9 h.

Dx (km) 2M-HAIL 2M-GRPL 1M-HAIL 1M-GRPL

4 3.2 2.4 2.9 2.3

1 3.3 2.6 2.7 2.2

0.25 2.2 2.3 1.8 1.7

TABLE 3. Domain-total condensation/deposition (31011 kg):

t 5 6–9 h.

Dx (km) 2M-HAIL 2M-GRPL 1M-HAIL 1M-GRPL

Condensation (vapor to cloud water)

4 7.5 7.6 8.3 8.7

1 8.5 8.9 9.6 9.7

0.25 7.4 8.2 8.8 9.3

Deposition (vapor to ice, snow, and graupel/hail)

4 1.8 2.1 2.1 2.5

1 2.1 2.7 2.7 3.1

0.25 1.8 2.2 2.6 2.9

Total (condensation 1 deposition)

4 9.3 9.7 10.4 11.2

1 10.6 11.6 12.3 12.8

0.25 9.2 10.4 11.4 12.2

FIG. 4. Time series of domain-total rainfall rate (3106 kg s21) for (a) Dx 5 4 km, (b) Dx 5 1 km, and (c) Dx 5 0.25 km. The different

microphysical setups are in different colors, as indicated by the legend.

208 MONTHLY WEATHER REV IEW VOLUME 140



M, values of wmax (second section of Table 6) are at a

maximum for Dx 5 1 km.

Cold pool intensity is quantified by the parameter C,

determined by the formula C2 5
Ð h

0 Bdz, where B is

buoyancy and h is the height at which B first becomes

zero. Throughout this article, buoyancy is calculated

in the standard way: B5 g[(u2 u)/u1 0:608(q
y
2 q

y
)],

where u is potential temperature, qy is the water vapor

mixing ratio, g is gravitational acceleration, and over-

bars denote values from a one-dimensional reference

profile. Liquid and solid water content are neglected

herein to allow comparison to observations (shown

later). Unless specified otherwise, the reference profile

is the initial sounding (Fig. 1). The Dx 5 1-km simula-

tions have the largest values of C for every microphys-

ical setup (third section of Table 6), although values for

Dx 5 0.25 km are similar.

System propagation speed up is determined by first

calculating line-averaged fields of perturbation potential

temperature (u2 u) and then tracking the21-K value at

the lowest model level. Consistent with values of C, the

values of up (fourth section of Table 6) are largest with

Dx5 1 km, although values forDx5 0.25 km are similar.

Maximum perturbation winds at the lowest model

level (u9) are determined by first calculating line-averaged

fields of line-perpendicular velocity (u), and then sub-

tracting the value from t 5 0. Maximum values of u9

(fifth section of Table 6) are largest for Dx 5 0.25 km.

Finally, maximum cloud top (Zc) is determined by first

calculating line-averaged fields of the cloud-ice mixing

ratio (qi), and then finding the highest level at which qi
exceeded a threshold value (1025 herein). Results were

similar if we used other methods, such as excluding line

averaging, or using relative humidity instead of qi. Re-

sults in Table 6 (sixth section) show that the Dx 5 1-km

simulations have the highest cloud tops.

Clearly, the Dx 5 1-km simulations stand out: for al-

most all traditional measures of squall-line intensity, the

Dx 5 1-km simulations produce the most intense squall

line. In terms of the weakest squall line, sometimesDx5

4 km is weakest (i.e., maximum updraft, cold pool in-

tensity, surface winds), but sometimes Dx 5 0.25 km is

weakest (surface precipitation, cloud-top height).

For changes in Dx between 4 and 1 km, the changes in

squall-line intensity are likely attributable to the greater

intensity of nonhydrostatic processes, owing to changes in

TABLE 4. Domain-total evaporation/sublimation (31011 kg):

t 5 6–9 h.

Dx (km) 2M-HAIL 2M-GRPL 1M-HAIL 1M-GRPL

Evaporation of rainwater

4 1.9 2.4 2.4 3.1

1 2.2 2.6 2.9 3.2

0.25 1.7 2.0 2.5 2.6

Evaporation of cloud water

4 2.4 2.4 2.7 3.0

1 2.9 3.3 3.7 4.1

0.25 4.1 4.9 5.2 6.0

Sublimation of ice, snow, and graupel/hail

4 1.8 2.6 2.4 2.9

1 2.3 3.2 3.0 3.5

0.25 1.3 1.6 2.1 2.1

Total (evaporation 1 sublimation)

4 6.1 7.4 7.6 8.9

1 7.4 9.1 9.5 10.8

0.25 7.2 8.4 9.7 10.7

TABLE 5. Precipitation efficiency (%), defined as total pre-

cipitation (t5 6–9 h) divided by total condensation/deposition (t5

6–9 h).

Dx (km) 2M-HAIL 2M-GRPL 1M-HAIL 1M-GRPL

4 34 25 28 21

1 31 22 22 17

0.25 24 22 16 14

TABLE 6. Measures of squall-line intensity: M is total upward

flux of dry air, wmax is maximum vertical velocity, C is cold pool

intensity, up is system propagation speed, u9 is maximum line-

averaged perturbation wind speed at the lowestmodel level, andZc

is maximum cloud top. (See text for further explanation.) All

variables are averaged from t5 6–9 h. The bold numbers highlight

the largest value for a given microphysical setup. The numbers

in italics indicate that the value is statistically different from the

2M-HAIL/Dx 5 0.25-km value at the 99% confidence level.

Dx (km) 2M-HAIL 2M-GRPL 1M-HAIL 1M-GRPL

M (31012 kg s21)

4 0.73 0.75 0.78 0.79

1 0.88 0.92 0.98 0.98

0.25 0.66 0.68 0.76 0.76

wmax (m s21)

4 28.8 30.0 28.8 31.5

1 55.4 60.3 58.1 59.9

0.25 52.9 49.6 55.0 52.3

C (m s21)

4 30.8 31.6 33.3 34.3

1 35.0 36.2 37.0 37.2

0.25 33.7 35.8 36.6 36.6

up (m s21)

4 16.4 16.7 17.4 18.1

1 19.9 19.9 20.6 20.0

0.25 19.2 19.2 19.8 19.8

u9 (m s21)

4 14.0 14.0 14.5 14.6

1 17.4 16.7 17.4 17.2

0.25 17.9 18.2 18.7 18.4

Zc (km)

4 15.4 15.4 15.6 15.9

1 15.7 15.9 16.0 16.5

0.25 13.8 13.5 14.1 13.9
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cell size, as explained byWeisman et al. (1997). Indeed, the

changes in updraft size shown in Figs. 2 and 3 are consis-

tent with changes in nonhydrostatic pressure perturbation,

such that the narrower updrafts have larger vertical ac-

celerations, and thus larger wmax (e.g., section 2.11 of

Cotton et al. 2011).

For changes in Dx between 1 and 0.25 km, the changes

in squall-line intensity are likely attributable to the de-

velopment of resolved turbulence, which leads to an in-

crease in total (resolved plus parameterized) entrainment,

as explained by Bryan et al. (2003). To evaluate entrain-

ment processes, and their impact on squall-line structure,

we include a passive fluid tracer in our simulations. This

tracer is integrated using the same numerical techniques

as the water constituents (i.e., the same advection and

subgrid turbulence schemes), but there are no sources/

sinks and no sedimentation. The tracer is initialized with a

constant value of mixing ratio (1 g g21) in the pre-squall-

line environment and only for z , 1.5 km (i.e., in the

boundary layer), but is zero everywhere else. After 9 h

(Fig. 5) the final distribution of the passive tracer is no-

tably different for the three different grid spacings. The

relatively low-resolution runs, which do not explicitly re-

solve turbulence/entrainment, have almost no tracer in

midlevels (3–6 km AGL) (Figs. 5a,b). In contrast, the

Dx5 0.25-km run has a significant tracer throughoutmost

of the troposphere (Fig. 5c). Compared to the highest-

resolution simulation, the lower-resolution simulations

deposit more tracer in the upper troposphere and lower

stratosphere. While some of these differences are proba-

bly attributable to different updraft transport properties

(e.g., different updraft width), a large part of these dif-

ferences is likely attributable to different entrainment/

mixing in the convective updrafts. That is, consistent with

observational studies (e.g., Blyth et al. 1988), turbulent

eddies act tomix boundary layer air withmidlevel air, and

the mixture then detrains into midlevels. This process is

evident in animations of the 0.25-km simulations, but not

for Dx $ 1 km.

One of the most notable impacts of Dx for these

simulations is the greater cloud-top height (Zc) for Dx$

1 km (Table 6). The larger values of Zc are consistent

with a lack of entrainment in convective cells. There are

other impacts as well: for example, the amount of cloud

ice in upper levels is considerably lower in magnitude

with Dx 5 0.25 km (not shown). These impacts on anvil

characteristics are likely to have implications for radia-

tive transfer, which we plan to address in future work.

Further details on turbulent processes in simulated

squall lines are available in Bryan et al. (2003). We note

that overall conclusions from their study (which ne-

glected ice microphysics) seem to be unaffected by the

inclusion of ice microphysical processes herein. We also

note that the primary conclusions drawn in this section

are independent of the microphysical setup chosen. For

example, the Dx 5 0.25-km simulations produce the

least rainfall and the lowest cloud tops for any micro-

physical setup. Thus, it seems that any of these micro-

physical setups can be used successfully for resolution

sensitivity tests, at least for this case.

4. Sensitivity to microphysics

We now turn our attention to microphysical sensitivities.

The setups of the four primary microphysical configura-

tions are summarized at the top of Table 7. At certain

places below, we present additional sensitivity experiments

in support of conclusions drawn in this section. These

FIG. 5. Line-averaged vertical cross sections of the mixing ratio (g g21) of a passive fluid tracer (originally released in the pre-squall-line

boundary layer) at t 5 9 h for 2M-HAIL using (a) Dx 5 4 km, (b) Dx 5 1 km, and (c) Dx 5 0.25 km.
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additional simulations are explained at appropriate loca-

tions below, and are listed in the bottom half of Table 7.

The evolution of reflectivity at the lowest model level

is shown in Fig. 6 for the four primary microphysical

setups. (The calculation of reflectivity from model out-

put is described in the appendix.) Significant differences

in reflectivity structure are evident. Trailing stratiform

precipitation is obviously reaching the surface in the 2M

simulations, as early as t 5 4 h for the 2M-HAIL con-

figuration (Fig. 6a). The trailing stratiform region be-

comes wider through time in both 2M simulations (Figs.

6a,b). However, the existence of trailing stratiform pre-

cipitation near the surface remains unclear throughout

the 1M simulations (Figs. 6c,d). The impact of 2M versus

1M microphysics on the trailing stratiform region is

consistent with other recent modeling studies of meso-

scale convective systems (Morrison et al. 2009; Luo et al.

2010). The only simulation with an obvious transition

region—that is, weak (but nonzero) reflectivities between

the stratiform and convective regions—is the 2M-HAIL

simulation (Fig. 6a).

We find that two microphysical processes are primarily

responsible for these differences in system structure: 1)

the raindrop size distribution and 2) the specification of

hail or graupel. These two topics are discussed in the

following two subsections.

a. The importance of raindrop size distribution

A notable difference between 1M and 2M is the de-

crease in reflectivity below the melting level for 1M

(Figs. 7c,d), but nearly constant reflectivity with height

for 2M (Figs. 7a,b). Differences in rainwater evaporation

(Er; contours in Fig. 7) are responsible for these patterns

of reflectivity; that is, Er is higher in the 1M simulations

than the 2M simulations.

The relatively lower values of Er for 2M are associated

with different representations of the raindrop size distri-

bution. In 2M, N0r is a parameter predicted from the

forecasted rain mixing ratio and number concentration.

In 1M, it is specified as a constant N0r 5 107 m24 (see

Table 1).A line-average cross section of the predictedN0r

from 2M is shown in Fig. 8. The predicted values of N0r

from 2M are larger in the convective region and smaller

in the trailing stratiform region (indicating variations in

mean drop diameter and/or drop concentration). For

a given rain mixing ratio, a larger N0r means a greater

evaporation rate (because the total surface area is larger),

and hence Er is lower in the stratiform region in 2M.

There is also an increase in N0r with height (below the

melting level), which mostly reflects size sorting.

This overall distribution of N0r in 2M is consistent with

disdrometer observations (Waldvogel 1974; Tokay and

Short 1996; Atlas et al. 1999; Uijlenhoet et al. 2003).

Specifically, the transition from large values in the con-

vective region to smaller values in the trailing stratiform

region has been noted in several studies, and has been

termed the ‘‘N0 jump.’’ A key point is that this distribu-

tion is captured by physical processes operating in 2M.

No single value of N0r specified in 1M is able to capture

theN0 jump. Furthermore, as described byMorrison et al.

(2009), tuningN0r in 1M to values predicted in a particular

region of the stormwould produce biases in other regions.

To check whether the raindrop size distribution was

primarily responsible for the differences in the trailing

stratiform region between our 1M and 2M simulations,

we ran additional simulations that retained 2M for snow

and hail/graupel, but used 1M for rain (see 2M-HAIL-

1MR and 2M-GRPL-1MR in Table 7). These simulations

produce qualitative results very similar to simulations

that use 1M for all species (Fig. 9). In particular, there is

a rapid decrease of reflectivity toward the surface in cross

sections of reflectivity (Fig. 9). These results are consistent

with the findings ofMorrison et al. (2009), who conducted

two-dimensional simulations of a squall line, and of Luo

et al. (2010), who conducted three-dimensional simula-

tions of mesoscale convective systems.

b. Hail versus graupel

Another important microphysical sensitivity explored

in this study is the impact of using graupel- or hail-

like characteristics for the rimed ice species. This subject

has been investigated in previous studies, mostly in

TABLE 7. Summary of all microphysical sensitivity simulations in this study. All simulations use 2M ice crystals and 1M cloud water (with

fixed number concentration of 300 cm23).

Name Rain Snow Graupel–hail Notes

2M-HAIL 2M 2M 2M (hail)

2M-GRPL 2M 2M 2M (graupel)

1M-HAIL 1M 1M 1M (hail)

1M-GRPL 1M 1M 1M (graupel)

2M-HAIL-1MR 1M 2M 2M (hail)

2M-GRPL-1MR 1M 2M 2M (graupel)

2M-HAIL-D400 2M 2M 2M (hail) Uses graupel-like density

2M-HAIL-FG 2M 2M 2M (hail) Uses graupel-like fall velocity
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the context of supercell storms (Gilmore et al. 2004b;

VanWeverberg et al. 2010;Morrison andMilbrandt 2011).

These studies found that the simulated storm character-

istics, including surface precipitation and a cold pool,

were sensitive to the specification of either graupel or hail

characteristics. Fewer studies have explored this issue in

the context of squall-line simulations. McCumber et al.

(1991) found that specifying characteristics of graupel

instead of hail resulted in greater realism for a tropical

squall line observed in the western Pacific.

In our simulations, using graupel as the rimed ice spe-

cies results in a considerably wider region of high re-

flectivity associated with the main line of convection

(compared to simulations with hail) (Figs. 6, 7). For sim-

plicity, we define the convective region as reflectivity

.30 dBZ in the area just behind the surface gust front:

thus defined, the convective region is ;(50–80) km wide

forGRPL, but only;30 kmwide forHAIL. Thewidth of

the convective region of the observed squall line was

roughly 30 km (see Figs. 3, 4 of BP10). Peak reflectivities

in the convective region are also higher, and more con-

sistent with the observed case, with HAIL (;55 dBZ)

compared to GRPL (;45 dBZ). Furthermore, the low-

reflectivity transition region is clearly capturedwhen using

hail, but not with graupel. Overall, the 2M-HAIL simu-

lation produces results that are closer to observations (cf.

Figs. 3, 4 of BP10). Another notable difference between

GRPL andHAIL is that vertical cross sections show peak

reflectivities in the convective region well above the sur-

face for GRPL, but near the surface (and more similar to

observations) for HAIL (Fig. 7).

We reiterate that the only differences for specification

of either hail or graupel are the fall speed relation and the

bulk density (see section 2b).We note that in reality these

parameters are generally not independent, though they

are specified independently in nearly all bulk microphys-

ics schemes. Additional sensitivity tests using 2M-HAIL,

but with either the fall speed relation or bulk density

modified to that of graupel, are performed to see which

change has the most impact (see 2M-HAIL-D400 and

2M-HAIL-FG in Table 7). Figure 10 shows line-averaged

cross sections of radar reflectivity for these two simula-

tions at t5 9 h. The simulationwithmodified bulk density

exhibits a reflectivity structure similar to 2M-HAIL (cf.

Figs. 7a, 10a), whereas the test with a modified fall speed

relation is similar to 2M-GRPL (cf. Figs. 7b, 10b). These

results indicate that the fall speed relation has more im-

pact than bulk density in terms of specification of rimed

FIG. 6. Hovmöller diagrams of line-averaged reflectivity (dBZ) at the lowest model level using Dx 5 0.25 km for

(a) 2M-HAIL, (b) 2M-GRPL, (c) 1M-HAIL, and (d) 1M-GRPL.
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ice characteristics for graupel or hail. This finding is con-

sistent with Morrison and Milbrandt (2011), who found

that changes in fall speed relation for graupel versus hail

had a larger impact than changes in bulk density on

surface precipitation and cold pool characteristics of

a supercell storm.

Results here differ from the conclusions of McCumber

et al. (1991), who studied a tropical squall line.We expect

hail to be much less prevalent in weaker convection

typical of tropical maritime environments. Nonetheless,

they found that inclusion of graupel rather than hail in

a one-moment scheme with three ice species produced

FIG. 7. Line-averaged vertical cross sections of reflectivity (dBZ; shaded) at t5 9 h usingDx5 0.25 km for (a) 2M-

HAIL, (b) 2M-GRPL, (c) 1M-HAIL, and (d) 1M-GRPL. Rainwater evaporation rate is contoured at the following

levels: 1, 3, 5, 7, and 9 3 1027 kg kg21 s21.

FIG. 8. Line-averaged cross sections of log10 (N0r) at t5 9 h from (a) 2M-HAIL and (b) 2M-GRPL. The thick contour

is N0r 5 107, which is the value specified for the 1M simulations.
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the most realistic results. It is unclear if differences be-

tween the current study and that of McCumber et al. are

due to different environments (midlatitude versus tropi-

cal), differences in microphysics schemes, or differences

in other aspects of the numerical models. In future work

we plan to extend the current study to include tropical

squall-line simulations.

c. Impact of resolution on microphysical sensitivities

In terms of overall system structure, for any value of

Dx we find similar sensitivities to 1M versus 2M and to

HAIL versus GRPL. For example, all 2M runs show

more realistic trailing stratiform regions (with precipita-

tion reaching the surface), whereas all 1M simulations

do not. Also, the convective region is significantly wider

with GRPL than with HAIL (although this result is less

obvious for Dx 5 4 km than for the other resolutions)

(not shown).

However, at any specific time, there are notable differ-

ences in reflectivity structure with different Dx; these dif-

ferences are a consequence of slower storm development

in the lower-resolution simulations, especially for Dx 5

4 km. For example, Hovmöller diagrams of reflectivity

show that the 2M runs develop a trailing stratiform re-

gion that reaches the surface (Figs. 11a,b), while the 1M

runs have excessive evaporation in the trailing strati-

form region such that precipitation does not reach the

surface (Figs. 11c,d). (In this figure, regions with con-

tours but not shading indicate reflectivity above the

ground but not at the ground.) Clearly apparent in

Fig. 11 is the much slower development of a trailing

stratiform region with Dx 5 4 km, which is attributable

to the much larger cell size, as discussed in section 3.

Hence, in terms of overall qualitative results, we reach

the same overall conclusions about microphysical sensi-

tivities for any specified value of Dx. This result suggests

FIG. 9. As in Fig. 7 but for (a) 2M-HAIL-1MR and (b) 2M-GRPL-1MR (see Table 7 for more information).

FIG. 10. Line-averaged cross sections of reflectivity (shaded) and fall velocity of hail/graupel (contours; every 1 m

s21) for (a) 2M-HAIL-D400 and (b) 2M-HAIL-FG (see Table 7 for more information).
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that any value of Dx between 0.25 and 4 km can be used

for microphysical sensitivity tests, although caution must

be taken to account for slower evolution withDx5 4 km.

5. Comparison to VORTEX2 analyses

Clearly, horizontal grid spacing (Dx) and microphysics

configuration (1M versus 2M and/or HAIL versus GRPL)

have significant impacts on squall-line properties such as

reflectivity structure, surface rainfall, cold pool character-

istics, etc. To help determine which model configuration

produces themost realistic simulation, we compare against

the high-temporal-resolution rawinsondes launched during

VORTEX2. Here, we use the mesoscale analyses of the

sounding data that were presented by BP10. Details are

available in BP10, although we note that they used a two-

dimensional (xc2z) grid, where xc is the distance normal to

the surface gust front. The grid spacing for these analyses

was 10 km in the horizontal and 100 m in the vertical.

We do not perform any rigorous quantitative eval-

uation of the model output using VORTEX2 data for

several reasons, such as the disparity in resolution, un-

certainty about the representativeness of the soundings,

and because of the idealization of the simulations (e.g.,

neglect of radiation, surface fluxes, and mesoscale vari-

ability). In fact, comparisonwith theVORTEX2 datawill

inevitably be subjective/qualitative because of differ-

ences in timing owing to different initiation mechanisms.

Also, the observational analyses were created from sound-

ings launched at different times (from one site as the squall

line passed), and the squall line evolved somewhat during

this time period.Wenote that the observed soundings from

the convective and trailing stratiform regions of the system

(S6–S9; see BP10) were launched roughly 4–5 h after the

squall line first formed. Because the properties of these

regions are of key interest here, we show model output

averaged between 4 and 5 h. The primary purpose of the

following analysis is to determine if any of the microphys-

ical setups have any obvious shortcomings.

Line-average cross sections of relative humidity (H)

w.r.t. liquid are shown in Fig. 12. In the trailing stratiform

region,H is considerably lower with 2M than 1M (cf. Figs.

12a,b) because of the different rainwater evaporation

rates in the trailing stratiform rain (section 4a). The lower

H values from 2M compare better with observations, al-

though all simulations are too humid at low levels in the

cold pool (i.e., for xc, 0 and z, 3 km). Themodel output

shown here is averaged along the line, whereas the

FIG. 11. Hovmöller diagrams of line-averaged reflectivity (dBZ) at the lowest model level for (a) 2M-HAIL with

Dx 5 1 km, (b) 2M-HAIL with Dx 5 4 km, (c) 1M-HAIL with Dx 5 1 km, and (d) 1M-HAIL with Dx 5 4 km.

Contours show reflectivity at z 5 3 km (contour interval is 10 dBZ).
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observations are from one location; nevertheless, we find

thatH, 40% does not occur at any individual grid point

in the cold pool of the Dx 5 0.25-km simulations, con-

firming a general moist bias in these simulations.

There are also notable structural differences between

the simulations, which are likely attributable to the dif-

ferent rates of generation of the cold pool; the hail simu-

lations (e.g., Figs. 12a,b) develop a cold pool faster, owing

to the larger fall velocity of hail compared to graupel.

Thus, the hail simulations develop an upshear-tilted

structure more quickly, which is partly responsible for the

different structure at this time compared to the run with

graupel (Fig. 12c). Locations at xc , 250 km in the ob-

servational analysis are at the latest time (owing to time-

to-space conversion), and so differences in Figs. 12a–c are

partially attributable to the different time periods.

The structural differences are more apparent for

changes in grid spacing. The Dx 5 4-km simulation (Fig.

12e) is the slowest to develop, which explains the lack of

a large trailing stratiform region by this time. The com-

paratively large cloud tops withDx$ 1 km are evident in

Figs. 12d and 12e, but we cannot evaluate this difference

using the VORTEX2 analysis owing to the lack of ob-

servations for xc ’ 50 km.

Cross sections of buoyancy (relative to the initial envi-

ronmental sounding) are shown in Fig. 13. The model

simulations capture some observed changes of B in the

environment ahead of the squall line (xc . 0), such as

cooling near the top of the boundary layer and in mid-

levels, warming in the 8–12-km layer, and cooling in the

lower stratosphere. (The model does not produce cooling

near the surface in the environment because radiative

processes and surface heat fluxes are neglected in this

study.) In the near-surface cold pool (xc , 0), B is slightly

lower for 1M compared to 2M (cf. Figs. 13a,b); this dif-

ference is attributable to the enhanced Er with 1M (dis-

cussed earlier). Using graupel instead of hail does not have

much effect on the distribution ormagnitude ofB (cf. Figs.

13a,c). In terms of resolution sensitivity, the cold pool for

Dx 5 4 km is generally weaker and shallower than the

analysis (cf. Figs. 13e,f), whereas theDx5 1-km simulation

produces a similar distribution ofB, but larger amplitudes,

compared to the Dx5 0.25-km run (cf. Figs. 13a,d). In all

simulations, buoyancy is slightly too low near the surface

because of a low bias in temperature; we cannot explain

this bias, at this time, but it is probably attributable to

excessive evaporation and/or the neglect of surface fluxes.

With the exception of Dx 5 4 km, all simulations re-

produce the observed cold pool depth h reasonably well

(where h is defined as the level where B first becomes

zero). In the observations and model simulations with

Dx# 1 km, h is roughly 4 km near the surface gust front,

and is roughly 4.5 km in the trailing stratiform region

(i.e., ;1 km above the melting level, which is shown by

the dashed line).

Figures 14a,b and 14c,d show h and cold pool intensity

C, respectively, for two simulations, where the thick black

line is the average value, and shading encloses the

minimum and maximum values within the domain. The

plus symbols in Fig. 14 denote observed values (from

BP10). All simulations (including those not shown) tend

to underestimate h slightly in the trailing stratiform re-

gion (xc , 230 km). Closer to the leading edge of the

cold pool, the observed value at xc5 8 km is reproduced

at some grid points, although the mean value of h is

slightly lower than the observed value. The very large

values of h near the surface gust front (25 km, xc , 0)

are attributable to the deep layer of cool air associated

with ascent in the environment (see Fig. 13) but not to

precipitation processes. Analyses using the thermody-

namic profile just ahead of the squall line (instead of the

initial sounding) for the reference profile do not yield

such large values of h (not shown).

Values of cold pool intensity C from the simulations

are generally similar to the observed values (i.e., 30–

35 m s21). However, the 2M simulations reproduce the

slight decrease in C toward the rear of the trailing strat-

iform region (i.e., as xc decreases), whereas the 1M sim-

ulations produce an increase in C in this region. Again,

the enhanced values of Er in the 1M runs are likely the

cause of this difference.

Cross sections of line-normal system-relative flow u are

shown in Fig. 15. The overall features are captured by all

simulations, including upper-level outflow near the tro-

popause, acceleration of front–rear flow in the convective

region between 3 and 8 km AGL, and rear-to-front flow

(shaded) near the front edge of the cold pool. All simu-

lations appear to lack a clear elevated rear inflow for xc,

250 km and z ’ 2 km. However, this result may be

attributable to averaging of the model output; there are,

in fact, areas with u. 0 between 2 and 3 km AGL for all

simulations (not shown), but only in isolated areas. The

1M simulations produce slightly stronger values of u in the

cold pool (e.g., Fig. 15b), and more expansive areas with

u . 0, which is consistent with their stronger cold pools.

Analyses of equivalent potential temperature ue (not

shown) have similar overall features between model out-

put and observations, including a nearly constant ue layer

from the melting level to the tropopause in the trailing

stratiform region, and lower values of ue in the cold pool.

However, ue in the cold pool is 5–10 K higher in the sim-

ulations than observations. This difference is consistent

with the positiveH bias in the cold pool (discussed earlier).

Some soundings from the trailing stratiform region are

shown in Fig. 16; an observed sounding is included as

thin black lines for comparison. The 2M-HAIL simulation
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(Fig. 16a) has a comparable temperature profile in the cold

pool (below 650 mb) but is considerably moister than the

observed sounding; hence, the ue bias is clearly related to

the moist bias. The 1M-HAIL simulation (Fig. 16b) is

too moist and too cold below 700 mb (although near-

surface conditions are close to observed values).

It is possible that the moist bias is caused by excessive

diffusion in the numerical simulations. As discussed by

FIG. 12. Vertical cross sections of relative humidityH: line-averaged values averaged over 4–5 h for (a) 2M-HAIL

with Dx 5 0.25 km, (b) 1M-HAIL with Dx 5 0.25 km, (c) 2M-GRPL with Dx 5 0.25 km, (d) 2M-HAIL with Dx 5

1 km, and (e) 2M-HAIL with Dx5 4 km. (f) The observational analysis from BP10 (where areas of insufficient data

are left blank and are enclosed by gray lines). Contour interval is 10%. Values .80% are shaded.
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BP10, observed values of ue in the cold pool were con-

sistent with undiluted subsaturated descent likely caused

by evaporation in midlevel air. All of our simulations

have air in the cold pools that originated in midlevels,

but nowhere is that air undiluted; we have confirmed this

conclusion by including passive fluid tracers, originating

in midlevels, in our simulations (not shown). In future

studies we will examine the possible role played by mi-

crophysical sensitivities that are beyond the scope of this

article, such as specified clouddrop concentration, raindrop

FIG. 13. As in Fig. 12, but for buoyancy B. Contour interval is 0.1 m s22, except intermediate contours of

60.02 m s22 are also included. The melting level is included as a thick dashed line. Light shading denotes B ,

20.02 m s22 and dark shading denotes B , 20.3 m s22.
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breakup parameterization, etc. that may account for this

moist bias.

Overall, we conclude from this comparison to the

VORTEX2 analyses that all simulations produce a rea-

sonably accurate simulation in terms of mesoscale

structure; specifically, all microphysical setups produce

reasonably similar cold pool structure and line-normal

flow. The 2M-HAIL simulations stand out because they

produce reasonable H values below the melting level in

the trailing stratiform region, although this setup slightly

underestimates the observed cold pool depth in this

area. The Dx 5 4-km simulations are clearly slower to

develop, and have weaker cold pools. In future studies,

we plan to investigate model settings and/or physical

parameterizations (e.g., radiation) that are needed to

produce better results, but this first attempt has pro-

duced encouraging results.

6. Summary

We have conducted a series of idealized squall-line

simulations using the environment of the 15 May 2009

squall line that was observed during VORTEX2. De-

spite the relative simplicity of the model setup (e.g., no

radiative tendencies, no surface heat fluxes, and a hori-

zontally homogeneous initial environment), the model

simulations produce reasonably accurate overall squall-

line structure. This study focuses on the sensitivity to

changes in microphysical setup and horizontal grid

spacing (Dx from 4 to 0.25 km). The changes to the

microphysical setup include one-moment versus double-

moment (2M) processes, and hail versus graupel as the

dense (rimed) ice species.

Changes to either microphysics or Dx affect the struc-

ture and intensity of the simulated squall line. Changes to

Dx have a greater impact overall than the changes in

microphysical setup, although this result is partially at-

tributable to slower spinup and evolution with the rela-

tively coarse (Dx 5 4 km) resolution. An especially

notable result from this study is that surface precipitation

decreases as horizontal grid spacing decreases: specif-

ically, surface precipitation is 10%–30% lower with Dx5

0.25 km than with Dx 5 1 km. This result can be

explained by changes in condensation and evaporation,

FIG. 14. Analyses of (a),(b) cold pool depth h and (c),(d) cold pool intensity C at t5 5 h using Dx5 0.25 km. The

2M-HAIL simulation is shown in (a) and (c) and the 1M-HAIL simulation is shown in (b) and (d). The black line

shows the average value, and the shading encloses minimum and maximum values in the domain. The plus symbols

are from the observational study of BP10.
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as discussed in section 3a. Most notably, decreasing Dx

typically leads to larger evaporation, and most of the

change is attributable to the evaporation of cloud water

(not rainwater). Changes in the total surface area of

clouds, and enhanced entrainment/detrainment because

of resolved turbulence, seem to be primarily responsible

for the increase in cloud water evaporation with de-

creasing Dx.

Consistent with previous studies, we find that single-

moment (1M) specification of microphysics produces

less realistic results. The trailing stratiform precipitation

does not exist at the surface with 1M because rainwater

FIG. 15. As in Fig. 12, but for system-relative across-line wind speed u. Contour interval is 5 m s21. Values . 0

are shaded.
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evaporates too quickly (which also accounts for a low-

buoyancy bias in the cold pool, and higher relative

humidity, compared to both observations and the 2M

runs). Simulations with graupel (instead of hail) produce

convective regions that are too wide and have lower

reflectivity, which is primarily attributable to the slower

fall velocity of graupel compared to hail.

Microphysical sensitivities are found to be qualitatively

similar for the different grid spacings. For example, 2M

simulations produce more rain and weaker cold pools

compared to 1M, regardless of the value for Dx. This

result suggests that model users can test microphysical

sensitivity at lower resolution and get qualitatively con-

sistent results. However, quantitative differences are ap-

parent for higher resolution.

By comparing against rawinsonde data collected during

VORTEX2, the simulation with Dx 5 0.25 km, double-

moment microphysics, and hail as the dense ice species is

themost realistic. This run (2M-HAIL) stands out because

(i) it has realistic convective, transition, and trailing strat-

iform regions, (ii) the depth, intensity, and distribution of

the surface-based cold pool compare favorably with ob-

servations, and (iii) it has reasonably low values of relative

humidity at low levels (z, 4 km) in the trailing stratiform

region. However, all simulations have a positive bias in

relative humidity and low bias in temperature in the cold

pool, which is possibly related to excessive evaporation,

but is difficult to explain definitively at this time.

Finally, we note that this study examines only one case

in a relatively high-CAPE, low-shear environment. Future

work should repeat these types of analyses for different

cases and different environments, perhaps including

lower-CAPE tropical environments and higher-shear

midlatitude environments.
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APPENDIX

Technical Details

a. Details of the numerical model

The numerical model (CM1) integrates governing

equations for the three Cartesian components of velocity

(u, y, w), potential temperature (u), nondimensional

pressure (p), and mixing ratios for water vapor (qy), liq-

uid water (ql; i.e., cloud and rain), and solid water (qs; i.e.,

FIG. 16. Soundings at xc5250 km at t5 5 h usingDx5 0.25 kmwith (a) 2M-HAIL and (b) 1M-HAIL. Themodel

soundings (thick lines) are averaged along the line. An observed sounding (S7 from BP10) is shown by thin lines that

was launched at xc 5 246 km approximately 5 h after the squall line formed.
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snow, ice, and graupel/hail). The velocity equations are

reported elsewhere (e.g., Bryan and Fritsch 2002). The

governing equations for moisture, potential temperature

(u), and nondimensional pressure (p) are listed here to

clarify how ice processes are included:
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The D terms represent diffusive/turbulent tendencies,

Ru is Rayleigh damping, Vl and Vs are fall velocities for

liquid water and solid water (respectively), and ra is dry-

air density. The _q terms represent phase changes where

the subscripts lv, sv, and sl represent, respectively, liquid-

to-vapor, solid-to-vapor, and solid-to-liquid transfers (and

vice versa). TheL terms are the corresponding latent heats

for these phase changes. We use the mass- and energy-

conserving techniqueofBryan andFritsch (2002), forwhich
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where cp and cpv are the specific heats of dry air and

water vapor (respectively) at constant pressure, cy and

cvv are the specific heats of dry air and water vapor

(respectively) at constant volume, cl and cs are the spe-

cific heats of liquid water and solid water (respectively),

R and Ry are the gas constants for dry air and water

vapor (respectively), and � [ R/Ry. Although not used

herein, a traditional (nonconserving) equation set can be

obtained by setting cpv5 cvv5 cl5 cs5Ry 5P25P35

P4 5 P5 5 0 in the equations above.

The definitions ofp and u are customary:p [ (p/p
0
)R/cp

and u [ T/p, where p is pressure, p0 5 1000 mb is a ref-

erence pressure, and T is temperature. Dry-air density

ra is obtained from the ideal gas law: r
a
5 p0p

c
y
/R(R

m
u)21.

In all equations, prime superscripts indicate perturbations

from a one-dimensional time-invariant hydrostatic refer-

ence profile.

The model is integrated using the split-explicit Runge–

Kutta scheme for compressible equation sets following

Wicker and Skamarock (2002). The simulations herein

use a sixth-order flux-form advection scheme in the hor-

izontal and a fifth-order scheme in the vertical. Explicit

=
6 diffusion (Xue 2000) is applied in the horizontal to all

variables except p. A positive-definite scheme is applied

to the combination of advective and diffusive tendencies

to ensure mass conservation. The subgrid turbulence

scheme follows Deardorff (1980). Subgrid condensation/

microphysics effects are not accounted for in these

simulations.

For 2M simulations there are also equations for number

concentration for every liquid/solid water component ex-

cept for cloud liquid water. The numerical methods for

advection and diffusion are the same as for mixing ratios.

b. Further details of the double-moment microphysics

scheme

In the two-moment version of the scheme, N0 and l

are free parameters that are determined from the pre-

dicted mixing ratio and number concentration for each

species:

l 5

�

cNG(m1 4)

qG(m1 1)

�1/d

, (A6)

N0 5

�

Nlm11

G(m 1 1)

�

, (A7)

where G is the Euler gamma function and the parame-

ters c and d are given by the assumed power-law mass–

diameter (m–D) relationship of the hydrometeors for

each species, where m 5 cDd. Here, all particles are as-

sumed to be spheres for simplicity, with a bulk particle

density for the various ice species following Reisner et al.

222 MONTHLY WEATHER REV IEW VOLUME 140



(1998), except as described in section 2b for hail. Other

details of the parameterization, including formulations

for the various microphysical process rates, are given by

Morrison et al. (2009) and references therein. For sim-

plicity, we assume a constant cloud droplet concentration

of 300 cm23. It is beyond the scope of this study to ex-

amine the impact of changes in droplet concentration due

to different aerosol loadings; hence, this subject is left for

future work.

c. Radar reflectivity

Radar reflectivity Z is calculated from integration of

the size distributions for each species following Smith

(1984). For simplicity, and since we are primarily in-

terested in comparisons to widely available radar data,

only Rayleigh scattering is considered whereas Mie

scattering is ignored. This assumption is justified for the

relatively large wavelength considered in this study

(10 cm). For frozen species, a prefactor is used to com-

pensate for the fact that the dielectric factor is with re-

spect to water (not ice). The special case of partially

melted snow and graupel utilizes the code of Blahak

(2007) that allows for different ice lattice and water

coating assumptions. This produces a radar bright band

that appears physically reasonable and improves upon

the assumption of no meltwater. The same reflectivity

code and parameter settings (e.g., dielectric factor for

ice) are used for all microphysical configurations, al-

though the particle size distributions differ between 1M

and 2M as described in section 2b.
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