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Abstract

The usage of inertial sensors has traditionally been confined primarily to the avi-
ation and marine industry due to their associated cost and bulkiness. During the
last decade, however, inertial sensors have undergone a rather dramatic reduc-
tion in both size and cost with the introduction of micro-machined electrome-
chanical system (mems) technology. As a result of this trend, inertial sensors
have become commonplace for many applications and can even be found inmany
consumer products, for instance smart phones, cameras and game consoles. Due
to the drift inherent in inertial technology, inertial sensors are typically used in
combination with aiding sensors to stabilize and improve the estimates. The need
for aiding sensors becomes even more apparent due to the reduced accuracy of
mems inertial sensors.

This thesis discusses two problems related to using inertial sensors in combina-
tion with aiding sensors. The first is the problem of sensor fusion: how to com-
bine the information obtained from the different sensors and obtain a good esti-
mate of position and orientation. The second problem, a prerequisite for sensor
fusion, is that of calibration: the sensors themselves have to be calibrated and pro-
vide measurement in known units. Furthermore, whenever multiple sensors are
combined additional calibration issues arise, since the measurements are seldom
acquired in the same physical location and expressed in a common coordinate
frame. Sensor fusion and calibration are discussed for the combination of iner-
tial sensors with cameras, ultra-wideband (uwb) or global positioning system
(gps).

Two setups for estimating position and orientation in real-time are presented
in this thesis. The first uses inertial sensors in combination with a camera; the
second combines inertial sensors with uwb. Tightly coupled sensor fusion algo-
rithms and experiments with performance evaluation are provided. Furthermore,
this thesis contains ideas on using an optimization based sensor fusion method
for a multi-segment inertial tracking system used for human motion capture as
well as a sensor fusion method for combining inertial sensors with a dual gps
receiver.

The above sensor fusion applications give rise to a number of calibration prob-
lems. Novel and easy-to-use calibration algorithms have been developed and
tested to determine the following parameters: the magnetic field distortion when
an inertial measurement unit (imu) containing magnetometers is mounted close
to a ferro-magnetic object, the relative position and orientation of a rigidly con-
nected camera and imu, as well as the clock parameters and receiver positions of
an indoor uwb positioning system.
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Populärvetenskaplig sammanfattning

Användningen av tröghetssensorer har traditionellt varit begränsad främst till
marin- och flygindustrin på grund av sensorernas kostnad som storlek. Under
det senaste decenniet har tröghetssensorer storlek såväl som kostand genomgått
en dramatisk minskning tack vara införandet av micro-machined electromecha-
nical system (mems) teknik. Som ett resultat av denna trend, har de blivit vanliga
i många ny tillämpningar och kan nu även hittas i många konsumentprodukter,
till exempel smarta telefoner, kameror och spelkonsoler. På grund av sin drift
används tröghetssensorer vanligtvis i kombination med andra sensorer för att
stabilisera och förbättra resultatet. Behovet av andra sensorer blir ännu mer up-
penbart på grund av minskad noggrannhet hos tröghetssensorer av mems-typ.

Denna avhandling diskuterar två problem relaterade till att använda tröghetssen-
sorer i kombination med andra sensorer. Det första problemet är sensorfusion:
hur kombinerar man information från olika sensorer för att få en bra skattning
av position och orientering. Det andra problemet, en förutsättning för sensorfu-
sion, är kalibrering: sensorerna själva måste vara kalibrerade och ge mätningar
i kända enheter. När flera sensorer kombineras kan ytterligare kalibreringspro-
blem uppstå, eftersommätningarna sällan utförs på samma fysiska position eller
uttrycks i ett gemensam koordinatsystem. Sensorfusion och kalibrering diskute-
ras för kombinationen av tröghetssensorer med kameror, ultra-wideband (uwb)
eller global positioning system (gps).

Två tillämpningar för att skatta läge och orientering i realtid härleds och presen-
teras i den här avhandlingen. Den första använder tröghetssensorer i kombina-
tion med en kamera, den andra kombinerar tröghetssensorer med uwb. Vidare
presenteras resultaten från ett flertal experiment för att kunna utvärdera prestan-
da. Dessutom innehåller denna avhandling idéer om hur man använder en opti-
meringsbaserad sensorfusionsmetod för att bestämma mänsklig rörelse, samt en
sensorfusionsmetod för att kombinera tröghetssensorer med två gps-mottagare.

Ovanstående sensorfusionstillämpningar ger upphov till ett flertal kalibrerings-
problem. Nya och lättanvända kalibreringsalgoritmer har utvecklats och testats
för att fastställa följande parametrar: distorsion av magnetfältet när en inerti-
al measurement unit (imu) som innehåller magnetometrar är monterad nära ett
ferro-magnetiskt objekt, relativa läget och orienteringen för en kamera och imu
som är fast monterade i förhållande till varandra, samt klockparametrar och mot-
tagarpositioner för ett uwb positioneringssystem för inomhusbruk.
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Notation

In this thesis, scalars are denoted with lowercase letters (u, ρ), geometric vectors
with bold lowercase letters (b,ω), state and parameter vectors with bold lower-
case letters (x,θ), quaternions with lowercase letters (q, e), and matrices with
capitals (A, R). Superscripts denote rotations and in which frame a quantity is
resolved (qbn, bn). Subscripts are used for annotations and indexing (xt ,ωie, yu).

Coordinate frames are used to denote the frame in which a quantity is resolved,
as well as to denote the origin of the frame, e.g., bn is the position of the body
frame (b-frame) expressed in the navigation frame (n-frame) and tb is the posi-
tion of the transmitter resolved in the b-frame. Furthermore, qbn,ϕbn and Rbn

are the unit quaternion, the rotation vector and the rotation matrix, respectively.
They parameterize the rotation from the n-frame to b-frame and can be used in-
terchangeable. More details can be found in Chapter 4.

A complete list of used abbreviations and acronyms, a list of coordinate frames,
together with a list of mathematical operators and sets can be found in the tables
on the next pages.
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xvi Notation

Coordinate frames and locations

Notation Meaning

b Body frame.
c Camera frame.
e Earth frame.
ι Image frame.
i Inertial frame.
n Navigation frame.
t Transmitter location.

Some sets

Notation Meaning

Z Integer numbers.
Qs Scalar quaternions.
Q1 Unit-length quaternions.
Qv Vector quaternions.
R Real numbers.

SO(3) Special orthogonal group, 3-dimensional.
S(2) Sphere, 2-dimensional.

Operators

Notation Meaning

argmax Maximizing argument.
argmin Minimizing argument.
Cov Covariance.
[ ·×] Cross product matrix.
diag Diagonal matrix.
Dx · Jacobian matrix.
d Differential operator.
· −1 Inverse.
· −T Transposed inverse.
⊗ Kronecker product.
‖ · ‖2 2-Norm.
‖ · ‖W Weighted norm.
· c Quaternion conjugate.
⊙ Quaternion multiplication.
· L Left quaternion multiplication.
· R Right quaternion multiplication.
tr Trace.
· T Transpose.
vec Vectorize operator.



Notation xvii

Abbreviations and acronyms

Abbreviation Meaning

i.i.d. Independently and identically distributed.
w.r.t. With respect to.
2d Two dimensional.
3d Three dimensional.
ar Augmented reality.
cad Computer aided design.
dgps Differential gps.
dof Degrees of freedom.
ekf Extended Kalman filter.
gnns Global navigation satellite system.
gps Global positioning system.
imu Inertial measurement unit.
kf Kalman filter.
kkt Karush-Kuhn-Tucker.
map Maximum a posteriori.
mems Micro-machined electromechanical system.
ml Maximum likelihood.
nlos Non line of sight.
pdf Probability density function.
pf Particle filter.
pvt Position, velocity and time.
rmse Root mean square error.
sbas Satellite-based augmentation system.
slam Simultaneous localization and mapping.
tdoa Time difference of arrival.
toa Time of arrival.
uwb Ultra-wideband.
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1
Introduction

This chapter gives an introduction to the thesis by briefly explaining the setting
in which the work has been carried out, presenting the contributions in view of a
problem formulation and providing some reading directions.

1.1 Motivation

Inertial sensors have been around for decades. Traditionally they have been used
in aviation and marine industry, where they are used for navigation and control
purposes. That is, the inertial sensors are used to determine the instantaneous
position and orientation of a platform. This hardware typically is very accurate
as well as rather bulky and expensive.

The introduction of micro-machined electromechanical system (mems) technol-
ogy has lead to smaller and cheaper inertial sensors, and this trend is still con-
tinuing. Nowadays inertial sensors have become more ubiquitous and are used
in consumer applications. They can be found in cars, gaming consoles and in ev-
ery self-respecting smart-phone. Some examples of platforms containing inertial
sensors are shown in Figure 1.1.

Currently, the major disadvantage of mems components is the reduced perfor-
mance in terms of accuracy and stability, impeding autonomous navigation. As a
result, inertial sensors are typically used in combination with aiding sources. As
there is no generic solution for three dimensional (3d) tracking in general (Welch
and Foxlin, 2002), the aiding source is chosen depending on the application. Ex-
amples of aiding sources include actual sensors such as vision, ultra-wideband
(uwb) and the global positioning system (gps). Furthermore, constraints, for
instance from bio-mechanical models, can also be used as aiding sources.

3



4 1 Introduction

(a) Airbus A380 (b) Volvo V70

(c) iPhone (d) Nintendo Wii

Figure 1.1: Examples of platforms containing inertial sensors. By courtesy
of Airbus, Volvo cars, Apple and Nintendo.

Combined with a suitable aiding source, inertial sensors form the basis for a pow-
erful tracking technology which has been successfully applied in a wide range
of applications. Examples include navigation of autonomous vehicles, motion
capture and augmented reality (ar), see Figure 1.2. Navigation of autonomous
vehicles, for aerial, ground or marine applications, is a more traditional appli-
cation of inertial sensors. They are used, typically in combination with gps, to
determine the real-time position and orientation of the platform. This is in turn
used in the control loop to stabilize the platform and to make sure that it follows
a predetermined path.

For motion capture applications, small inertial measurement units (imus) are
attached to body segments. Such a system can measure the orientation and rel-
ative position of the individual segments and thereby the exact movement of a
person or an animal. In a health-care setting, this allows clinical specialists to
analyze, monitor and train the movements of a patient. Similarly, it allows ath-
letes to study and improve their technique. In the movie and gaming industry,
the recorded movements of an actor form the basis for special effects or game
characters.

One of the main ideas of ar is to overlay a real scene with computer generated
graphics in real-time. This can be accomplished by showing the virtual objects
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(a) Autonomous vehicles (b)Motion capture

(c) Augmented reality (ar)

Figure 1.2: Examples of applications using inertial technology. By courtesy
of Tartan Racing and Frauenhofer IGD.

on see-through head-mounted displays or superimposing them on live video im-
agery. Inertial sensors combined with vision can be used to determine the posi-
tion and orientation of the camera. This knowledge is required to position and
align the virtual objects correctly on top of the real world and to ensure that they
appear to stay in the same location regardless of the camera movement.

1.2 Problem formulation

Inertial sensors are small and unobtrusive devices which are used in a wide range
of applications. However, they have to be used together with some kind of aiding
sensor. This immediately brings us to the problem of sensor fusion: how can one
combine the information from the sensors and models to obtain a good estimate
and extract all the information from the available measurements.

The second problem is frequently overlooked. Whenever multiple sensors are
combined one also has to deal with additional calibration issues. Quantities are
seldom measured at the same position and in the same coordinate frame, imply-
ing that the alignment, the relative position and/or orientation of the sensors, has
to be determined. Sometimes this can be taken from a technical drawing, but fre-
quently this has to be determined in-situ from the sensor measurements. Such
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a procedure is called a calibration procedure, and has to be designed for every
combination of sensors. A good calibration is a prerequisite to do sensor fusion.
Therefore, it is very important to have simple and efficient calibration procedures,
preferable without additional hardware.

Both sensor fusion and calibration are discussed in the thesis. We focus on the
combination of inertial sensors with vision, uwb or gps. These applications are
discussed individually, starting from a common theoretical background.

1.3 Motivating example

For outdoor applications, gps is the standard choice of aiding source to combine
with inertial sensors. However, for indoor applications this not a viable option
due to problematic reception of gps signals as well as reflections. As an alter-
native one can use a uwb setup. Such a system consists of a network of syn-
chronized receivers that track a (potentially large) number of small transmitters.
Integrating one of these transmitters with an inertial sensor results in a 6 gls-
DOF general purpose tracking system for indoor applications. The sensor unit is
shown in Figure 1.3.

Figure 1.3: An Xsens prototype sensor unit, integrating an imu and an uwb
transmitter into a single housing.

Figure 1.4 shows a comparison of the imu, uwb and the combined imu/uwb esti-
mates. As is clearly seen, the imu performance rapidly decreases due to drift, es-
pecially for position and velocity. Uwb provides only position measurements; ve-
locity and orientation are not available. The inertial/uwb combination provides
superior estimates. It gives accurate and stable estimates of position, velocity as
well as orientation. More details can be found in Chapter 7.

The above inertial/uwb technology is commercially available as a part of MVN
Motiongrid by Xsens Technologies (Xsens Technologies, 2010).
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Figure 1.4: Position, velocity and orientation estimates. Shown are trajecto-
ries using the imu (–), uwb (- -) and the imu/uwb combination (–).

1.4 Contributions

The main contributions of this thesis are, listed in order of appearance:

• A concise overview of inertial sensors, vision, uwb and gps and the kine-
matics linking their measurements.

• The idea of applying optimization based sensor fusion methods to multi-
segment inertial tracking system.

• A calibration algorithm to calibrate the magnetic field of an imu mounted
close to a ferro-magnetic object.

• The development, testing and evaluation of a real-time pose estimation sys-
tem based on sensor fusion of inertial sensors and vision.

• An easy-to-use calibration method to determine the relative position and
orientation of a rigidly connected camera and imu.

• A calibration method to determine the clock parameters and receiver posi-
tions of a uwb positioning system.

• The development, testing and evaluation of a tightly coupled 6 degrees of
freedom (dof) tracking system based on sensor fusion of inertial sensors
and uwb.

• A sensor fusion method for combining inertial sensors and dual gps.
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1.5 Publications

Parts of this thesis have been previously published. Material on sensor fusion
using inertial sensors and vision (Chapter 6) has been published in

J. D. Hol, T. B. Schön, and F. Gustafsson. Modeling and calibration of
inertial and vision sensors. International Journal of Robotics Research,
29(2):231–244, feb 2010b. doi: 10.1177/0278364909356812.

J. D. Hol, T. B. Schön, and F. Gustafsson. A new algorithm for cali-
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J. D. Hol, F. Dijkstra, H. Luinge, and T. B. Schön. Tightly coupled
UWB/IMU pose estimation. In Proceedings of IEEE International
Conference on Ultra-Wideband, pages 688–692, Vancouver, Canada,
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1.6 Outline

This thesis consists of two parts. Part I contains the background material to the
applications presented in Part II.

Part I starts with a brief introduction to the field of estimation. It provides some
notion about the concepts of parameters estimation, system identification and
sensor fusion. Chapter 3 contains sensor specific introductions to inertial sensors,
vision, uwb and gps. The measurements, calibration techniques and standard
usage for each kind of sensor are discussed. Chapter 4, on kinematics, provides
the connection between these sensors.

Part II discusses sensor fusion for a number of applications, together with associ-
ated calibration problems. It starts with orientation estimation using standalone
imus in Chapter 5. Chapter 6 is about estimating position and orientation using
vision and inertial sensors. Pose estimation using uwb and inertial sensors is the
topic of Chapter 7. The combination of gps and inertial sensors is discussed in
Chapter 8. Finally, Chapter 9 concludes this thesis and gives possible directions
for future work.





2
Estimation theory

This chapter provides a brief introduction to the field of estimation. It provides
some notion about the concepts of parameter estimation, system identification
and sensor fusion.

2.1 Parameter estimation

In parameter estimation the goal is to infer knowledge about certain parameters
of interest from a set of measurements. Mathematically speaking, one wants
to find a function, the estimator, which maps the measurements to a parameter
value, the estimate. In statistics literature (e.g. Trees, 1968; Hastie et al., 2009)
many different estimators can be found, among which the maximum likelihood
(ml) estimator and the maximum a posteriori (map) estimator are of particular
interest.

The ml estimate is defined in the following way

θ̂ml = argmax
θ

p(y|θ). (2.1)

That is, the estimate θ̂ml is the value of the parameter vector θ at which the
likelihood function p(y|θ) attains its maximum. Here p(y|θ) is the probability
density function (pdf) which specifies how the measurements y are distributed
when the parameter vector θ is given. Example 2.1 shows how an ml estimate
for the mean and the covariance of a Gaussian distribution is derived.

11
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2.1 Example: Gaussian parameter estimation

The pdf and the corresponding log-likelihood of a Gaussian random variable y
with mean µ ∈ R

m and covariance Σ ∈ R
m×m, Σ ≻ 0, denoted as y ∼ N (µ,Σ) is

given by

p(y|µ,Σ) = (2π)−
m
2 (detΣ)−

1
2 exp

(

−1
2 (y − µ)TΣ−1(y − µ)

)

, (2.2a)

log p(y|µ,Σ) = −m2 log(2π) − 1
2 log detΣ − 1

2 (y − µ)TΣ−1(y − µ), (2.2b)

where the dependence on the parameters µ and Σ has been denoted explicitly.

Given a set of N independent samples y1:N = {yn}Nn=1 drawn from y, the ml
estimate of the parameters θ = {µ,Σ} is now given as

θ̂ = argmax
θ

p(y1:N |θ) = argmax
θ

N∏

n=1

p(yn|θ)

= argmin
θ

N∑

n=1

− log p(yn|θ)

= argmin
θ

Nm

2
log 2π +

N

2
log detΣ +

1
2
tr









Σ
−1

N∑

n=1

(yn − µ)(yn − µ)T








. (2.3)

Minimizing with respect to (w.r.t.) θ yields θ̂ = {µ̂, Σ̂} with

µ̂ =
1
N

N∑

n=1

yn, Σ̂ =
1
N

N∑

n=1

(yn − µ̂)(yn − µ̂)T , (2.4)

which are the well-known sample mean and sample covariance.

The map estimate is defined in the following way

θ̂map = argmax
θ

p(θ|y). (2.5)

That is, the estimate θ̂map is the value of the parameter θ at which the posterior
density p(θ|y) attains its maximum. Bayes’ formula expands p(θ|y) as

p(θ|y) = p(θ, y)
p(y)

=
p(y|θ)p(θ)

p(y)
. (2.6)

This implies that the map estimate can equivalently be defined as

θ̂map = argmax
θ

p(y|θ)p(θ). (2.7)

Here, p(θ) is called the prior. It models the a priori distribution of the parame-
ter vector θ. In case of an uninformative, uniform prior, the map estimate and
the ml estimate become equivalent. Example 2.2 shows how a map estimate for
an exponential prior is derived. Exponential priors are for instance used in the
context of ultra-wideband (uwb) positioning, see Section 7.3.
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2.2 Example: Range measurements with outliers

Consider a set of N independent range measurements y1:N = {yn}Nn=1 with Gaus-
sian measurement noise. Due to the measurement technique, the measurements
are occasionally corrupted with a positive offset. That is,

yn = r + dn + en, (2.8)

where r is the range, en ∼ N (0, σ2) is the measurement noise and dn ≥ 0 is a
possibly nonzero disturbance. The presence of the disturbances is taken into
account using an exponential prior with parameter λ,

p(dn) =









λ exp(−λdn), dn ≥ 0
0, dn < 0.

(2.9)

The map estimate of the parameter vector θ = {r, d1, . . . dN } is now given as

θ̂ = argmax
θ

p(y1:N |θ)p(θ) = argmax
θ

N∏

n=1

p(yn|r, dn)p(dn)

= argmin
θ

N∑

n=1

(yn − r − dn)2
2σ2 + λ

N∑

n=1

dn (2.10)

The last step is obtained by taking the logarithm and removing some constants.
There exists no closed form solution to (2.10). However, it can be solved using
numerical optimization methods, see Section 2.3.

As an application of parameter estimation consider the topic of system identifica-
tion (Ljung, 1999, 2008). Here, one wants to identify or estimate parameters of
dynamical systems. These parameters are computed from information about the
system in the form of input and output data. This data is denoted

z1:N = {u1, u2, . . . , uN , y1, y2, . . . , yN }, (2.11)

where {ut}Nt=1 denote the input signals and {yt}Nt=1 denote the output signals (mea-
surements). Note that the input signals are sometimes sampled at a higher fre-
quency than the measurements, for instance in the case of inertial sensors and
vision. In this case, some of the measurements are missing and they are removed
from the dataset.

Besides a dataset, a predictor capable of predicting measurements is required.
More formally, the predictor is a parameterized mapping g( · ) from past input
and output signals to the space of the model outputs,

ŷt|t−1(θ) = g(θ, z1:t−1), (2.12)

where z1:t−1 is used to denote all the input and output signals up to time t−1 and
θ denotes the parameters of the predictor. Many different predictor families are
described in literature (see Ljung, 1999), including black-box models and gray-
box models based on physical insight.
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Finally, in order to compute an estimate of the parameters θ a method to deter-
mine which parameters are best at describing the data is needed. This is accom-
plished by posing and solving an optimization problem

θ̂ = argmin
θ

V (θ, z1:N ), (2.13)

where V is a cost function measuring how well the predictor agrees with the
measurements. Typically, the cost function V (θ, z1:N ) is of the form

V (θ, z1:N ) =
1
2

N∑

t=1

‖yt − ŷt|t−1(θ)‖2Λt
, (2.14)

where Λt is a suitable weighting matrix. Introducing the stacked normalized
prediction vector e = vec [e1, e2, . . . , eN ] of length Nny where

et = Λ
−1/2
t (yt − ŷt|t−1(θ)), (2.15)

the optimization problem (2.13) can be simplified to

θ̂ = argmin
θ

eT e. (2.16)

The covariance of the obtained estimate θ̂ can be approximated as (Ljung, 1999)

Cov θ̂ =
eT e

Nny

(

[Dθ e]T [Dθ e]
)−1

, (2.17)

where [D · ] is the Jacobian matrix, see Appendix A.1. The dataset (2.11) on which
the estimate θ̂ is based does not have to satisfy any constraint other than that it
should be informative, i.e., it should allow one to distinguish between different
models and/or parameter values (Ljung, 1999). It is very hard to quantify this
notion of informativeness, but in an uninformative experiment the predicted out-
put will not be sensitive to certain parameters and this results in large variances
of the obtained estimates.

2.2 Sensor fusion

Sensor fusion is about combining information from different sensor sources. It
has become a synonym for state estimation, which can be interpreted as a special
case of parameter estimation where the parameters are the state of the system
under consideration. Depending on the application, the current state or the state
evolution are of interest. The former case is called the filtering problem, the latter
the smoothing problem.

2.2.1 Filtering

In filtering applications the goal is to find an estimate of the current state given
all available measurements (Gustafsson, 2010; Jazwinski, 1970). Mathematically
speaking, one is interested in the filtering density p(xt |y1:t), where xt is the state
at time t and the set y1:t = {y1, . . . , yt} contains the measurement history up to
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time t. The filtering density is typically calculated using the recursion

p(xt |y1:t) =
p(yt |xt)p(xt |y1:t−1)

p(yt |y1:t−1)
, (2.18a)

p(yt |y1:t−1) =
∫

p(yt |xt)p(xt |y1:t−1) dxt , (2.18b)

p(xt |y1:t−1) =
∫

p(xt |xt−1)p(xt−1|y1:t−1) dxt−1. (2.18c)

This filter recursion follows from Bayes’ rule (2.6) in combination with the stan-
dard assumption that the underlying model has the Markov property

p(xt |x1:t−1) = p(xt |xt−1), p(yt |x1:t) = p(yt |xt). (2.19)

The conditional densities p(xt |xt−1) and p(yt |xt) are implicitly defined by the pro-
cess model and measurement model, respectively. For the nonlinear state space
model with additive noise, we have

xt+1 = f (xt) + wt ⇔ p(xt |xt−1) = pwt
(

xt − f (xt−1)
)

, (2.20a)

yt = h(xt) + vt ⇔ p(yt |xt) = pvt
(

yt − h(xt)
)

. (2.20b)

Here pwt and pvt denote the pdfs of the process noise wt and the measurement
noise vt respectively. In Example 2.3, the well-known Kalman filter (kf) is de-
rived from the filter equations (2.18).

2.3 Example: The Kalman filter (kf)

Consider the following linear state-space model with additive noise,

xt+1 = Atxt + wt , (2.21a)

yt = C txt + vt , (2.21b)

where wt ∼ N (0,Σw) and vt ∼ N (0,Σv) are independently and identically dis-
tributed (i.i.d.) Gaussian variables. In this case (2.18) can be evaluated analyti-
cally, resulting in the kf (Kalman, 1960; Kailath et al., 2000; Gustafsson, 2010).

Starting from a Gaussian estimate p(xt |y1:t) = N (x̂t|t ,Σt|t), the process model
(2.21a) gives the following joint pdf

p(xt , xt+1|y1:t) = N
((

x̂t|t
At x̂t|t

)

,

[

Σt|t Σt|tA
T
t

AtΣt|t AtΣt|tA
T
t + Σw

])

. (2.22)

Evaluating (2.18c), i.e. marginalizing (2.22) w.r.t. xt , now yields

p(xt+1|y1:t) = N
(

At x̂t|t , AtΣt|tA
T
t + Σw

)

, N
(

x̂t+1|t ,Σt+1|t
)

. (2.23)

Similarly, the measurement model (2.21b) gives the following joint pdf

p(xt , yt |y1:t−1) = N
((

x̂t|t−1
C t x̂t|t−1

)

,

[

Σt|t−1 Σt|t−1C
T
t

C tΣt|t−1 C tΣt|t−1C
T
t + Σv

])

. (2.24)
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Evaluating (2.18b), i.e. marginalizing (2.24) w.r.t. xt , now yields

p(yt |y1:t−1) = N
(

C t x̂t|t−1, S t
)

, (2.25)

with S t = C tΣt|t−1C
T
t +Σv. Evaluating (2.18a), i.e. conditioning (2.24) on yt , gives

p(xt |y1:t) = N
(

x̂t|t−1 + K t(yt − C t x̂t|t−1),Σt|t−1 − K tS tKTt
)

, N
(

x̂t|t ,Σt|t
)

, (2.26)

where K t = Σt|t−1C
T
t S
−1
t .

Alternatively, the measurement update (2.26) can be interpreted as fusing two
information sources: the prediction and the measurement. More formally, we
have the equations

(

x̂t|t−1
yt

)

=

(

I
C t

)

xt + et , et ∼ N
((

0
0

)

,

[

Σt|t−1 0
0 Σv

])

, (2.27)

from which we want to estimate xt . Ml estimation boils down to solving a
weighted least squares problem. The mean x̂t|t and covariance Σt|t obtained this
way can be shown to be identical to (2.26) (Humpherys and West, 2010).

To prevent the kf from being affected by faulty measurements or outliers, outlier
rejection or gating is used to discard these. The standard approach is to apply
hypothesis testing on the residuals, which are defined as

εt = yt − ŷt|t−1, (2.28)

i.e. the difference between the observed measurement yt and the one-step ahead
prediction from the model ŷt|t−1 = C t x̂t|t−1. In absence of errors, the residuals
are normal distributed as εt ∼ N (0, S t) according to (2.25). This allows the cal-
culation of confidence intervals for the individual predicted measurements and
in case a measurement violates these, the measurement is considered an outlier
and is ignored.

Although conceptually simple, the multidimensional integrals in (2.18) typically
do not have an analytical solution. An important exception is the kf, discussed in
Example 2.3. However, typically some kind of approximation is used resulting in
a large family of filter types, including the extended Kalman filter (ekf) (Schmidt,
1966; Kailath et al., 2000; Gustafsson, 2010) and particle filter (pf) (Gordon et al.,
1993; Arulampalam et al., 2002; Gustafsson, 2010).

2.2.2 Smoothing

In smoothing problems, the goal is to find the best estimate of the state trajectory
given all the measurements (Jazwinski, 1970; Gustafsson, 2010). Mathematically
speaking, the posterior density p(x1:t |y1:t) is the object of interest, where x1:t =
{x1, . . . , xt} is a complete state trajectory up to time t and the set y1:t = {y1, . . . , yt}
contains the measurements up to time t. To obtain a point estimate from the
posterior, the map estimate is the natural choice.
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Using the Markov property of the underlying model (2.19), it follows that the
map estimate can be expanded as

x̂1:t = argmax
x1:t

p(x1:t , y1:t) = argmax
x1:t

p(x1)
t∏

i=2

p(xi |xi−1)
t∏

i=1

p(yi |xi )

= argmin
x1:t

− log p(x1) −
t∑

i=2

log p(xi |xi−1) −
t∑

i=1

log p(yi |xi ). (2.29)

Including (2.20) themap estimate can be formulated as the optimization problem

min
θ

− log px1(x1) −
t−1∑

i=1

log pw(wi ) −
t∑

i=1

log pv(vi ) (2.30)

s.t. xi+1 = f (xi ) + wi , i = 1, . . . , t − 1
yi = h(xi ) + vi , i = 1, . . . , t

with variables θ = {x1:t ,w1:t−1, v1:t}.

2.4 Example: Gaussian smoothing

Assuming x1 ∼ N (x̄1,Σx1 ), wi ∼ N (0,Σw) and vi ∼ N (0,Σw), with known mean
and covariance, the optimization problem (2.30) simplifies using (2.2) to

min
θ

1
2
‖ẽ‖22 +

1
2

t−1∑

i=1

‖w̃i‖22 +
1
2

t∑

i=1

‖ṽi‖22 (2.31)

s.t. ẽ = Σ
−1/2
x1 (x1 − x̄1)

w̃i = Σ
−1/2
w (xi+1 − f (xi )), i = 1, . . . , t − 1

ṽi = Σ
−1/2
v (yi − h(xi )), i = 1, . . . , t

with variables θ = {x1:t , ẽ, w̃1:t−1, ṽ1:t}. The constant terms present in (2.2b) do not
affect the position of the optimum of (2.31) and have been left out. Introducing
the normalized residual vector ǫ = {ẽ, w̃1:t−1, ṽ1:t}, (2.31) becomes the nonlinear
least squares problem

min
θ

1
2‖ǫ(θ)‖22 (2.32)

with variables θ = x1:t .

Since map estimation is used for the smoothing problem, the problem can be
straightforwardly extended to include other parameters of interest as well. Exam-
ples include lever arms, sensor alignment, as well as standard deviations. That is,
map estimation can be used to solve combined smoothing and calibration prob-
lems.

The filter density p(xt |y1:t) can be obtained from the posterior density p(x1:t |y1:t)



18 2 Estimation theory

by marginalization,

p(xt |y1:t) =
∫

p(x1:t |y1:t) dx1:t−1, (2.33)

i.e., integrating away the variables that are not of interest, in this case the state
history x1:t−1. This implies that the filter estimates are contained in the map
estimate of the smoothing problem. Although the smoothing problem is inher-
ently formulated as a batch problem, recursive versions are possible by adding
new measurements to the problem and solving the modified problem starting it
in the most recent estimate. Recent advancements in simultaneous localization
and mapping (slam) literature (Grisetti et al., 2010; Kaess et al., 2008) show that
such an approach is feasible in real-time.

2.2.3 Loose and tight coupling

In the navigation community it is not uncommon to work with so-called loosely
coupled systems. By loosely coupled approach we refer to a solution where the
measurements from one or several of the individual sensors are pre-processed
before they are used to compute the final result. A tightly coupled approach
on the other hand refers to an approach where all the measurements are used
directly to compute the final result.

As an example consider the sensor fusion of uwb and inertial sensors, see Fig-
ure 2.1. The loosely coupled approach processes the uwb measurements with a

uwb

receiver 1

receiver M

imu

gyroscopes

accelerometers

position
solver

sensor
fusion

(a) Loosely coupled

uwb

receiver 1

receiver M

imu

gyroscopes

accelerometers

sensor
fusion

(b) Tightly coupled

Figure 2.1: Two approaches to sensor fusion of uwb and inertial sensors.
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position solver. The positions obtained this way are used as measurements in the
sensor fusion algorithm. In a tightly coupled setup the ‘raw’ uwbmeasurements
are directly used in the sensor fusion algorithm.

The pre-processing step of loose coupling typically can be interpreted as some
kind of estimator, which estimates a parameter frommeasurements. For instance,
an ml estimator is typically used as the position solver in Figure 2.1a. The esti-
mate is subsequently used as an artificial measurement by the sensor fusion al-
gorithm. As long as the correct pdf of the estimate is used, the loose and the
tight coupled approaches become equivalent. However, this pdf is in practice
not available or approximated, resulting in a loss of information. Furthermore,
the tightly coupled approach offers additional outlier rejection possibilities, re-
sulting in more accurate and robust results. From a practical point of view loose
coupling might be advantageous in some cases. However, the choice for doing so
has to be made consciously and the intermediate estimates should be accompa-
nied with realistic covariance values.

2.3 Optimization

In Section 2.1 and Section 2.2 a number of optimization problems have been for-
mulated. This section aims at providing some background on how to solve these
problems.

The general form of an optimization problem is

min
θ

f (θ) (2.34a)

s.t. ci (θ) ≤ 0,

ce(θ) = 0,

(2.34b)

(2.34c)

where f is the objective function, ci are inequality constraints, ce are equality
constraints and θ are the variables. Standard algorithms for solving (2.34) exist
in optimization literature (Boyd and Vandenberghe, 2004; Nocedal and Wright,
2006), including (infeasible start) Newton methods and trust-region methods.

For the optimization problem (2.34), the first order necessary optimality condi-
tions, often known as the Karush-Kuhn-Tucker (kkt) conditions, are given as
(Boyd and Vandenberghe, 2004; Nocedal and Wright, 2006)

[Dθ f ](θ∗) + λT∗ [Dθ ci ](θ∗) + νT∗ [Dθ ce](θ∗) = 0,

ci (θ∗) ≤ 0,

ce(θ∗) = 0,

λ∗ � 0,

diag(λ∗)ci (θ∗) = 0,

(2.35)

where [D · ] is the Jacobian matrix, see Appendix A.1, λ and ν are the Lagrange
dual variables associated with the inequality constraints (2.34b) and with the
equality constraints (2.34c), respectively, and (θ∗,λ∗, ν∗) is a candidate optimal
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point. Most optimization methods can be interpreted using these conditions;
given an initial guess, a local approximation is made to the kkt conditions (2.35).
Solving the resulting equations determines a search direction which is used to
find a new and improved solution. The process is then repeated until conver-
gence is obtained. Examples 2.5 and 2.6 provide examples relevant for this the-
sis.

2.5 Example: Equality constrained least squares

Consider the following equality constrained least squares problem

min
θ

1
2‖ǫ(θ)‖22 (2.36a)

s.t. Aθ + b = 0 (2.36b)

For this problem, the first order linearization of the kkt conditions (2.35) results
in the following system of equation

[

JT J AT

A 0

]

︸       ︷︷       ︸

,K

(

∆θ
ν

)

= −
(

JT ǫ
Aθ + b

)

, (2.37)

where J = Dθ ǫ is the Jacobian of the residual vector ǫ w.r.t. the parameter vector
θ, and ν is the Lagrange dual variable associated with the constraint (2.36b).
Solving for (∆θ, ν) yields a primal-dual search direction, which can be used in
combination with an appropriately chosen step-size s to update the solution as
θ := θ + s∆θ.

At the optimum θ∗, (2.37) can be used to obtain the Jacobian

[Dǫ θ] = [Dǫ ∆θ] = −(K−1)11JT . (2.38)

According the stochastic interpretation of (2.36), ǫ are normalized residuals with
a Gaussian distribution and Cov(ǫ) = I . Therefore, application of Gauss’ approx-
imation formula (Ljung, 1999) yields

Cov(θ) = [Dǫ θ] Cov(ǫ)[Dǫ θ]
T

= (K−1)11J
T J(K−1)11 = (K−1)11. (2.39)

The last equality can be shown by expanding the (1, 1)–block of K−1 using (A.11),

(K−1)11 = [I − X] (JT J)−1, (2.40a)

X = (JT J)−1AT
(

A(JT J)−1AT
)−1

A. (2.40b)

Note that (2.40) shows that the covariance of the constrained problem is closely
related to the covariance of the unconstrained problem (JT J)−1, see also Exam-
ple 2.6.
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2.6 Example: Constrained least squares covariance

To illustrate the covariance calculation (2.39), consider the example problem

min
θ

1
2

3∑

k=1

(θk − yk)2

s.t. θ1 − θ2 = 0

for which the kktmatrix K and its inverse are given by

K =















1 0 0 1
0 1 0 −1
0 0 1 0
1 −1 0 0















, K−1 =















.5 .5 0 .5

.5 .5 0 −.5
0 0 1 0
.5 −.5 0 −.5















.

The covariance of the solution is now given by the top-left 3 × 3 block of K−1. It
is indeed correct, as can be verified by elimination of θ1 or θ2 and calculating
the covariance of the corresponding unconstrained problem. Furthermore, note
that the presence of the constraint results in a reduced variance compared to the
unconstrained covariance (JT J)−1 = I3.

For an equality constrained problem, the kkt conditions (2.35) can be more com-
pactly written as

[D(θ,ν) L](θ∗, ν∗) = 0, (2.41)

where the Lagrangian L is defined as

L(θ, ν) = f (θ) + νT ce(θ). (2.42)

Note that this interpretation can also be used for inequality constrained problems,
once the set of active constraints has been determined. Around an optimal point
(θ∗, ν∗) the Lagrangian L can be approximated as

L(θ, ν) ≈ L(θ∗, ν∗) +
1
2

(

θ − θ∗
ν − ν∗

)T [

[Dθθ f ](θ∗) [Dθ ce]T (θ∗)
[Dθ ce](θ∗) 0

]

︸                               ︷︷                               ︸

,K

(

θ − θ∗
ν − ν∗

)

, (2.43)

where the linear term is not present because of (2.41). This result can be used
to obtain the Laplace approximation (Bishop, 2006) of the pdf of (θ, ν). This
method determines a Gaussian approximation of distribution p(y) = f (y)/Z cen-
tered on the mode y0. The normalization constant Z is typically unknown. Tak-
ing the Taylor expansion of − log p(y) around y0 gives

− log p(y) ≈ − log f (y0) + logZ + 1
2 (y − y0)T [Dyy log f (y)](y − y0)

= log a + 1
2 (y − y0)TA(y − y0). (2.44)

The first order term in the expansion vanishes since y0 is a stationary point of
p(y) and therefore [Dy log f (y)](y0) = 0. Furthermore, since f is unnormalized, a
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cannot be determined from f (y). Taking the exponential of both sides, we obtain

p(y) ≈ a−1 exp
(

−1
2 (y − y0)TA(y − y0)

)

= (2π)−
n
2 (detA)

1
2 exp

(

−1
2 (y − y0)TA(y − y0)

)

= N (y0, A
−1). (2.45)

In the last step the normalization constant a is determined by inspection. Using
(2.43), the Laplace approximation of the pdf of (θ, ν) is given by

p(θ, ν) ≈ N
((

θ∗
ν∗

)

, K−1
)

. (2.46)

Marginalizing this result shows that the pdf of θ can be approximated as

p(θ) ≈ N
(

θ∗, (K
−1)11

)

. (2.47)

This result coincides with (2.39). As the size of the problem increases, the inver-
sion of K can become infeasible. However, given a sparse matrix factorization of
K it is possible to efficiently calculate parts of its inverse, see Appendix A.4.

The linearized kkt system for the smoothing problem (2.32) is very sparse and
contains a lot of structure. By exploiting this structure with for instance sparse
matrix factorizations, see Appendix A.3, efficient implementations are obtained.
The work of Grisetti et al. (2010) is also of interest in this context. They exploit
the predominantly time connectivity of the smoothing problem and achieve real-
time implementations using concepts of subgraphs and hierarchies.



3
Sensors

In this thesis, inertial sensors are used in combination with aiding sensors such
as vision, ultra-wideband (uwb) or global positioning system (gps). This chapter
aims to discuss the measurements, calibration techniques and standard usage for
each kind of sensor.

3.1 Inertial measurement unit

Inertial measurement units (imus) are devices containing three dimensional (3d)
rate gyroscopes and 3d accelerometers. In many cases, 3d magnetometers are
included as well. Imus are typically used for navigation purposes where the
position and the orientation of a device is of interest. Nowadays, many gyro-
scopes and accelerometers are based on micro-machined electromechanical sys-
tem (mems) technology, see Figure 3.1 and Figure 3.2.

Compared to traditional technology,mems components are small, light, inexpen-
sive, have low power consumption and short start-up times. Currently, their ma-
jor disadvantage is the reduced performance in terms of accuracy and bias stabil-
ity. This is the main cause for the drift in standalone mems inertial navigation
systems (Woodman, 2007). An overview of the available inertial sensor grades is
shown in Figure 3.3.

The functionality of the mems sensors is based upon simple mechanical prin-
ciples. Angular velocity can be measured by exploiting the Coriolis effect of a
vibrating structure; when a vibrating structure is rotated, a secondary vibration
is induced fromwhich the angular velocity can be calculated. Acceleration can be
measured with a spring suspendedmass; when subjected to acceleration themass
will be displaced. Using mems technology the necessary mechanical structures

23
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mems accelerometer

mems gyroscope

Figure 3.1: A circuit board of an imu containing mems components.

Figure 3.2: Mechanical structure of a 3d mems gyroscope. By courtesy of
STMicroelectronics.

can be manufactured on silicon chips in combination with capacitive displace-
ment pickups and electronic circuitry (Analog Devices, 2010; STMicroelectronics,
2011).

3.1.1 Measurement model

The sensing components have one or more sensitive axes along which a physical
quantity (e.g. specific force, angular velocity or magnetic field) is converted into
an output voltage. A typical sensor shows almost linear behavior in the working
area. Based on this observation, the following (simplified) relation between the
output voltage u and the physical signal y is postulated for multiple sensors with
their sensitive axis aligned in a suitable configuration,

ut = GRyt + c. (3.1)
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Figure 3.3: Inertial sensors grades.

Here the time dependency of the signals y and u is denoted using the subscript
t, G is a diagonal matrix containing the gain of every sensitive axis, R is the
alignment matrix specifying the direction of the sensitive axis with respect to
(w.r.t.) the sensor housing and c is the offset vector. Note that the gain and the
offset are typically temperature dependent. The calibrated measurement signal
is obtained from the measured voltages by inverting (3.1).

The sensing components in an imu are rate gyroscopes, accelerometers and mag-
netometers. The gyroscopes measure angular velocity or rate-of-turn ω. The
accelerometers do not measure accelerations directly, but rather the external spe-
cific force f . Linear acceleration b̈ as well as the earth’s gravitational field g con-
tribute to the specific force. The magnetometers measure the local magnetic field
m. Both gyroscopes and accelerometers suffer from slowly time-varying biases.

In order to discuss the measurement model in more detail, a number of coordi-
nate frames needs to be introduced:

The body frame (b-frame) is the coordinate frame of the moving imu. Its origin
is located in the center of the accelerometer triad and it is aligned to the
casing. All the inertial measurements are resolved in this frame.

The navigation frame (n-frame) is a local geographic frame in which we want
to navigate. That is, we want to know the position and orientation of the
b-frame w.r.t. this frame. For most applications it is defined stationary w.r.t.
the earth. However, in the context of navigation over large distances it is
customary to move and rotate the n-frame along the surface of the earth.
The first definition is used throughout this thesis, unless mentioned explic-
itly.
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The inertial frame (i-frame) is a stationary, non-rotating frame. The imu mea-
sures linear acceleration and angular velocity w.r.t. this frame. Its origin is
located at the center of the earth and its axis are aligned w.r.t. the stars.

The earth frame (e-frame) coincides with the i-frame, but rotates with the earth.
That is, it has its origin at the center of the earth and axes which are fixed
w.r.t. the earth.

These coordinate frames are illustrated in Figure 3.4.
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Figure 3.4: An illustration of the coordinate frames: (a) shows the b-frame
at time instants t1 and t2 moving w.r.t. the n-frame. (b) shows the n-frame at
latitude φ and longitude λ, the e-frame at angle α(t) = ωiet and the i-frame.

Using the notation of page xv and suppressing the time dependency of the quan-
tities involved, the gyroscope measurements yω are modeled as (Titterton and
Weston, 1997)

yω = ωb
ib + δbω + ebω. (3.2a)

Here, ωib is the angular velocity of the b-frame as observed in the i-frame, δω
is a slowly time-varying bias and eω is independently and identically distributed
(i.i.d.) Gaussian noise. The angular velocity can be expanded as

ωb
ib = R

bn(ωn
ie + ωn

en) + ωb
nb, (3.2b)

where R is a rotation matrix, ωie is the earth rate, ωen is the transport rate and
ωnb is the angular velocity required for navigation purposes.

The accelerometer measurements ya are modeled as (Titterton andWeston, 1997)

ya = f b + δba + eba = Rbn(b̈nii − gn) + δba + eba , (3.3a)

where f is the external specific force, δa is a slowly time-varying bias and ea is
i.i.d. Gaussian noise. The second expression in (3.3a) splits the specific force into
its contributions from the linear acceleration of the body as observed in the i-
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frame b̈i i and the gravity vector g. The linear acceleration can be expanded as
(see Section 4.3 and (4.28)),

b̈nii = ωn
ie × ωn

ie × Rnibi + 2ωn
ie × ḃnn + b̈nnn, (3.3b)

where b̈nn is the acceleration of the body as observed in the n-frame required
for navigation purposes. In the context of navigation over large distances, it is
more common to work with the ground speed w.r.t. the earth ḃe instead of ḃn.
In this case one is interested in b̈en which gives rise to the following alternative
expansion of the linear acceleration (see (4.31)),

b̈nii = ωn
ie × ωn

ie × Rnibi + (2ωn
ie + ωn

en) × ḃne + b̈nen. (3.3c)

The centripetal acceleration terms ωn
ie × ωn

ie × Rnibi in (3.3b) and (3.3c) are typi-
cally absorbed in the (local) gravity vector.

The magnetometer measurements ym are modeled as

ym = mb + ebm = Rbnmn + ebm. (3.4)

Here, m is the local magnetic field vector and em is i.i.d. Gaussian noise. In ab-
sence of ferromagnetic objects m is the earth magnetic field and the magnetome-
ter measurements can be used as a compass to give the direction of the magnetic
north.

3.1.2 Calibration

Calibrating the imu boils down to finding the gain G, the alignment R and the off-
set c in (3.1) for the accelerometer and the gyroscope. The calibration principle is
to subject the imu to a known acceleration or angular velocity and choose the cal-
ibration parameters such that the observed sensor output is as likely as possible.
Ignoring the time variability of the biases and using the standard assumptions of
i.i.d. Gaussian noise, the corresponding maximum likelihood (ml) problem can
be formulated as

θ̂ = argmin
θ

∑

t

1
2‖ut − h(yt ,θ)‖2Σ−1y , (3.5)

where the parameter vector θ = {G, R, c} consists of the parameters in (3.1) and Σy
is the covariance of y. Traditionally, known excitations are obtained using special
manipulators such as turntables (Titterton and Weston, 1997). Alternatively, the
imu can be placed in several static orientations (Ferraris et al., 1995; Skog, 2009).

Commercially available imus are typically calibrated at production. Besides gain,
alignment and offset, temperature dependency and g-sensitivity are sometimes
also accounted for (Grewal and Andrews, 2011). The latter term describes the
effect of the specific force on the gyroscope output. Recalibration is not necessary
for the gyroscopes and the accelerometers unless the housing is opened or the
sensor is subjected to a large shock. When the imu is mounted on a ferromagnetic
object, the magnetometers do have to be recalibrated as discussed in Section 5.4.
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3.1.3 Strapdown navigation

The measurements from the accelerometers and the gyroscopes can be used to
compute the position and orientation of an object relative to a known starting
point using inertial navigation (Chatfield, 1997; Titterton andWeston, 1997). In a
strapdown configuration such as the sensor unit, the measurements are resolved
in the b-frame, rather than in the i-frame. Hence, the orientation qnb, see Sec-
tion 4.2, can be calculated by integrating the angular velocity ωb

nb. The position
bn can be obtained by double integration of the linear acceleration b̈n. This accel-
eration is obtained from the external specific force f b, after it has been rotated to
the n-frame and corrected for gravity and Coriolis effects. This procedure is illus-
trated in Figure 3.5. For good integration results, the initial conditions have to be
determined accurately. This is a challenging problem by itself. In practice, the

∫

rotate
remove
gravity

∫ ∫

ωb
nb qnb

f b f n b̈n ḃn bn

Figure 3.5: Strapdown inertial navigation algorithm for calculating position
and orientation from angular velocity and specific force.

angular velocityωb
nb and the external specific force f b are obtained from the gyro-

scope and the accelerometer measurements. These include bias and noise terms
which cause errors in the calculated position and orientation. This so-called inte-
gration drift is inherent to all inertial navigation. Moreover, using mems inertial
sensors, the integration drift is relatively large. Hence, the orientation estimates
and especially the position estimates are only accurate and reliable for a short
period of time.

3.1.4 Allan variance

The performance of imus is typically specified in terms of their Allan variance
(IEEE Std 1559, 2009; El-Sheimy et al., 2008). This is a time-domain analysis
method of the stochastic process of the sensor measurements which investigates
the errors as a function of averaging times.

Assume that y1:K = {yk}Kk=1 is a dataset of K consecutive measurements recorded
with sample time T . The measurement is performed in a stable climate without
exciting the system. Averaging over clusters of n samples, with a cluster time
Tc = nT , we obtain ȳ1:L(n) = {ȳ l }Ll=1, where L = ⌊Kn ⌋ and the cluster average ȳ l is
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defined as

ȳ l =
1
n

n∑

k=1

y(l−1)n+k . (3.6)

The Allan variance for cluster time Tc = nT is now defined as

σ2(Tc) =
1

2(L − 1)

L−1∑

l=1

(ȳ l+1 − ȳ l )2. (3.7)

That is, it calculates the mean square cluster average error.

The Allan variance can be related to the power spectral density S of the measure-
ments y using (El-Sheimy et al., 2008)

σ2(Tc) = 4

∞∫

0

sin4(πf Tc)
(πf Tc)2

S(f ) df . (3.8)

Hence, the Allan variance can be interpreted as the energy of the spectral density
passed through a filter. The bandwidth of the filter depends on the cluster time
Tc. The Allan variance can therefore be used to identify various noise sources
present in the measurements. Typically it is presented as the Allan standard
deviation σ(Tc) versus cluster time Tc in a log–log plot.

An example of an Allan variance plot is shown in Figure 3.6. It shows the charac-
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Figure 3.6: Allan variance for gyroscopes. Shown are results from an indus-
trial grade mems sensor (—) and a fiber optic sensor (—).

teristic behavior for the Allan variance for inertial sensors, where a sensor typi-
cally has a large white noise component. This exhibits itself in the Allan variance
with a slope of −1

2 , since averaging over a twice as long cluster will halve the
variance of the mean. However, if the cluster times increase, the bias instability
will cancel this effect and the Allan variance becomes a flat line and eventually
increases again. The quality differences between imus are mainly found in the
noise magnitude and the bias instability. Higher quality sensors, such as fiber
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optic gyroscopes, have less noise as well as improved bias stability. Less noise
results in lower Allan variance curves and improved stability results in larger
cluster times at which the Allan variance curve reaches a plateau.

The Allan variance is an easy tool to study and compare the noise characteristics
of inertial sensors. However, it does not consider factors such as linearity, tem-
perature stability and other calibration parameters related to dynamic accuracy.
These effects are also very relevant for sensor quality and price. Therefore, the
Allan variance should never be relied on exclusively when deciding which sensor
to use in an application.

3.2 Vision

A vision sensor is a rather complex device composed of a number of sub-systems,
as illustrated in Figure 3.7. The optical system bundles incident rays of light
and forms an analog image, which is digitized by the image sensor. Computer
vision then extracts the relevant information from the image. In this thesis we
use computer vision to extract two dimensional (2d) features in the image and
associate them to 3d points in the scene. These correspondences are considered
as the measurements from the vision system.

digital camera

incident
light objective analog

image
image
sensor

digital
image

computer
vision

correspon-
dences

Figure 3.7: The pipeline of a vision sensor.

Correspondences, i.e. 2d features in the image and their associated 3d location in
the scene, are the cornerstones of many computer vision applications. They can
be classified as 2d bearings-only measurements: from the feature coordinates it
is possible to find a line on which the corresponding 3d point lies. However,
information about the distance or depth of the point is not provided. When three
or more correspondences have been obtained in a single image, they can be used
to calculate the position and orientation of the camera (Hartley and Zisserman,
2004; Ma et al., 2006).

3.2.1 Measurement model

The optical system or objective projects incident rays of light to points in the
sensor plane. Various types of objectives exist, each with a specific application
area. Examples include standard perspective lenses, wide angle lenses, zoom
lenses, macro lenses and fish-eye lenses. In general, objectives are rather complex
composite devices composed of a number of functional elements, see Figure 3.8.
The most important elements are the so-called lens elements and stops. The lens
elements have refractive surfaces which bend the light, whereas the stops limit
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Figure 3.8: Cross section of a low-cost objective. The triplet of lens elements
bundles the parallel rays of light entering the system from the left and forms
an image on the right.

the bundle of light propagating through the system. Combining a number of
elements an optical system can be designed in such a way that the desired image
formation is achieved with minimal optical aberration.

From a pure geometric perspective, ignoring effects such as focus and lens thick-
ness, the process of image formation can be described as a central projection
(Hartley and Zisserman, 2004). In this projection, a ray is drawn from a point
in space toward the camera center. This ray propagates through the optical sys-
tem and intersects with the image plane where it forms an image of the point.
The perhaps best known example of a central projection is the pinhole camera,
see Figure 3.9. Its widespread use in computer vision literature can be explained

zc

yc

xc

c

P

p
vι

uιf

optical axis

optical center

principal point

image plane

Figure 3.9: Pinhole camera projection. The image p of a point P is the inter-
section point of the image plane and the line trough point P and the optical
center c.

by noting that a perfect perspective objective is equivalent to a pinhole camera.
To discuss the measurement model the following coordinate frames are required:

The camera frame (c-frame) is the coordinate frame of the moving camera. Its
origin is located in the optical center of the camera, with the z-axis pointing
along the optical axis.
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The image frame (ι-frame) is the 2d coordinate frame of the camera images. It
is located on the image plane, which is perpendicular to the optical axis.

According to the pinhole model the relation between an image point pιa = (u, v)T

of the analog image and its corresponding scene point pc = (X, Y , Z)T is given by

λ











u
v
f










=











X
Y
Z










, (3.9)

where λ > 0 is a scale factor and f is the focal length. Changing from homoge-
neous coordinates to Euclidean coordinates yields

(

u
v

)

=
f

Z

(

X
Y

)

. (3.10)

This well known expression is obtained by eliminating λ from (3.9). The pinhole
projection is an ideal projection and the image formation process of a real per-
spective objective will deviate from it, especially for low-quality objectives. An
example is shown in Figure 3.10. This explains why the pinhole model is typi-

(a) Observed image. (b) Corrected image.

Figure 3.10: Camera images frequently suffer from radial distortion.

cally used in combination with a compensation for radial distortion (Hartley and
Zisserman, 2004; Zhang, 2000).

Although widely used in computer vision, the pinhole camera model is only
suitable for perspective objectives with limited field of view. A more generic
model, also suitable for wide angle lenses and omnidirectional cameras, is given
by (Scaramuzza et al., 2006)

λ











u
v
f (ρ)










=











X
Y
Z










, (3.11a)

with λ > 0. The constant focal length has been replaced with an n-th order poly-
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nomial of the radius ρ ,
√
u2 + v2,

f (ρ) ,
n∑

i=0

αiρ
i . (3.11b)

Note that this model (3.11) includes the pinhole model (3.9) as a special case.
Furthermore, the radial distortion is already included in the model, removing the
need for a distortion compensation. To change from homogeneous coordinates to
Euclidean coordinates, we solve for λ using the last line in (3.11a). After some
algebra, one obtains

(

u
v

)

=
β

r

(

X
Y

)

, (3.12a)

where r ,
√
X2 + Y 2 and β is the positive real root of the equation

n∑

i=0

αiβ
i − Z

r
β = 0. (3.12b)

Finding a closed form expression for this root can be very hard and is even im-
possible when n > 4. However, numerical evaluation is straightforward. A closed
form expression for the derivative is given by

∂pιa
∂pc

=
β

γr3

(

X
Y

)
(

XZ YZ −r2
)

+
β

r3

[

Y 2 −XY 0
−XY X2 0

]

, (3.13a)

with γ defined as

γ , Z − r
n∑

i=1

iαiβ
i−1. (3.13b)

This derivative is used extensively in for instance camera calibration and sensor
fusion which require gradient information to minimize the error between pre-
dicted and measured feature positions.

Cameras deliver digital images with coordinates typically specified in pixels and
indexed from the top left corner. Furthermore, there is the possibility of non-
square as well as non-orthogonal pixels. These effects can be accounted for by an
affine transformation which transforms the analog image coordinates pιa = (u, v)T

into pixel coordinates pι = (x, y)T ,
(

x
y

)

=

[

sx sθ
0 sy

] (

u
v

)

+

(

x0
y0

)

. (3.14)

Here, the transformation is composed of the pixel sizes sx, sy , the principal point
coordinates x0, y0 and a skew parameter sθ .

The camera measurements yc consist of the K correspondences {pιk ↔ pnk }Kk=1
between a 2d feature in the image pιk and its corresponding 3d position in the n-
frame pnk obtained using computer vision. Summarizing the previous paragraphs,
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we model the correspondences as

pιk = P (pck) + eιk , (3.15)

where eιk is i.i.d. Gaussian noise. For a standard camera, the projection function P
is composed of (3.10) and (3.14), whereas for a wide angle camera P is composed
of (3.12) and (3.14). Note that P operates on pck . As this frame is moving, the 3d
points are stored in the n-frame and the correspondences contain pnk . To express
these in the c-frame we use

pck = R
cn(pnk − cn), (3.16)

where Rcn and cn parameterize the position and the orientation of the camera and
are called the extrinsic parameters. In contrast, the parameters in (3.9)–(3.14) are
called the intrinsic or internal parameters.

Although the models (3.9)–(3.14) are sufficient for many applications, they are
simplifications of the imaging process and have some limitations. One of these is
that the physical location of the optical center, which determines the position of
the c-frame, is not well defined. Clearly, the optical center has to lie somewhere
on the optical axis, but exactly where, or even whether it lies behind, inside, or in
front of the objective depends highly on the typically unknown detailed design
of all the elements in an objective. The location of the optical center is not of
interest in pure computer vision setting. However, it becomes important when
combining vision with inertial sensors in Chapter 6.

3.2.2 Calibration

Equations (3.9)–(3.14) contain a number of parameters which have to be deter-
mined individually for every camera. The process of doing so is referred to as
camera calibration and is a well known problem in computer vision for which
a number of toolboxes have been developed (Zhang, 2000; Bouguet, 2003; Scara-
muzza et al., 2006). Typically, these require images at several angles and dis-
tances of a known calibration object. A planar checkerboard pattern, see Fig-
ure 3.11, is a frequently used calibration object because it is very simple to pro-
duce and it can be printed with a standard printer and has distinctive corners
which are easy to detect. From the images of the calibration pattern correspon-
dences pιk ↔ pnk are constructed. In general this is a difficult problem, but due
to the strong corners and simple planar geometry it is relatively easy to obtain
the correspondences. The required image processing is typically implemented in
off-the-shelf camera calibration software.

The goal of the calibration problem is to choose the intrinsic parameters such
that the obtained correspondences are as likely as possible. This cannot be done
without determining the extrinsic parameters of the calibration images as well.
Under the standard assumptions of i.i.d. Gaussian noise, the corresponding ml
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Figure 3.11: A typical image used for camera calibration. The calibration
object is a planar checkerboard pattern with known dimensions.

problem can be formulated as

θ̂ = argmin
θ

K∑

k=1

1
2‖pιk − P ′(pnk ,θ)‖22, (3.17)

where P ′ is the projection function combining (3.15) and (3.16) and the parame-
ter vector θ consists of the intrinsic and extrinsic parameters. This optimization
problem can be solved using standard algorithms from nonlinear optimization
as discussed in Section 2.3. An initial guess of the parameters can be obtained
from the homographies, the one-to-one relations that exist between the images
and the planar calibration pattern (Zhang, 2000). In the remainder of this thesis,
we assume that the camera has been calibrated.

3.2.3 Correspondence generation

In general, finding the correspondences is a difficult image processing problem
where two tasks have to be solved. The first task consists of detecting points
of interest or features in the image. Here, features are distinctive elements in
the camera image, for instance, corners, edges, or textured areas. Common al-
gorithms include the gradient based Harris detector (Harris and Stephens, 1988),
the Laplace detector (Mikolajczyk et al., 2005), and the correlation based Kanade-
Lucas-Tomasi tracker (Shi and Tomasi, 1994).

Once a feature has been found, it needs to be associated to a known 3D point
in the scene in order to form a correspondence. This is the second task, which
can be solved using probabilistic methods such as RANSAC (Fischler and Bolles,
1981). However, it can be drastically simplified by making use of some kind of
descriptor of the feature which uniquely identifies it by providing information of
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the local image such as image patches or local histograms. This descriptor should
preferably be invariant to scale changes and affine transformations. Common
examples are SIFT (Lowe, 2004) and more recently SURF (Bay et al., 2008) and
FERNS (Ozuysal et al., 2007).

Once three or more correspondences have been obtained in a single image, they
can be used to calculate the position and orientation of the camera (Hartley and
Zisserman, 2004; Ma et al., 2006). This is actually a reduced version of the camera
calibration problem (3.17), where in this case only the extrinsic parameters are
sought as the intrinsic parameters are already known.

Correspondences can also be used to find the 3d position of a feature. In the
simplest case this can be done using the epipolar geometry of a correspondence
which is observed in two images taken from different locations. Extensions to
multiple images exist as well (Hartley and Zisserman, 2004). These are the basis
for structure frommotion or bundle adjustment algorithms (Triggs et al., 2000) as
well as visual simultaneous localization and mapping (slam) applications (Davi-
son et al., 2007; Klein and Murray, 2007).

3.3 Ultra-wideband

Ultra-wideband (uwb) is a relatively new and promising radio technology with
applications in radar, communication and localization. It occupies a very large
frequency band, at least 0.5 GHz, as opposed to more traditional radio commu-
nications which operate in much smaller frequency bands. Since uwb is only
allowed to transmit at very low power, see Figure 3.12, its spectrum becomes
very noise-like and it can coexist with other services without influencing them.

0 2 4 6 8 10 12
−80

−70

−60

−50

−40

Frequency [GHz]

P
o

w
er

 [
d

B
m

]

Figure 3.12: Us uwb emission masks for indoor (–) and handheld (–) usage.

To obtain the aforementioned spectrum, uwb technology typically makes use of
impulse radio using very short pulses, typically in the order of 1 ns, resulting in a
high spatial resolution. This characteristic makes uwb very suitable for localiza-
tion applications. The localization technologies can roughly be subdivided into
three categories: systems using time, systems using angle-of-arrival and systems
using signal strength (Gezici et al., 2005; Sahinoglu et al., 2008). In this thesis we
focus on time-based methods, where position is inferred from the time it takes
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for a signal to travel from the transmitter to the receiver.

Among the more mature uwb applications for indoor positioning are the so-
called asset tracking systems in for instance health-care or manufacturing. Com-
mercially available systems (e.g. Time Domain, 2010; Ubisense, 2010) typically
consist of a network of synchronizeduwb receivers which track a large number of
small, battery powered and inexpensive uwb transmitters, shown in Figure 3.13.
The position of the transmitters is determined from time of arrival (toa) mea-

Figure 3.13: Uwb hardware: a receiver (left) next to a small, mobile trans-
mitter (right).

surements. Reported indoor position accuracies lie in the order of decimeters
(Time Domain, 2010; Ubisense, 2010), but suffer from multipath effects and non
line of sight (nlos) conditions.

3.3.1 Measurement model

The uwb setup consists of a network of synchronized and stationary (rigidly
fixed, mounted) receivers, all taking very precise toa measurements of signals
originating from a mobile transmitter as illustrated by Figure 3.14. Although the

uwb transmitter

uwb receiver

pulse

Figure 3.14: The uwb setup consists of a number of stationary receivers
making toameasurements of signals originating from a mobile transmitter.
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receivers are synchronized to a central clock, they each have a small, constant
clock offset due to for instance cable lengths. From the time at which the signal
is transmitted it takes a while before it arrives at the receivers. Ideally, the sig-
nal travels directly to a receiver and encounters no medium which delays and/or
attenuates it, in which case the time of flight is related to the distance traveled.
Alternatively the signal can be reflected one or more times before it is received,
also introducing a delay. The time at which the signal is transmitted is an un-
known parameter, which makes the toa measurements very similar to the gps
pseudorange measurements discussed in Section 3.4.

In summary, the toameasurement yu,m of the uwb system is the time (according
to its local clock) when receiver m receives a pulse from the transmitter. It can be
modeled as

yu,m = τ + ‖rnm − tn‖2 + ∆τm + δu,m + eu,m, (3.18)

where τ is the time of transmission of the pulse, t is the position of the trans-
mitter, rm is the position of the m-th receiver and ∆τm is the clock-offset of the
m-th receiver. δu,m ≥ 0 is a possibly nonzero delay due to nlos or multipath and
eu,m is i.i.d. Gaussian noise which is virtually independent of range. Without loss
of generality, all quantities in (3.18) are expressed in meters (using the speed of
light when necessary) and the positions are resolved in the n-frame.

3.3.2 Calibration

The toa measurements can be used to determine the position of the transmitter.
Methods for doing so are discussed in Section 3.3.3. They require a calibrated
setup; that is, they assume the positions of the receivers rm to be known in the
n-frame as well as known receiver clock offsets ∆τm.

Although a correct calibration of the setup is a prerequisite for accurate position-
ing results, it is typically taken for granted and calibration is seldom discussed.
To the best of the author’s knowledge, current calibration methods have been
developed by the hardware manufacturers and are documented in their manu-
als. These methods require receiver positions and transmitter positions to be sur-
veyed. The surveying of positions is typically a time-consuming and error-prone
process which requires additional equipment. Such an elaborate procedure is
only feasible for permanent setups, severely limiting the deployment of a uwb
positioning system.

A major contribution of this thesis is a flexible and easy-to-use calibration algo-
rithm capable of calibrating a uwb setup without additional measurements and
hardware in a couple of minutes, thereby enabling flexible and portable uwb
positioning systems. It is discussed in Section 7.2, where we apply maximum
likelihood estimation to estimate the 3d receiver positions {rnm}Mm=1 as well as the
receiver clock-offsets {∆τm}Mm=1 of allM receivers.
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3.3.3 Multilateration

The process of determining the transmitter position from the toameasurements
is referred to as trilateration or, more accurately, multilateration. It is a well-
studied topic for which many algorithms are reported in literature (e.g. Chan
and Ho, 1994; Gezici et al., 2005; Sayed et al., 2005; Sahinoglu et al., 2008). The
majority of these algorithms assume ‘clean’ measurements without delays, i.e.
δu,m = 0.

A common technique is to eliminate the time of transmission τ from (3.18) by
constructing time difference of arrival (tdoa) measurements from pairs of toa
measurements. The resulting set of hyperbolic equations can then be efficiently
solved for position. The drawback of this approach is that the constructed tdoa
measurements are no longer independently distributed which complicates the
calculations. An equivalent approach is to treat τ as an unknown and solve for
both position and time. Assuming Gaussian noise, ml estimation takes the form
of a nonlinear least squares problem,

min
tn ,τ

M∑

m=1

1
2
‖yu,m − τ − ‖rnm − tn‖2 − ∆τm‖2Σ−1u , (3.19)

where Σu is the covariance of the toameasurements. It can be efficiently solved
using standard algorithms from nonlinear numerical optimization as discussed
in Section 2.3.

The presence of non-zero delays severely affects the accuracy of the estimated
position, giving rise to several ad hoc methods to detect which measurements
are corrupted. Typically, multilateration is performed for a number of subsets of
the measurements and the ‘best’ solution is returned. In Section 7.3 we present
a novel multilateration method based on ℓ1 regularization which automatically
determines which measurements have a non-zero delay δu and corrects for it.

3.4 Global positioning system

The global positioning system (gps) is a satellite-based positioning system suit-
able for outdoor applications. In its basic configuration, it consists of 24 space
vehicles in 6 almost circular orbits around the earth continuously transmitting
radio signals. A user can determine its position and velocity worldwide by receiv-
ing and decoding these signals from a number of satellites (Kaplan and Hegarty,
2006; Misra and Enge, 2006). This makes gps a specific type of global navigation
satellite system (gnns). Other systems are for instance galileo and glonas.

Gps has been operational since 1993 and is operated by the usa. Both civil and
military signals are available, where the latter are encrypted. The satellites trans-
mit on two frequencies, called L1 (1.6 GHz) and L2 (1.2 GHz), each using a dif-
ferent code. Besides ranging signals, navigation data containing for instance the
orbit parameters of the space vehicles is transmitted. The latter data, the so-
called ephemeris data, allows the user to calculate the instantaneous position of
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the satellites and to compensate for atmospheric effects. The gps system can be
augmented using base stations broadcasting local correction terms. Differential
gps (dgps) and satellite-based augmentation system (sbas) approaches use the
information from these base stations to improve the accuracy.

Commercial receivers are available in a wide range of prices. Dual band receivers
form the high-end segment and give horizontal accuracies of 1 m in autonomous
mode (Misra and Enge, 2006). Single band receivers are nowadays available as
single chip packages and give position with a horizontal accuracy of 10 m under
good visibility (Misra and Enge, 2006). These cheap devices have opened up
many consumer applications, most notable car navigation systems.

3.4.1 Measurement model

The gps system nominally consists of 24 satellites with synchronized atomic
clocks in non-geostationary orbits around the earth. They transmit time-stamped
signals which are received by a user on earth, as illustrated by Figure 3.15. A

gps receiver

gps transmitter

signal

Figure 3.15: A gps receiver receives signals transmitted by multiple gps
satellites.

gps receiver can obtain three independent types of measurements from the re-
ceived signals (Kaplan and Hegarty, 2006; Misra and Enge, 2006): pseudorange,
Doppler and carrier phase measurements. These will be discussed below.

The code phase tracking loop in a gps receiver compares the received signal from
a satellite to a receiver generated copy. The delay between these signals is a pseu-
dorange measurement. After a number of standard corrections this measurement
is unambiguously related to the traveled distance as well as the receiver clock off-
set. That is, the pseudorange measurement yρ from the k-th satellite is given
by

yρ,k = ‖tek − re‖2 + ∆t + δρ,k + eρ,k , (3.20)

where tk is the position of the transmitter of the k-th satellite, r is the position of
the receiver and ∆t is the receiver clock offset. Furthermore, δρ,k is a residual er-
ror term resulting from e.g. uncompensated atmospheric or multipath effects and
eρ,k is i.i.d. Gaussian noise. Without loss of generality, all quantities in (3.20) are
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expressed in meters (using the speed of light when necessary) and the positions
are resolved in the e-frame.

The relative motion between a satellite and the receiver results in a Doppler shift
of the carrier frequency. This shift is measured in the carrier tracking loop of the
receiver. After compensation for known terms, the Doppler measurement yd,k of
the k-th satellite is given by

yd,k = −(uek)T ṙee + ∆̇t + ed,k , (3.21)

where uk = ‖tk − r‖−12 (tk − r) is the unit vector pointing from the receiver to
the satellite, ṙe is the receiver velocity w.r.t. the e-frame, ∆̇t is the receiver clock
drift and ed,k is i.i.d. Gaussian noise. Without loss of generality, all quantities in
(3.21) are expressed in meters (using the speed of light when necessary) and the
positions and the velocities are resolved in the e-frame.

Similar to the code phase tracking loop, the carrier phase tracking loop compares
the received signal from a satellite to a receiver generated copy. The phase differ-
ence, which can be measured very accurately, is related to the traveled distance
and an integer number of wavelengths. This makes it an ambiguous measure-
ment, in contrast to the pseudorange measurements. Carrier phase measure-
ments are typically used in a dual receiver configuration which allows for the
elimination of atmospheric and receiver clock errors. From a pair of receivers
close to each other, a and b, both observing two satellites so-called double differ-
enced carrier phase measurements can be formed. The double differenced carrier
phase measurement yφ,kl from the satellites k and l is given by

yφ,kl = (uekl )
T (rea − reb) + λN kl + eφ,kl , (3.22)

where ukl = uk − ul is the difference of unit vectors, r is a receiver position, λ
is the wavelength, N kl ∈ Z is an integer number of carrier cycles and eφ,kl is
i.i.d. Gaussian noise. Note that correlations are introduced between measure-
ments with common indices due to the differencing. Without loss of generality,
all quantities in (3.22) are expressed in meters (using the speed of light when
necessary) and the positions are resolved in the e-frame. The double difference
carrier phase measurements are much more accurate than pseudorange measure-
ments and due to the differencing common errors are canceled. The downside is
the introduction of an integer ambiguity. This ambiguity stays constant as long
as the tracking loop does not lose track.

3.4.2 Calibration

Gps does not require any calibration by the user. All necessary parameters are
contained in the navigation data broadcast by the satellites. The gps signals are
continuously monitored by base stations and when necessary, updates are up-
loaded to the satellites.
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3.4.3 Position, velocity and time estimation

In most cases, a gps receiver does not only provide measurements, but also esti-
mates its position, velocity and time (pvt).

The receiver position r and the receiver clock offset ∆t can be solved from the
pseudorange measurements. Assuming Gaussian noise and unbiased measure-
ments, i.e., δρ,k = 0, ml estimation takes the form of a nonlinear least squares
problem,

min
re ,∆t

K∑

k=1

1
2
‖yρ,k − ‖tek − re‖2 − ∆t‖2Σ−1ρ , (3.23)

where Σρ is the covariance of the pseudorangemeasurements. It can be efficiently
solved using standard algorithms from nonlinear numerical optimization as dis-
cussed in Section 2.3. The accuracy of the estimates is given as

Cov

(

r̂e

∆̂t

)

= (JT J)−1Σρ, J =


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
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...

...
−(ueK )T 1






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

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



, (3.24)

where J is evaluated at r̂e and depends on the constellation of satellites. Using
the estimate of the receiver clock offset, the receiver clock can be synchronized
to gps time after which the time of the measurement is known. Without loss of
generality, the position estimate is typically presented as latitude, longitude and
altitude.

The receiver velocity ṙ can be solved from the Doppler measurements. Assuming
Gaussian noise, ml estimation takes the form of a least squares problem with
solution

( ˆ̇ree
ˆ̇
∆t

)

= (JT J)−1JT
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

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

, Cov

( ˆ̇ree
ˆ̇
∆t

)

= (JT J)−1Σd, (3.25)

with J defined in (3.24). Without loss of generality, the velocity estimate is typ-
ically presented w.r.t. a local tangent plane coordinate frame with unit vectors
pointing north, east and down, or alternatively north, west and up.
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Kinematics

Kinematics deals with motion in absence of considerations of mass and force. It
involves assigning coordinate frames to rigid bodies and describing how these
move over time. It provides the connection between the sensors used in this
thesis.

A general, length preserving transformation between two Cartesian coordinate
frames consists of a translation and/or a rotation. These elementary transforma-
tions are illustrated in Figure 4.1. A translation is defined as a displacement of

(a) Translation. (b) Rotation.

Figure 4.1: Elementary coordinate frame transformations.

the origin while keeping the axes aligned, whereas a rotation is a change in the
direction of the axes while keeping the origins coincident. These transformations
and their properties are the topic of this chapter.

4.1 Translation

The translation of a coordinate frame corresponds to a displacement of its ori-
gin, while keeping the axes aligned. A point has new coordinate vectors in the

43
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translated frame, see Figure 4.2. It follows that a point x can be expressed in the

u

v

x

vu

xu

xv

Figure 4.2: Translation of a coordinate frame.

translated u-frame using

xu , xv + vu . (4.1)

Here, xu is the position of the point x expressed in the u-frame, xv is the position
of the point x expressed in the v-frame and vu is the position of the v-frame
expressed in the u-frame. The inverse transformation is given by

xv , xu + uv , uv = −vu . (4.2)

The latter expression can be obtained from solving (4.1) for xv and comparing
the result to the definition of the inverse transformation.

4.2 Rotation

A rotation of a coordinate frame corresponds to changing the direction of the co-
ordinate axes, while the origin remains where it is. To introduce this concept it is
convenient to consider the active form of rotation, i.e. the rotation of a vector. To
arrive at the effect of rotating the coordinate frame, note that a counter clockwise
rotation of the coordinate frame is equivalent to a clockwise rotation of a vector.

A geometric interpretation of vector rotation is given in Figure 4.3. The point

v

y
z

x

x∗

α

n

Figure 4.3: Clockwise rotation of vector x by angle α around unit axis n.
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x∗ is obtained by a clockwise rotation of x around the unit axis n by an angle α.
Using y and z as defined in Figure 4.3, the rotation can be decomposed as

xv∗ = yv + (zv − yv) + (xv∗ − zv)
= (xv · nv)nv + (xv − (xv · nv)nv) cosα + (xv × nv) sinα
= xv cosα + nv(xv · nv)(1 − cosα) − (nv × xv) sinα,

where all quantities are resolved in the v-frame. This implies that a counter clock-
wise rotation of the coordinate frame is given by

xu = xv cos α + nv(xv · nv)(1 − cos α) − (nv × xv) sinα, (4.3)

where the u-frame is the rotated frame. This equation is commonly referred to as
the rotation formula or Euler’s formula (Shuster, 1993). Note that the combina-
tion of n and α, or equivalently φ = nα is denoted as the axis-angle parameteri-
zation or the rotation vector.

Rotations can be described using a number of different parameterizations, see
e.g. Shuster (1993) for an overview. Commonly encountered parameterizations
include rotation matrices, rotation vectors, Euler angles and unit quaternions.
Using the rotation matrix parameterization, rotations are defined as

xu , Ruvxv . (4.4)

The rotation matrix Ruv is a member of the special orthogonal group SO(3),

SO(3) = {R ∈ R3×3 : RRT = I ,detR = +1}. (4.5)

The inverse transformation of (4.4) is given by

xv , Rvuxu , Rvu = (Ruv)T . (4.6)

The latter identity is straightforwardly obtained from solving (4.4) for xv . The
equivalence between (4.3) and (4.4) can be made explicitly using some properties
of the cross product. The cross product can written as a matrix vector product,

a × b = [a×]b, [a×] ,










0 −a3 a2
a3 0 −a1
−a2 a1 0










. (4.7)

Furthermore, multiple cross products can be expanded as

u × (v × w) = v(w · u) − w(u · v). (4.8)

Using these relations, (4.3) can be rewritten as

xu = xv cos α + nv(xv · nv)(1 − cos α) − (nv × xv) sinα
= xv cos α + (nv × (nv × xv) + xv)(1 − cos α) − (nv × xv) sinα
=

[

I − (sinα)[nv×] + (1 − cos α)[nv×]2
]

︸                                           ︷︷                                           ︸

,Ruv (nv ,α)

xv . (4.9)

This shows that the rotation formula (4.3) can be written in the form of (4.4). The
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obtained matrix is identified as the rotation matrix Ruv .

Euler angles define a rotation using a series of three rotations around a coordinate
axis. In case of the popular aerospace sequence, one rotates first an angle ψ about
the z-axis, then an angle θ around the y-axis and finally an angle φ around the
x-axis. Using (4.9), we obtain

Ruv = R(e1, φ)R(e2, θ)R(e3, ψ)

=
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
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.

(4.10)

Here, the convention is to call the Euler angles (φ, θ, ψ) roll, pitch and yaw or
bank, elevation and heading.

Alternatively, a rotation can be defined using unit quaternions as

xu , quv ⊙ xv ⊙ (quv)c. (4.11)

Here, {xu , xv} ∈ Qv are the quaternion equivalents of {xu , xv}, quv ∈ Q1 is a unit
quaternion describing the rotation from the v-frame to the u-frame and ⊙, · c de-
note quaternion multiplication and conjugation respectively. Details on quater-
nions and their properties can be found in Appendix B. The inverse transforma-
tion is given by

xv , qvu ⊙ xu ⊙ (qvu)c, qvu = (quv)c. (4.12)

The latter identity can be obtained by solving (4.11) for xv and comparing the
result to the definition of the inverse transformation. The connection to (4.3) can
be made explicit by expanding the quaternion products in (4.11) and substituting
quv = (q0, q) = (cos α2 ,−nv sin α

2 ). This gives

(0, xu) =
(

0, q20x
v + (q · xv)q + q × (q × xv) + 2q0(q × xv)

)

(4.13)

=
(

0, (q20 − q · q)xv + 2(q · xv)q + 2q0(q × xv)
)

(4.14)

= (0, xv cos α + nv(xv · nv)(1 − cos α) − (nv × xv) sinα) . (4.15)

Note that the vector component is identical to (4.3). The relation to the rotation
matrix parameterization (4.4) is given by

xu = quv ⊙ xv ⊙ (quv)c = [(quv)L][(quv)R]T xv =

[

1 01×3
03×1 Ruv

] [

0
xv

]

, (4.16)

see also Example B.2.

All rotation parameterizations describe the same quantity and can be converted
to each other, see Appendix C. They can be used interchangeably. However, there
are differences in the number of parameters, singularities, uniqueness and the dif-
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ficulty of the corresponding differential equations describing the evolution over
time. In this thesis unit quaternions are used. The rationale for doing so is that
unit quaternions give a non-singular representation with only 4 parameters. Fur-
thermore, they have a rather simple bilinear differential equation which can be
integrated analytically. In contrast, Euler angles and rotation vectors have only
three parameters, but have a nonlinear differential equation. Additionally, Euler
angles suffer from singularities. Rotation matrices have at least 6 parameters and
need to satisfy orthogonality constraints. Although quaternions are used for all
the calculations, rotation matrices are occasionally used to simplify notation and
give insight. Furthermore, Euler angles provide a relatively intuitive representa-
tion which is suitable for two dimensional (2d) visualization purposes.

4.3 Time derivatives

Position and orientation are not directly measured by an inertial measurement
unit (imu). Instead the time derivatives angular velocity and acceleration are
measured, see Section 3.1. In this section these quantities are introduced and it
is shown how position and orientation can be obtained from them.

The time derivative of a rotation is given by

q̇uv = 1
2ω

u
uv ⊙ quv = quv ⊙ 1

2ω
v
uv . (4.17)

To derive this expression, note that a rotation can be decomposed into incremen-
tal rotations (see e.g. Shuster, 1993). Hence, it is possible to decompose a time-
varying quaternion as

quv(t + δt) = δq ⊙ quv(t) =
(

cos δθ2 , n
u sin δθ

2

)

⊙ quv(t),

for some rotation axis nu and angle increment δθ. Differentiating this expression
with respect to (w.r.t.) time results in

q̇uv(t) , lim
δt→0

quv(t + δt) − quv(t)
δt

= lim
δt→0

δq − 1
δt

⊙ quv(t) = 1
2ω

u
uv(t) ⊙ quv(t).

Here, ωuuv , the instantaneous angular velocity from the v-frame to the u-frame
expressed in the u-frame, is defined as

ωuuv , 2 lim
δt→0

(

cos δθ2 − 1, nu sin δθ
2

)

δt
=

(

0, lim
δt→0

nu
δθ

δt

)

. (4.18)

Note that the angular velocity ωuuv ∈ Qv , i.e., it is a vector. The second equality of
(4.17) is derived using a similar argument. From (4.17) we also obtain

q̇uv , quv ⊙ 1
2ω

v
uv

,
1
2ω

u
uv ⊙ quv = quv ⊙ qvu ⊙ 1

2ω
u
uv ⊙ quv ,

q̇vu , qvu ⊙ 1
2ω

u
vu
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= d
dt ((q

uv)c) = (q̇uv)c , (12ω
u
uv ⊙ quv)c = qvu ⊙ −1

2ω
u
uv .

This implies that the identities

ωuuv = q
uv ⊙ ωvuv ⊙ qvu , ωuuv = −ωuvu , (4.19)

can be used to change the coordinate frames of the angular velocity.

Suppose that the u-frame and the v-frame are rotated w.r.t. each other. That is,
with slight abuse of notation, position vectors are transformed as

xu = Ruvxv = quv ⊙ xv ⊙ qvu . (4.20)

Using (4.17), this expression can be differentiated to obtain

ẋu = q̇uv ⊙ xv ⊙ qvu + quv ⊙ xv ⊙ q̇vu + quv ⊙ ẋv ⊙ qvu

= 1
2ω

u
uv ⊙ quv ⊙ xv ⊙ qvu − quv ⊙ xv ⊙ qvu ⊙ 1

2ω
u
uv + q

uv ⊙ ẋv ⊙ qvu

= ωuuv × xu + quv ⊙ ẋv ⊙ qvu , (4.21a)

where × is the quaternion cross product, see Appendix B.1. Since this operator
extends the vector cross product, (4.21a) is equivalent to

ẋu = ωu
uv × xu + Ruv ẋv . (4.21b)

To avoid confusion later on, we write (4.21b) as

ẋuu = ωu
uv × xu + ẋuv , (4.21c)

where ẋuu and ẋuv are defined according to

ẋuu ,
d
dt x

u , ẋuv , R
uv ẋvv = R

uv d
dt x

v . (4.22)

The additional subscript denotes the coordinate frame in which the differentia-
tion is performed.

The inertial frame (i-frame), the earth frame (e-frame), the navigation frame (n-
frame) and the body frame (b-frame) have been introduced in Section 3.1. The
origins of the i-frame and the e-frame coincide and the transformation between
these systems is a pure rotation given by

bi = Riebe. (4.23)

Differentiating (4.23) twice w.r.t. time using (4.21), we obtain

ḃii = ωi
ie × bi + ḃie,

b̈ii i = ω̇i
ie × bi + ωi

ie × ḃii + b̈iei

= ωi
ie × ωi

ie × bi + ωi
ie × ḃie + b̈iei . (4.24)

The last identity makes use of the fact that the angular velocity ωi
ie is constant,

i.e. ω̇i
ie = 0. In many applications, the n-frame is defined stationary w.r.t. the

e-frame. That is,

be = Renbn + ne, (4.25)
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where ne and Ren are constant. Differentiation w.r.t. time gives ḃee = ḃen. Hence,

ḃie = R
ie ḃee = R

ie ḃen = ḃin, (4.26)

and b̈iei as can be expanded using (4.21) as

b̈iei =
d
dt ḃ

i
e =

d
dt ḃ

i
n = d

dt (R
inḃnn) = ωi

ie × ḃin + b̈inn. (4.27)

Combining (4.24), (4.26) and (4.27) and rotating the result, we obtain

b̈nii = ωn
ie × ωn

ie × Rnibi + 2ωn
ie × ḃnn + b̈nnn, (4.28)

where ωn
ie ×ωn

ie × Rnibi is known as the centrifugal acceleration and 2ωn
ie × ḃnn as

the Coriolis acceleration. This expression transforms b̈nii to b̈nnn. The latter can be
integrated to obtain velocity ḃnn and position bn:









d
dt b

n = ḃnn,

d
dt ḃ

n
n = b̈nnn

⇒








bnt+1 = bnt + T ḃ
n
n,t +

T 2

2 b̈nnn,t ,

ḃnn,t+1 = ḃnn,t + T b̈
n
nn,t

(4.29)

The integration has been performed under the assumption that the acceleration
b̈nnn,τ is constant in the interval τ ∈ (t, t + T ).

In the context of navigation over large distances it is customary to move and ro-
tate the n-frame along the surface of the earth. In that case, (4.25) is not satisfied
with constant ne and Ren, so (4.26)–(4.29) are no longer valid. Instead, b̈iei can be
expanded using (4.21) as

b̈iei =
d
dt ḃ

i
e =

d
dt (R

inḃne ) = ωi
in × ḃie + b̈ien. (4.30)

Substituting this expression in (4.24) and rotating the result, we obtain

b̈nii = ωn
ie × ωn

ie × Rnibi + (2ωn
ie + ωn

en) × ḃne + b̈nen, (4.31)

since ωn
in = ωn

ie + ωn
en. This expression transforms b̈nii to b̈nen. The latter can be

integrated to obtain the ground speed ḃne .

The orientation between the b-frame and the i-frame can be decomposed as

qib = qie ⊙ qen ⊙ qnb. (4.32)

Differentiating this expression w.r.t. time using (4.17) and (4.19) gives

qib ⊙ 1
2ω

b
ib = q

ie ⊙ 1
2ω

e
ie ⊙ qen ⊙ qnb + qie ⊙ qen ⊙ 1

2ω
n
en ⊙ qnb

+ qie ⊙ qen ⊙ qnb ⊙ 1
2ω

n
nb

= qib ⊙ qbe ⊙ 1
2ω

e
ie ⊙ qeb + qib ⊙ qbn ⊙ 1

2ω
b
en ⊙ qnb

+ qib ⊙ 1
2ω

n
nb

= qib ⊙ 1
2 (ω

b
ie + ω

b
en + ω

b
nb) (4.33)

Comparing terms gives

ωb
ib = ωb

ie + ωb
en + ωb

nb. (4.34)
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This expression transforms ωb
ib to ωb

nb. The latter can be integrated to obtain the
orientation:

d
dt q

nb = qnb ⊙ 1
2ω

b
nb ⇒ qnbt+1 = qnbt ⊙ exp( T2ω

b
nb,t) (4.35)

The integration has been performed under the assumption that the angular ve-
locity ωb

nb,τ is constant in the interval τ ∈ (t, t + T ). Details on the integration of
quaternions are provided in Appendix B.3.

4.4 Coordinate frame alignment

A further topic of kinematics is the alignment of coordinate frames, that is, find-
ing the relative position and orientation between two coordinate frames. This
problem has received a lot of attention in the field of robotics under the name of
hand-eye calibration (Tsai and Lenz, 1989; Daniilidis, 1999; Strobl and Hirzinger,
2006). In this thesis, the problem of aligning coordinate frames occurs for in-
stance in the context of comparing filter performance with an external optical
reference system such as Vicon, see Figure 4.4. In this section we discuss two
cases which will be used in subsequent chapters.

inertial system

reference system

navigation body

reference tool

Figure 4.4: A reference system introduces additional coordinate frames.
Solid lines indicate rigid connections which have to be calibrated, dotted
lines are non-rigid, time varying relations.

First, consider the case of determining the relative orientation from measuring
a vector quantity in two coordinate frames, here denoted the u-frame and the
v-frame. This gives rise to the following maximum likelihood (ml) problem, see
Section 2.1,

max
θ

N∑

n=1

p(eun) + p(e
v
n) (4.36)

s.t. yun = vun + eun , n = 1, . . . , N

yvn = Rvuvun + evn, n = 1, . . . , N

with parameter vector θ = {Rvu , {vun , eun , evn}Nn=1}. Dependent on the measure-
ment noise, solving the general problem (4.36) can be very hard. In case of



4.4 Coordinate frame alignment 51

eun ∼ N (0,Σu) and evn ∼ N (0,Σv) with Σu = Σv = σ2I3, we can introduce a com-
bined noise en = yun − Ruvyvn = eun − Ruvevn ∼ N (0, 2σ2I3). Under this assumption
solving (4.36) is equivalent to solving

min
Ruv

N∑

n=1

‖en‖22 (4.37)

s.t. en = yun − Ruvyvn, n = 1, . . . , N

Parameterizing the orientation Ruv using the unit quaternion quv , the closed form
solution to this problem is given by Theorem 4.1.

4.1 Theorem (Relative orientation from vector measurements). Let {yun}Nn=1
and {yvn}Nn=1 measurements satisfying yun ≈ quv ⊙ yvn ⊙ qvu . Then the sum of the
squared residuals,

V (quv) =
N∑

n=1

‖en‖22 =
N∑

n=1

‖yun − quv ⊙ yvn ⊙ qvu‖22, (4.38)

is minimized by q̂uv = v1, where v1 is the eigenvector corresponding to the largest
eigenvalue λ1 of the system Av = λv with

A = −
N∑

n=1

(yun)
L(yvn)

R. (4.39)

Proof: Analogous to Horn (1987), the squared residuals can be written as

‖en‖22 = ‖yun‖22 − 2yun · (quv ⊙ yvn ⊙ qvu) + ‖yvn‖22.
Minimization only affects the middle term, which can be simplified to

yun · (q
uv ⊙ yvn ⊙ qvu) = − (yun ⊙ (quv ⊙ yvn ⊙ qvu))0

= −(yun ⊙ quv)T (yvn ⊙ qvu)c

= −(quv)T (yun)L(yvn)Rquv ,

using the relation (a ⊙ b)0 = aT bc for the scalar part of quaternion multiplication.
The minimization problem can now be restated as

argmin
‖quv‖2=1

N∑

n=1

‖en‖22 = argmax
‖quv‖2=1

(quv)TAquv ,

where A is defined in (4.39). Using (B.3),(B.19) and (B.20) we have

(yun)
L(yvn)

R = [−(yun)L]T [−(yvn)R]T = [(yvn)
R)(yun)

L]T = [(yun)
L(yvn)

R]T ,

from which can be concluded that A is a real symmetric matrix.

Let quv = Vα with ‖α‖2 = 1, where V is an orthonormal basis obtained from the



52 4 Kinematics

symmetric eigenvalue decomposition of A = VΛV T . Then,

(quv)TAquv = αTV TVΛV TVα =
4∑

i=1

α2
i λi ≤ λ1,

where λ1 is the largest eigenvalue of A. Equality is obtained for α = (1, 0, 0, 0)T ,
that is, q̂uv = v1.

A second alignment problem is to determine the relative pose from pairs of rel-
ative pose measurements. Two closely related scenarios, both known as hand-
eye calibration, are described in robotics literature, see e.g. Tsai and Lenz (1989);
Strobl and Hirzinger (2006). The classical hand-eye calibration scenario is to

u v

x w

An

X

Z
Bn

(a) AX = ZB

u’ v’

u v

x w

X

X

An Bn

(b) AX = XB

Figure 4.5: Two versions of the hand-eye calibration problem.

move a manipulator (hand) from u to u’ and to observe this change with a sensor
(eye) which moves from v to v’, as illustrated by Figure 4.5b. Evaluating the two
routes from v’ to u yields the relation AX = XB, from which the unknown trans-
formation X can be solved given a number of relative poses {An, Bn}Nn=1. Instead
of working with changes in manipulator pose and sensor pose, it is possible to
use these poses directly, see Figure 4.5a. Evaluating the two routes from v to x in
this slightly more general scenario yields the relation AX = ZB, from which the
unknown transformations X and Z can be jointly solved given a number of poses
{An, Bn}Nn=1.

Expanding the AX = ZB problem, we have that the measurements {quvn , vun}Nn=1
and {qxwn ,wxn}Nn=1 are, in absence of noise, related by

{

quvn ⊙ qvw = qux ⊙ qxwn ,

vun + R
uv
n wv = xu + Ruxwxn.

(4.40)

This is an inherently coupled and nonlinear problem in the unknowns {qux, xu}
and {qvw,wv}. Many nonlinear optimization approaches have been formulated
(Strobl and Hirzinger, 2006). However, assuming known orientations, the trans-
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lational part is linear in the unknowns xu and wv ,

vun − Ruxwxn =
[

I3 −Ruvn
]
(

xu

wv

)

. (4.41)

Decoupling approaches provide a starting point for the optimization approaches
and are frequently employed directly with satisfactory results. An explicit solu-
tion to the rotational part is given by Theorem 4.2.

4.2 Theorem (Relative orientation from orientationmeasurements). Suppose
{quvn }Nn=1 and {qxwn }Nn=1 are measurements satisfying quvn ⊙ qvw ≈ qux ⊙ qxwn . Then
the residual rotation error,

V (qux, qvw) =
N∑

n=1

‖en‖22 =
N∑

n=1

‖quvn ⊙ qvw ⊙ qwxn ⊙ qxu − 1‖22, (4.42)

is minimized by q̂ux = v1 and q̂vw = u1, where u1 and v1 are the first left and
right singular vectors of the matrix A = UΣV T , with

A =
N∑

n=1

[(quvn )L]T [(qxwn )R]. (4.43)

Proof: The residual orientation error can be rewritten as

‖en‖22 = ‖quvn ⊙ qvw ⊙ qwxn ⊙ qxu − 1‖22
= (quvn ⊙ qvw ⊙ qwxn ⊙ qxu − 1)(quvn ⊙ qvw ⊙ qwxn ⊙ qxu − 1)c

= 2 − (quvn ⊙ qvw ⊙ qwxn ⊙ qxu) − (quvn ⊙ qvw ⊙ qwxn ⊙ qxu)c

Using the quaternion properties, q + qc = 2q0 and (a ⊙ b)0 = aT bc, the above
expression can be simplified to

‖en‖22 = 2 − 2(quvn ⊙ qvw)T (qwxn ⊙ qxu)c = 2 − 2(qvw)T [(quvn )L]T [(qxwn )R]qux.

The minimization problem can now be restated as

argmin
N∑

n=1

‖en‖22 = argmax (qvw)TAqux,

subject to ‖qux‖2 = 1, ‖qvw‖2 = 1 and where A is defined in (4.43).

Let qvw = Uα and qux = V β with ‖α‖2 = 1 and ‖β‖2 = 1, where U and V
are orthonormal bases obtained from the singular value decomposition of A =
UΣV T . Then,

(qvw)TAqux = αTUTUΣV TV β =
4∑

i=1

αiσ iβ i ≤ σ1,

where σ1 is the largest singular value. To obtain equality, choose both α = β =
(1, 0, 0, 0)T , that is, q̂ux = v1 and q̂vw = u1.
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Algorithm 4.1 Reference system calibration (pose)

1. Acquire pose measurements {quvk , vuk }Kk=1 and {qxwk ,wxk}Kk=1 from the sensor
unit and the reference system respectively.

2. Compute an estimate q̂ux, q̂vw from {quvk } and {qxwk } using Theorem 4.2.
3. Obtain a least squares estimate x̂u , ŵv from {vuk } and {wxk} using (4.41).

Algorithm 4.2 Reference system calibration (inertial)

1. Capture inertial measurements {yω,k}Kk=1, {ya,k}Kk=1 and {zω,k}Kk=1, {za,k}Kk=1
from the sensor unit and the reference system respectively. Rotate around
all 3 axes, with sufficiently exiting angular velocities.

2. Compute an estimate q̂bt from {yω,k = ωb
k} and {zω,k = ωt

k} using Theo-
rem 4.1.

3. Compute a least squares estimate bt from {ya,k} and {za,k} using (4.45).

Notice that quvn ⊙ qvw ⊙ qwxn ⊙ qxu = δqn, where δqn = (cos αn2 , n
u
n sin

αn
2 ) = (1, 0) in

absence of errors. With this notation, the cost function (4.42) can be interpreted
as

V (qux, qvw) =
N∑

n=1

‖δqn − 1‖22,=
N∑

n=1

‖(cos αn2 − 1, nun sin
αn
2 )‖22

=
N∑

n=1

(cos αn2 − 1)2 + (sin αn
2 )2 = 2

N∑

n=1

(1 − cos αn2 ) ≈ 1
4

N∑

n=1

α2
n.

That is, Theorem 4.2 minimizes the error angles.

Part II contains several inertial tracking algorithms whose performance is evalu-
ated by a comparison with a reference system. This implies that the associated
coordinate frames have to be aligned. Dependent of the type of reference system,
different alignmentmethods have to be used. In case of a reference system provid-
ing pose measurement, e.g., an industrial robot or a Vicon system, Algorithm 4.1
can be used to align the systems.

A second type of reference system is a high grade inertial navigation system. In
this case, Algorithm 4.2 can be used to align the systems. It uses the gyroscope
and accelerometer measurements of both systems. Since they are rigidly connect,
that is, bnk = tnk + R

nt
k bt , we have

b̈nii,k = ẗnii,k + ω̇n
nt,k × Rntk bt + ωn

nt,k × ωn
nt,k × Rntk bt

= ẗnii,k + R
nt
k

(

[ω̇t
nt,k×] + [ωt

nt,k×]2
)

bt . (4.44)

Hence, a pair of accelerometer measurements ya,k and za,k can be combined as

Rtbk ya,k − za,k = Rtnk
(

b̈nii,k − ẗnii,k
)

=
(

[ω̇t
nt,k×] + [ωt

nt,k×]2
)

bt . (4.45)
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Sensor fusion applications





5
Inertial and magnetic sensors

Standalone inertial measurement units (imus) are an excellent source of orienta-
tion information. This chapter discusses the sensor fusion behind this application
together with the associated problem of magnetic field calibration.

5.1 Problem formulation

Traditionally standalone inertial sensors have been used in aviation, aerospace
and shipping applications. The employed strapdown navigation solutions (see
Section 3.1.3) require accurate and therefore bulky and expensive sensors. With
the relatively recent development of micro-machined electromechanical system
(mems) technology, inertial sensing components have become very small and in-
expensive, at the cost of reduced accuracy. These (ongoing) developments have
enabled many new application areas for inertial sensors. In this chapter we focus
on orientation estimation and related subjects such asmulti-segment systems and
magnetic field calibration.

Imus are nowadays available as chipsets and as result they have been integrated
in many devices, including mobile phones. They are also available as very small,
unobtrusive and wireless devices, see Figure 5.1. This allows them to be used
in a wide range of applications, including putting them on small vehicles and
wearing them on the body. The latter allows measuring the movement of a per-
son or animal. Motion capture is of interest in for instance clinical applications
where the clinical specialist or physiotherapist is able to analyze and monitor the
movement of a patient. Another application area is in the movie and gaming in-
dustry where the movements of an actor form the basis for special effects or game
characters.

57
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Figure 5.1: An XsensMTw, a wireless imu, is placed in an easy-to-wear strap.

In above applications, an imu is used for orientation estimation. In case position
estimates are required an additional source of information has to be used, see
Chapter 6–8. The orientation estimates are obtained by sensor fusion of measure-
ments from the integrated gyroscopes, accelerometers and magnetometers. In
the context of body worn sensors, the joints between body segments provide an
additional source of information which can be exploited.

When using the magnetometers for orientation estimation, care should be ex-
erted that these measure the undistorted earth magnetic field. In case the imu
is mounted on a rigid magnetic object, such as a car or a prosthesis this intro-
duces an orientation-dependent magnetic distortion which has to be calibrated
for.

The remainder of this chapter is organized as follows: sensor fusion for orien-
tation estimation using standalone inertial sensors is discussed in Section 5.2,
Section 5.3 discusses sensor fusion for multiple segments connected with joints
and Section 5.4 discusses how to calibrate local magnetic distortions.

5.2 Orientation estimation

The basic idea of orientation estimation of an imu is sensor fusion of its gyro-
scopes, accelerometers and magnetometers. All these sensors contained in an
imu provide information about its orientation. The angular velocity, measured
by the gyroscopes, can be integrated to obtain orientation. The integration drift
caused by noise and slow time-varying biases can be compensated using the mag-
netometers and accelerometers.

The recent survey by Crassidis et al. (2007) gives a thorough overview of orien-
tation estimation methods, where the extended Kalman filter (ekf) turns out to
be the sensor fusion method of choice for many applications. The models are
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derived using strapdown navigation theory (Titterton and Weston, 1997; Savage,
1998). A closely related topic is that of pedestrian navigation (Skog et al., 2010;
Skog, 2009; Foxlin, 2005), where zero velocity updates are used to stabilize the
integration drift.

As discussed in Chapter 2, state-space models are one of the key ingredients of
sensor fusion. For the sensor unit introduced earlier in this section, such a model
can be constructed from the models in Chapter 3 and Chapter 4. They are re-
peated below for the reader’s convenience.

Assuming zero acceleration of the sensor, the accelerometer measurement model
(3.3) becomes

ya = −Rbngn + δba + eba , (5.1)

where g is the known gravity vector, δa is a slowly time-varying bias and ea is
independently and identically distributed (i.i.d.) Gaussian noise. The zero ac-
celeration assumption is likely to be violated occasionally, since the imu will be
accelerating during motion. However, without additional sensors such as vision,
ultra-wideband (uwb) or global positioning system (gps), the acceleration is not
known and cannot be compensated for. For the purpose of orientation estima-
tion on humans, the accelerometer bias is negligible in comparison to the gravity
vector.

Assuming a magnetically undistorted environment, the magnetometer measure-
ment model (3.4) becomes

ym,t = R
bn
t mn

e + ebm,t , (5.2)

where me is the earth magnetic field vector which gives the direction of the mag-
netic north and em is i.i.d. Gaussian noise. Ferromagnetic objects are commonly
present, especially in indoor environments. Examples include furniture such
desks, chairs and cabinets, but also structural elements like pillars and radia-
tors. Therefore, care has to be exerted to ensure that the magnetic field is not
distorted.

Following Section 4.3, we model orientation of the imu using the gyroscope mea-
surements,

qnbt+1 = qnbt ⊙ exp( T2ω
b
nb,t), (5.3)

where qnb is a unit quaternion describing the orientation of the navigation frame
(n-frame) relative to the body frame (b-frame) and T denotes the sampling inter-
val. The angular velocity ωb

nb is calculated from the gyroscope measurements yω
using (3.2)

ωb
nb,t = yω,t − Rbnωn

ie − δbω,t − ebω,t . (5.4)

The gyroscope bias δbω is slowly time-varying. Hence, it is modeled as a random
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walk,

δbω,t+1 = δbω,t + ebδω ,t , (5.5)

where ebδω is i.i.d. Gaussian noise.

Combining (5.1)–(5.5) we obtain a discrete-time nonlinear state-space model. Its
state vector is, with slight abuse of notation, given by

x =
(

qnb, δbω,
)T
. (5.6)

It can be used in an ekf to fuse the inertial measurements, see Section 2.2. The
difficulty with this approach is that the assumptions in (5.1) and (5.2) are fre-
quently violated: the imu will be often accelerating and magnetic distortions are
very common, especially in indoor environments. Example 5.1 shows what hap-
pens when relying on invalid assumptions.

5.1 Example: Orientation errors due to magnetic distortions

Consider a stationary imu in a magnetically disturbed environment, in this ex-
ample due to a moving pair of scissors. The changing magnetic field obviously
does not match with the assumption of (5.2). When this situation is not detected
and the measurements are used for orientation estimation, estimation errors are
introduced, see Figure 5.2. Besides the orientation, the gyroscope biases are also
affected and it takes some time before these are recovered. When accounting for
the distorted measurements, the orientation estimates remain accurate.

The key solution to a robust and accurate orientation estimate is to rely mainly on
the gyroscopes and selectively apply measurement updates using the accelerom-
eters and magnetometers. Detecting when to apply these updates is a topic by
itself and falls outside the scope of this thesis. One of the main ideas is to use hy-
pothesis testing on the sensor measurements, see for instance Skog et al. (2010).

5.3 Multi-segment system

In clinical applications, motion capture is used to asses and monitor the move-
ment of patients. It provides a valuable tool for medical specialist with applica-
tions in for instance diagnosis of certain conditions, pre- and post-surgery com-
parisons and monitoring of revalidation. Inertial motion capture technology can
bring these analyzes out of specialized labs and into the practice of a specialist or
the natural environment of the patient.

The basic idea of inertial motion capture is to attach imus to several body seg-
ments. For instance, consider an imu on a foot, one on the lower leg and one
on the upper leg. Since these body segments are connected to each other with
a joint, in this case the ankle and the knee, they form a multi-segment chain or
so-called articulated body. If the orientation of each segment is known over time,
this fully determines the motion of the leg. That is, one could use the approach
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Figure 5.2: Orientation estimates under magnetic disturbances. Shown are
estimates with (–) and without (–) accounting for the magnetic disturbances.
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of Section 5.2 to estimate the orientation of every segment individually. How-
ever, because the segments are linked to one another, their motion is constrained,
see Figure 5.3. This additional piece of information allows replacing the tricky

Figure 5.3: A simple multi-segment model. Shown are two segments (–)
connected with a joint (•). Each segment has an imu (�) attached to it.

assumptions of zero acceleration and an undistorted magnetic field and gives a
very robust and self-contained system.

Multi-segment models are typically used in the field of bio-mechanical engineer-
ing (Schepers et al., 2007; Sabatini et al., 2005). Roetenberg and Luinge (2011)
describe experimental results for a filter using these models. In this section, we
use a similar approach to obtain a smoothing framework.

Although real-time visualizations are desirable, both medical specialists and re-
searchers typically complete a measurement with a patient and analyze the data
afterward in the form of a report with plots of relevant quantities. That implies
that for clinical application, smoothing, see Section 2.2.2, is a logical approach.
As discussed in Chapter 2, state-space models are one of the key ingredients of
sensor fusion. For the multi-segment model introduced earlier in this section,
such a model can be constructed from the models in Chapter 3 and Chapter 4.
They are repeated below for the reader’s convenience. Without loss of generality,
we consider a system consisting of two segments. Larger systems are treated in
exactly the same way.

Following Section 4.3, we model the position and orientation of each imu using
the inertial measurements,

bnk,t+1 = bnk,t + T ḃ
n
k,t +

T 2

2 b̈nk,t , (5.7a)

ḃnk,t+1 = ḃnk,t + T b̈
n
k,t , (5.7b)

qnbk,t+1 = qnbk,t ⊙ exp( T2ω
b
nb,k,t), (5.7c)

where bnk and ḃnk denote the position and velocity of the b-frame of sensor k re-
solved in the n-frame, qnbk is a unit quaternion describing the orientation of the n-
frame relative to the b-frame of sensor k and T denotes the sampling interval. The
acceleration b̈nk and angular velocity ωb

nb,k are calculated for each sensor from the
corresponding accelerometer measurements ya,k and gyroscope measurements
yω,k using (3.2) and (3.3),

b̈nk,t = R
nb
k,t

(

ya,k,t − δba,k,t − eba,k,t
)

− 2ωn
ie × ḃnk,t + gn, (5.8a)

ωb
nb,k,t = yω,k,t − Rbnk,tωn

ie − δbω,k,t − ebω,k,t . (5.8b)

The inertial bias terms δba,k and δbω,k of sensor k are slowly time-varying. Hence,
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they are modeled as random walks,

δba,k,t+1 = δba,k,t + ebδa,k,t , (5.9a)

δbω,k,t+1 = δbω,k,t + ebδω ,k,t , (5.9b)

where ebδa,k and ebδω ,k
are i.i.d. Gaussian noises.

The two segments are connected by a joint. This implies that the endpoints of the
segments should coincide. This is modeled by using a joint measurement model,

yj,t , 0 = j n − j n = bn1,t + R
nb
1,t j

b
1 − bn2,t − Rnb2,t j b2 + ej,t , (5.10)

where j it the position of the joint and ej is i.i.d. Gaussian noise modeling the
flexibility of the joint.

The joint measurement model makes the relative orientation and position of the
imus observable under very mild acceleration of the joint. In practice, any kind
of human motion other than standing completely still, provides enough accel-
eration. However, for absolution position and orientation, additional sensors or
assumptions, including those of Section 5.2, have to be included for at least one
imu. Alternatively, the unobservable modes of the state can be eliminated by a
state transformation to relative parameters.

Combining (5.7)–(5.10) we obtain a discrete-time nonlinear state-space model.
Its state vector is, with slight abuse of notation, given by

x =
(

{bnk , ḃnk , qnbk , δba,k , δbω,k}2k=1
)T
. (5.11)

The model is used to solve the smoothing problem (2.30) to estimate x0:t , see
Section 2.2.2. Using the state vector (5.11), the resulting optimization problem
contains a large number of nonlinear equality constraints, ‖qnbk ‖2 = 1, since the
quaternions have to be unit-length. These constraints pose are very difficult to
solve. A simple reparameterization of the problem eliminates these constraints
completely. The idea is to parameterize the orientation using local Euclidean pa-
rameterization of the manifold (Grisetti et al., 2010; Crassidis et al., 2007). That
is, define

qnbk,t , exp(12φ
n
k,t) ⊙ q̄nbk,t , (5.12)

where exp is the quaternion exponential, see Appendix B.3 and Section C.1. That
is, the orientation qnb is split in a constant nominal orientation q̄nb and an orien-
tation error φn. Using this parameterization the new state vector becomes

x̃ =
(

{bnk , ḃnk ,φnk , δba,k , δbω,k}2k=1
)T

(5.13)

and the smoothing problem takes the form of a nonlinear least squares problem,
see Example 2.4, which can be solved using the methods described in Section 2.3.
However, it is advantageous to update the nominal orientation trajectory after
every iteration of the solver. This makes sure that the parameterization remains
almost Euclidean and improves the convergence speed.



64 5 Inertial and magnetic sensors

Tests on a filter using the multi-segment model show already very useful results.
An example is given in Figure 5.4, which shows joint angles for a patient with
a knee and ankle prosthesis during normal walking. The prosthesis allows only
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Figure 5.4: Knee and angle joint angles of a patient during normal walking.
Shown are the left, prosthetic side (–) and the right side (–).

motion in the sagittal plane. Note the different walking pattern of the left, pros-
thetic side and the normal right side. A passive knee prosthesis is characterized
by a stance phase with a constant joint angle, whereas a passive ankle prosthesis
is characterized by a swing phase with an almost constant angle. Both effects are
clearly visible in Figure 5.4a. More details, including a comparison to an optical
reference system can be found in Garofalo (2010).

It remains future work to implement a solver for the smoothing approach and
validate its performance. A very interesting extension would be the addition
of force and torque sensors to the setup. This would enable complete dynamic
evaluation including the calculation of joint loads.

5.4 Magnetic field calibration

In this section we describe a novel calibration algorithm to calibrate the magnetic
field when the imu is mounted close to a ferro-magnetic object.
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5.4.1 Calibration algorithm

The key assumption when using magnetometers for orientation estimation is the
presence of a homogeneous external magnetic field. The earth magnetic field is
the most common external field, but inside buildings other conditions can occur.
Ferromagnetic objects introduce local distortions to the magnetic field. These dis-
tortions violate the assumption of a homogeneous field and result in inaccurate
orientation estimates when not properly accounted for.

When a calibrated imu is mounted rigidly on or close to a rigid ferromagnetic
object, the magnetometers no longer measure the external field directly (Vas-
concelos et al., 2008; Renaudin et al., 2010). The object induces an orientation-
dependent distortion to the field. This distortion can be decomposed in so-called
soft and hard iron effects. The former effect is the result of the interaction of
the object with the external magnetic field which changes the intensity as well as
the direction of the field, whereas the latter stems from permanent magnetism
and introduces an additive field. This gives rise to the following model for the
magnetometer measurements, see (3.4),

ym = mb + ebm = Dmb
e + db + ebm, (5.14)

where m is the local magnetic field vector, me is the external magnetic field vec-
tor, D models the soft iron effect, d models the hard iron effect and ebm is i.i.d.
Gaussian noise. All vectors in (5.14) are resolved in the b-frame. On physical
grounds mirroring effects can be excluded, i.e., detD > 0. Furthermore, the exter-
nal magnetic field is assumed to be homogeneous. That is,

mb
e = Rbnmn

e , (5.15)

with me constant in the n-frame. Without loss of generality we can define the
positive x-direction of the n-frame to be aligned with the external magnetic field
and scale the field to have unit-norm. That is, mn

e ∈ M, withM defined as

M = {x ∈ S(2) : xy = 0}, S(2) = {x ∈ R3 : ‖x‖2 = 1}, (5.16)

where S(2) is the unit sphere.

The objective of magnetic field calibration is to estimate the distortion parame-
ters D and d. Several methods can be found in literature (e.g. Vasconcelos et al.,
2008; Renaudin et al., 2010). However, these methods express their results in an
arbitrary coordinate frame instead of the b-frame and an additional alignment
problem needs to be solved before the magnetometers can be used. In this section
we propose a novel calibration method which includes the alignment problem.

Our approach includes additional measurements of the vertical, which can be
for instance obtained from the accelerometers when the imu is stationary. The
vertical measurements are modeled as

yv = vb + ev = Rbnvn + ebv, (5.17)

where the vertical vn = (0, 0, 1)T and ev is i.i.d. Gaussian noise. Considering a set
of K measurements {ym,k , yv,k}Kk=1 of magnetometer and vertical measurements
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taken while holding the imu in different orientations, we formulate the calibra-
tion as an maximum likelihood (ml) problem, see Section 2.1, according to

min
θ

1
2

K∑

k=1

‖ebm,k‖2Σ−1m + ‖ebv,k‖2Σ−1v (5.18a)

s.t. ebm,k = ym,k − DRbnk mn
e − db, k = 1, . . . , K

ebv,k = yv,k − Rbnk vn, k = 1, . . . , K

Rbnk ∈ SO(3), k = 1, . . . , K

mn
e ∈ M,

(5.18b)

(5.18c)

(5.18d)

(5.18e)

with variables θ = {D, db,mn
e , {Rbnk }Kk=1}. The solvers described in Section 2.3 can

efficiently solve (5.18), but require a reasonable initial estimate to converge to the
correct optimum since the problem is non-convex.

To obtain an initial guess for θ, note that the external magnetic field mn
e has unit

length. Expanding this using (5.14) and (5.15) we obtain

0 = ‖mn
e ‖22 − 1 = ‖Rnbk mb

e,k‖22 − 1 = ‖mb
e,k‖22 − 1

≈ ‖D−1(ym,k − db)‖22 − 1
= yTm,kD

−TD−1ym,k − 2yTm,kD−TD−1db + (db)TD−TD−1db − 1, (5.19)

where the magnetometer noise has been ignored. Introducing the notation

A = D−TD−1, b = −2D−TD−1db, c = (db)TD−TD−1db − 1, (5.20)

we can write (5.19) as

yTm,kAym,k + yTm,kb + c = 0, (5.21)

which is the algebraic equation of an ellipsoid in ym. It is a linear equation in the
parameters A, b and c. Following Gander et al. (1994), we rearrange (5.21) as

Y kθ = 0, (5.22a)

with Y k and θ defined as

Y k ,
[

yTm,k ⊗ yTm,k yTm,k 1
]

, θ ,











vecA
b
c










= 0, (5.22b)

where ⊗ denotes the Kronecker product and vec denotes the vectorize operator
(Magnus and Neudecker, 1999). Stacking (5.22) for a set of magnetometer mea-
surements, a system Yθ = 0 is obtained from which A, b and c can be obtained.
Since A is symmetric, it has only six unknowns and 3 columns from Y can be
eliminated. Using the singular value decomposition Y = UΣV T =

∑n
i=1 uiσ iv

T
i ,

a nontrivial solution is given by θ̂s = vn (Golub and Van Loan, 1996). This so-
lution is determined up to scale, since θ̂ = αθ̂s, α ∈ R also solves Y θ̂ = 0. The
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estimated ellipsoid parameters Â, b̂ and ĉ are now calculated as











vec Â
b̂
ĉ












= α












vec Âs
b̂s
ĉs












= αθ̂. (5.23a)

Rearranging (5.20) as

1 = (db)TD−TD−1db − c = 1
4b

TA−1b − c = α
(
1
4b

T
s A
−1
s bs − cs

)

,

the scale factor α is recovered as

α =
(
1
4 b̂

T
s Â
−1
s b̂s − ĉs

)−1
. (5.23b)

Given Â and b̂, initial estimates of the distortion parameters D̂0 and d̂b0 are ob-
tained using (5.20) as

D̂0D̂
T
0 = Â−1, d̂b0 = −1

2 Â
−1b̂. (5.24)

The factorization D̂0D̂
T
0 = Â−1 is not unique; if D̃0D̃

T
0 = Â−1 then D̂0 = D̃0U

with UUT = I3 also satisfies D̂0D̂
T
0 = Â−1. We determine D̃0 using a Cholesky

factorization, see Appendix A.3. The requirement detD > 0 limits this unitary
freedom to a rotational freedom; we have D̂0 = D̃0R with RRT = I3,detR = 1.
That is, an initial magnetometer measurement model is given by

ym ≈ D̃0Rm
b
e + d̂b0, (5.25)

where R ∈ SO(3) is yet to be determined.

The inner product between the vertical vn and the unknown external magnetic
field mn

e can be expanded using (5.15), (5.17) and (5.25) as

δ = vn ·mn
e = Rnbk vbk ·R

nb
k mb

e,k = vbk ·m
b
e,k ≈ yTv,kR

T D̃−10 (ym,k − d̂b0). (5.26)

The resulting system of equations is used in a ml fashion to formulate the prob-
lem

min
θ

1
2

K∑

k=1

‖ek‖22 (5.27a)

s.t. ek = δ − yTv,kRT D̃−10 (ym,k − d̂b0), k = 1, . . . , K

R ∈ SO(3)

(5.27b)

(5.27c)

with variables θ = {R, δ}. Solving (5.27), starting in θ0 = {I3,− sin ϑ}, where ϑ
is the inclination angle of the local earth magnetic field, gives initial estimates
R̂0 and δ̂0. With these, the initial measurement model (5.25) is fully specified.
Furthermore, the first identity of (5.26) in combination with mn

e ∈ M implies
that an initial estimate of the external magnetic field is given by

m̂n
e,0 =

(√

1 − δ̂20 0 δ̂0

)T
(5.28)
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Finally, using (5.15), (5.17) and (5.25), we have
[

vn

m̂n
e,0

]

≈ Rnbk
[

yv,k
R̂T0 D̃

−1
0 (ym,k − d̂b0)

]

, k = 1, . . . , K, (5.29)

and we can obtain initial estimates {R̂nbk,0}Kk=1 by repeated application of Theo-
rem 4.1.

Combining the steps discussed above, a starting point for (5.18) is given by

θ0 =
(

D̃0R̂0, d̂
b
0, m̂

n
e,0, {R̂bnk,0}Kk=1

)T
, (5.30)

and the complete algorithm for calibrating the magnetic field is summarized in
Algorithm 5.1.

Algorithm 5.1Magnetic field calibration
1. Mount the imu on the ferromagnetic device or object.
2. Position the assembly in a homogeneous magnetic environment.
3. Collect a dataset {ym,k , yv,k}Nk=1 while rotating the assembly in all possible

directions.
4. Perform an ellipse fit and obtain D̃0 and d̂b0 using (5.22), (5.23) and (5.24).
5. Align the ellipse to the b-frame and obtain R̂0 and δ̂0 by solving (5.27). The

optimization is started in θ0 = {I3,− sin ϑ, {0}Kk=1}, where ϑ is the inclination
angle of the local earth magnetic field. Obtain m̂n

e,0 using (5.28).
6. Determine the orientations of the imu by repeated application of Theo-

rem 4.1 on (5.29) and obtain {R̂nbk,0}Kk=1.
7. Solve the ml problem (5.18). The optimization is started in

θ0 =
(

D̃0R̂0, d̂
b
0, m̂

n
e,0, {R̂bnk,0}Kk=1

)T
,

using the results from Step 4–6.
8. Calculate the calibration accuracy using (2.39).

5.4.2 Experiments

Algorithm 5.1 has been used to calibrate the magnetic field of an imu mounted
in an Aero L-29 Delphin jet aircraft, see Figure 5.5. As the airplane is constructed
from metal, the magnetometers of the imu will suffer from magnetic distortion.
Because of its sheer size and weight, the airplane cannot be easily rotated in all
directions. Taxiing on the ground, only the heading can be changed, which does
not provides enough excitation to determine a good magnetic field calibration.
In flight, however, it is possible to tilt and bank the airplane to some extent. In
this section we present results using a dataset recorded during a flight of approx-
imately 35 min in which the airplane performed several maneuvers, including
banked curves and barrel rolls in order to reach as many orientations as possible.

Figure 5.6 shows the magnetometer measurements before and after applying the
distortion correction. The original magnetometer measurements are distorted
and therefore lie on the surface of an ellipsoid, instead of on a sphere. After the
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Figure 5.5: The Aero L-29 Delphin jet used to test the magnetic field calibra-
tion.

magnetic field calibration, the corrected magnetometer measurements do form a
unit sphere so they can be used for sensor fusion. Note that the measurements
are not evenly distributed on the sphere, due to the limited maneuverability of an
airplane. Nevertheless it is possible to successfully perform a magnetic field cali-
bration. The estimated distortion parameters with their 99% confidence intervals
are shown below,

D̂ =











1.094 0.021 −0.066
0.033 1.063 0.126
−0.136 −0.013 0.821










±










0.018 0.014 0.009
0.016 0.003 0.006
0.012 0.007 0.003










, (5.31a)

d̂ =











0.160
0.057
−0.110










±










0.006
0.003
0.003










. (5.31b)

These parameters clearly deviate from I3 and 03×1. Without compensation, the
magnetometers will introduce large errors, which basically render them useless.

Figure 5.7 shows the normalized residuals of the magnetometer measurements
in (5.18). The observed residuals are small and centered around zero, implying
that a correct ml estimate has been obtained. The histogram has a smaller peak
than expected from the theoretical distribution. This is most likely caused by the
freedom the algorithm has in choosing the orientations {R̂nbk }Kk=1. In particular,
the heading is only determined by a single magnetometer measurement, which
implies that the magnetometer residual can be made very small in that direction.

The performance increase when using magnetometers in combination with mag-
netic field calibration of the sensor fusion accuracy is demonstrated in Chapter 8
where we will return to this experiment.
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Figure 5.6: Magnetometer measurements. Shown are the magnetometer
measurements ( · ) together with the ellipse or sphere on which they lie (—).

Figure 5.7: Normalized residuals of the magnetometer measurements after
calibration. Both the empirical distribution (bar) and the theoretical distri-
bution (line) are shown.



6
Inertial and vision

The combination of inertial measurement units (imus) and vision is very suitable
for pose estimation, especially for applications in robotics and augmented real-
ity (ar). This chapter discusses sensor fusion using this combination of sensors,
together with the associated problem of relative pose calibration.

6.1 Problem formulation

The combination of vision and inertial sensors is very suitable for a wide range
of robotics applications and a solid introduction to the technology is provided
by Corke et al. (2007). The high-dynamic motion measurements of the imu are
used to support the vision algorithms by providing accurate predictions where
features can be expected in the upcoming frame. This facilitates development of
robust real-time pose estimation and feature detection / association algorithms,
which are the cornerstones in many applications, including simultaneous local-
ization and mapping (slam) (Bailey and Durrant-Whyte, 2006; Durrant-Whyte
and Bailey, 2006) and ar (Bleser and Stricker, 2008; Chandaria et al., 2007b).

One of the main ideas of ar is to overlay a real scene with computer generated
graphics in real-time. This can be accomplished by showing the virtual objects
on see-through head-mounted displays or superimposing them on live video im-
agery. Figure 6.1 illustrates the concept of ar with some examples. In order to
have realistic augmentation it is essential to know the position and orientation
of the camera with high accuracy and low latency. This knowledge is required
to position and align the virtual objects correctly on top of the real world and
to ensure that they appear to stay in the same location regardless of the camera
movement.

71
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(a) Sport coverage using virtual annotations. (b)Maintenance assistance.

(c)Visualization of virtual objects in TV shows. (d) Virtual reconstruction.

Figure 6.1: Examples of ar applications. By courtesy of BBC R&D and
Fraunhofer IGD.

Besides a good sensor fusion method to combine inertial and vision measure-
ments, the problem of estimating the relative translation and orientation between
a camera and an imu needs to be addressed to successfully apply the proposed
tracking technology in real applications. Accurate knowledge of the quantities is
an important enabler for high-quality and robust sensor fusion.

The remainder of this chapter is organized as follows: the sensor fusion method
for pose estimation using inertial and vision measurements is discussed in Sec-
tion 6.2 and the relative pose calibration is discussed in Section 6.3. Earlier ver-
sions of the work in this chapter have been published in Hol et al. (2007, 2010b).

6.2 Pose estimation

In this section we discuss a 6 degrees of freedom (dof) tracking system, esti-
mating both position and orientation using sensor fusion of vision and inertial
sensors. The material has been derived within the context of ar. However, the
approaches and results are also applicable to other applications areas including
slam.
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Figure 6.2: An Xsens prototype sensor unit, integrating an imu and a camera
into a single housing.

6.2.1 Sensor fusion

Our setup is based on a prototype sensor unit, shown in Figure 6.2. It integrates
an imu and a camera in a single unit. The devices are synchronized at hardware
level and have a common clock, which significantly simplifies the signal process-
ing.

The combination of inertial and vision sensors has previously been used in lit-
erature, see e.g. Corke et al. (2007) for an overview. Reported systems apply
various methods: inertial measurements are used as backup (Aron et al., 2007),
for short-time pose prediction (Klein and Drummond, 2004), or depth map align-
ment (Lobo and Dias, 2004). Alternatively, vision and inertial subsystems are
loosely coupled, using visual pose measurements (Ribo et al., 2004; Chroust and
Vincze, 2004; Armesto et al., 2007). More recently, the combination of vision
and inertial sensors has been used in the context of slam (Gemeiner et al., 2007;
Sjanic et al., 2011) as well as calibration (Mirzaei and Roumeliotis, 2008; Kelly
and Sukhatme, 2011; Jones and Soatto, 2011).

Given the setting of ar, the basic assumption of our approach is that a textured
three dimensional (3d) model of the tracking environment is available. Such a
model can be obtained from for instance technical drawings or structure frommo-
tion algorithms. By using a 3d scene model containing natural landmarks, there
is no need for a prepared environment with artificial markers. This allows for ar
applications outside dedicated studios, for instance in outdoor environments.

Given a reasonably accurate prediction of the camera pose, e.g. from inertial nav-
igation, an artificial image can be obtained by projecting the 3d model. This
artificial image will resemble the camera image and is used to construct two di-
mensional (2d) search templates which are matched against the camera image,
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see Figure 6.3. For a successful match the association problem is already solved

Figure 6.3: Correspondences are generated by comparing the 3d scene
model viewed from the predicted camera pose (left) to the actually observed
camera image (right).

and a correspondence is obtained directly. A schematic overview of the sensor
fusion approach is shown in Figure 6.4. The imu provides rapid measurements

camera
computer
vision

3d scene model

imu
sensor
fusion

position
orientation

Figure 6.4: Estimating camera pose by fusing measurements from an inertial
measurement unit and a computer vision system.

of acceleration and angular velocity. The image processing system generates cor-
respondences between the camera image and the scene model. This 3d scene
model contains positions of various natural markers and is generated offline us-
ing images and/or drawings of the scene. The inertial and vision measurements
are combined in the sensor fusion model to obtain the camera pose.

When combining vision with inertial sensors, it is very important that the 3d

scene model both has a metric scale as well as a known gravity vector. These
properties are implicitly present in Section 3.2 where the scene model is defined
in the navigation frame (n-frame). However, coming from a pure vision perspec-
tive, they are often overlooked. Since a camera is a projective device, it suffers
from scale ambiguity. Changing the scale of a scene model gives scaled, but in-
distinguishable tracking results. Similarly, cameras have no sense of vertical, so
changing the orientation of the scene model gives rotated but indistinguishable
tracking results. Hence, for vision-only applications scene models typically have
an arbitrary scale and an arbitrary rotation; a standard choice is to define the unit
length and x-direction using the first two images.
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For the inertial-vision combination, the scale and orientation are relevant. Sensor
fusion utilizes position information both from the camera and the imu, which im-
plies that these quantities must have identical units. Additionally, the accelerom-
eters measure gravity which implies that the scene model should be vertically
aligned, or equivalently the gravity vector has to be known in the scene model.
Scale is also important when assumptions are made about the motions of the cam-
era, for instance the type and parameters of a motionmodel (Davison et al., 2007).
To determine the scale of a scene model, one can compare it to a computer aided
design (cad) model or an object with known dimensions. The gravity vector
can be determined by averaging the accelerometer measurements over some time
while the sensor unit is stationary in a known pose. An interesting solution might
be to include metric and direction information, for instance using accelerometers,
in the algorithms for building the scene models, for instance using slam.

As discussed in Chapter 2, state-space models are one of the key ingredients of
sensor fusion. For the sensor unit introduced earlier in this section, such a model
can be constructed from the models in Chapter 3 and Chapter 4. They are re-
peated below for the reader’s convenience.

According to Section 3.2.1, the correspondences are modeled as

pιt,k = P (pct,k) + eιt,k , (6.1)

where pιt,k is a 2d feature observed in the image, pct,k its corresponding 3d po-
sition in the camera frame (c-frame) and eιt,k is independently and identically

distributed (i.i.d.) Gaussian noise. The projection function P consists of (3.14) in
combination with (3.10) or (3.12), dependent on whether a perspective or wide-
angle objective is used.

Following Section 4.3, we model the position and orientation of the imu using
the inertial measurements,

bnt+1 = bnt + T ḃ
n
t +

T 2

2 b̈nt , (6.2a)

ḃnt+1 = ḃnt + T b̈
n
t , (6.2b)

qnbt+1 = qnbt ⊙ exp( T2ω
b
nb,t), (6.2c)

where bn and ḃn denote the position and velocity of the body frame (b-frame)
resolved in the n-frame, qnb is a unit quaternion describing the orientation of
the n-frame relative to the b-frame and T denotes the sampling interval. The
acceleration b̈n and angular velocity ωb

nb are calculated from the accelerometer
measurements ya and the gyroscope measurements yω using (3.2) and (3.3),

b̈nt = Rnbt
(

ya,t − δba,t − eba,t
)

− 2ωn
ie × ḃnt + gn, (6.3a)

ωb
nb,t = yω,t − Rbnt ωn

ie − δbω,t − ebω,t . (6.3b)

The inertial bias terms δba and δbω are slowly time-varying. Hence, they are mod-
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eled as random walks,

δba,t+1 = δba,t + ebδa,t , (6.4a)

δbω,t+1 = δbω,t + ebδω ,t , (6.4b)

where ebδa and ebδω are i.i.d. Gaussian noises.

The correspondences provided by the computer vision algorithm contain pnt,k , the
position of the feature in the n-frame. Since the camera is rigidly attached to the
imu, these quantities can be expressed in the c-frame as required by (6.1) using

pct,k = R
cb

(

Rbnt (pnt,k − bnt ) − cb
)

. (6.5)

Here, Rcb is the rotation between the c-frame and the b-frame and cb is the po-
sition of the c-frame expressed in the b-frame. An accurate value for this rela-
tive pose is of utmost importance to obtain a system that works in practice. Sec-
tion 6.3 introduces a calibration method to obtain this. For now, we assume that
the relative pose is known.

Combining (6.1)–(6.5) we obtain a discrete-time nonlinear state-space model. Its
state vector is, with slight abuse of notation, given by

x =
(

bn, ḃn, qnb, δba , δ
b
ω,

)T
. (6.6)

This model is used in an extended Kalman filter (ekf) to fuse the vision measure-
ments and the inertial measurements, see Section 2.2. The ekf handles the differ-
ent sample rates and a varying number of correspondences straightforwardly. It
runs at the high data rate of the imu and the vision updates are only performed
when correspondences are available. The imu gives very accurate short-term pre-
dictions of the camera pose which can be used to simplify the computer vision
significantly.

The above discussion is summarized in Algorithm 6.1.

Algorithm 6.1 Sensor fusion using inertial and vision measurements
1. Perform an initialization and set p(x0).
2. Do a time update. Propagate p(xt−1|y1:t−1) to p(xt |y1:t−1) using the process

model (6.2), (6.3) and (6.4) with the inertial measurements as input signals.
3. If a new image is available

(a) Predict feature positions. Obtain p(yt |y1:t−1) from p(xt |y1:t−1) and the
measurement model (6.1) and (6.5).

(b) Detect features in the image by searching around their predicted posi-
tions.

(c) Do a measurement update. Use the measured features and the mea-
surement model to correct p(xt |y1:t−1) and obtain p(xt |y1:t).

4. Set t := t + 1 and iterate from Step 2.
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6.2.2 Experiments

The pose estimation system has been tested in a number of scenarios. Its accuracy
has been evaluated using an industrial robot as ground truth (Hol et al., 2007).
Furthermore, the system has been tested as an augmented reality application
(Chandaria et al., 2007b). Both experiments are discussed in this section.

Performance validation

The sensor unit is mounted onto a high precision ABB IRB1440 industrial robot,
see Figure 6.5. The reason for this is that the robot will allow us to make repeat-

Figure 6.5: A prototype of the sensor unit is mounted onto an industrial
robot. The background shows the scene that has been used in the experi-
ments.

able 6 dof motions and it will provide the true position and orientation. The
robot has an absolute accuracy of 2 mm and a repeatability of 0.2 mm. This en-
ables a systematic and objective performance evaluation based on absolute pose
errors instead of the commonly used feature reprojection errors. The sensor unit
contains 1200◦/s gyroscopes, 17 m/s2 accelerometers as well as a 320 × 240 pixel
color camera equipped with a 3.2 mm lens. It provides 100 Hz inertial measure-
ments synchronized with 12.5 Hz images.

The scene used for the experiments consists of two orthogonal planar surfaces
as shown in Figure 6.5. Because of the simple geometry, the scene model could
be constructed from a textured cad model. Its coordinate system is such that
the x-axis points upward and that the y and z-axis span the horizontal plane.
Although the scene was carefully positioned, it had to be calibrated with respect
to (w.r.t.) gravity. It should be emphasized that the scene has been kept simple for
experimentation purposes only. The system itself can handle very general scenes
as long as a textured scene model is available, for instance generated using the
methods described in Koeser et al. (2007).
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With the setup several trajectories have been tested. In this thesis, an eight-
shaped trajectory, shown in Figure 6.6, will be discussed in detail. The sensor
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Figure 6.6: The eight-shaped trajectory undertaken by the sensor unit. The
gray shaded parts mark the interval where vision is deactivated. The circle
indicates the origin of the scene model.

unit traverses this 2.6 m eight-shaped trajectory in 5.4 s, keeping the scene in
view at all times. The motion contains accelerations up to 4 m/s2 and angular ve-
locities up to 1 rad/s. Hence, the motion is quite aggressive and all six degrees of
freedom are excited. As the displacement between images is limited to 15 pixels
it is still possible to use vision-only tracking, which allows for a comparison be-
tween tracking with and without an imu. To test the robustness of the system,
the vision has been deactivated for 1 s.

The experiment starts with a synchronization motion, which is used to synchro-
nize the ground truth data from the industrial robot with the estimates from
the system. Time synchronization is relevant, since a small time offset between
the signals will result in a significant error. After the synchronization, the eight-
shaped trajectory (see Figure 6.6) is repeated several times, utilizing the accurate
and repeatable motion provided by the industrial robot.

By comparing the estimates from the filter to the ground truth the tracking errors
are determined. Examples of position and orientation errors (z, roll) are shown in
Figure 6.7. The other positions (x, y) and orientations (yaw, pitch) exhibit similar
behavior. The absolute accuracy (with vision available) is below 2 cm for position
and below 1◦ for orientation. These values turn out to be typical for the perfor-
mance of the system in the setup described above. Furthermore, the accuracy of
the imu is not affected by the speed of motion, resulting in a tracking accuracy
which is rather independent of velocity, as illustrated by Figure 6.8 which shows
the root mean square error (rmse) tracking error of the eight-shaped trajectory
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Figure 6.7: Tracking error during multiple passes of the eight-shaped tra-
jectory. The black line shows the position (z) and orientation (roll) errors,
as well as the number of correspondences that were used. The gray band
illustrates the 99% confidence intervals. Note that vision is deactivated from
9.7 s to 10.7 s. The vertical dotted lines mark the repetition of the motion.
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executed at various speeds. Other experiments, not described here, show similar
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Figure 6.8: Tracking error for several experiments executing the eight-
shaped trajectory at different speeds.

performance for various trajectories.

The measurements from the imu result in better predictions of the feature posi-
tions in the acquired image. This effect is clearly illustrated in Figure 6.9, which
provides a histogram of the feature prediction errors. The figure shows that the
feature prediction errors are smaller and more concentrated in case the imumea-
surement updates are used. This improvement is most significant when the cam-
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Figure 6.9: Histogram of the prediction errors for the feature positions.
Shown are feature predictions calculated using the latest vision pose (gray)
and from the most recent inertial pose (black).

era is moving fast or at lower frame rates. At lower speeds, the vision based
feature predictions will improve and the histograms will become more similar.

The system tracks the camera during the entire experiment, including the period



6.2 Pose estimation 81

where vision is deactivated. The motion during this period, indicated using gray
segments in Figure 6.6, is actually quite significant. Vision-only tracking has no
chance of dealing with such a gap and loses track. Indeed, such an extensive
period where vision is deactivated is a little artificial. However, vision might
be unavailable or corrupted, due to fast rotations, high velocity, motion blur, or
simply too few visible features. These difficult, but commonly occurring, situa-
tions can be dealt with by using an imu as well, clearly illustrating the benefits
of having an imu in the system. In this way, robust real-time tracking in realistic
environments is made possible.

Augmented reality

The system has been used to track the sensor unit in a relatively large room, ap-
proximately 5 × 4 × 2.5 m in size, see Figure 6.10. The sensor unit is handheld

Figure 6.10: The sensor unit is tracked in a large room. The monitor shows
the live camera image augmented with a virtual character.

and is allowed to move without constraints in this room, both close to and far
away from the walls. The pose output of the pose estimation system is used
to draw virtual graphics on top of the camera images in real-time. There is no
ground-truth data available for this test, implying that the tracking performance
has to be evaluated qualitatively from the quality of the augmentation.

The pose estimation system requires a 3dmodel of the environment. In this case,
the model was not generated using the computer vision approaches described in
Section 3.2.3, but created manually using a 3dmodeling tool. This tool takes the
geometry from a building model and uses digital photos to obtain textures for
the surfaces. The resulting model, shown in Figure 6.11a, consists of the three
main walls. The floor and roof do not contain sufficient features and are ignored,
together with the fourth wall containing mostly windows.
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(a) 3dmodel of the room.
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(b) Camera trajectory.

Figure 6.11: Overview of the test setup.

The system worked very well for the described setup. The augmentations showed
no visible jitter or drift, even during fast motion. Tracking continued for exten-
sive periods of time without deterioration or divergence. Furthermore, the sys-
tem is capable to handle periods with few or no features at all, which pose diffi-
culties for pure computer vision approaches. These situations occur for instance
when the camera is close to a wall or during a 360◦ revolution. A reinitialization
was required after 2 s without visible features. Beyond that period, the predicted
feature positions were to far off to enable detection.

A sample trajectory of about 90 s is shown in Figure 6.11b. It contains accel-
eration up to 12 m/s2 and angular velocity up to 9.5 rad/s. Furthermore, the
trajectory involves several 360◦ rotations which include several views where the
camera only observes the unmodeled window wall. An impression of the aug-
mentation result is given by Figure 6.12. The overlaid graphics stay in the same
location, regardless of the position and orientation of the camera. This is also the
case when no features are available, for instance when only the unmodeled wall
is in view, see Figure 6.12e. The above discussion has shown that the vision/imu
tracking system performs very well on a realistic ar scenario.
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6.3 Relative pose calibration

In this section we describe a flexible and easy-to-use calibration algorithm to cal-
ibrate the relative position and orientation between an imu and a camera.

6.3.1 Calibration algorithm

For the setup discussed in Section 6.2 the camera and the imu are rigidly con-
nected, i.e., the relative position cb and the relative orientation ϕcb are constant.
The position of the camera is in this setting defined as the position of its optical
center. Although this is a theoretically well-defined quantity, its physical location
is rather hard to pinpoint without exact knowledge of the design of the optical
system and typically a calibration algorithm has to be used to locate it. In this
section we develop a calibration algorithm which provides high quality estimates
of the relative translation and orientation. The proposed calibration algorithm is
fast and more importantly, it is simple to use in practice. We also provide a qual-
ity measure for the estimates in terms of their covariance.

Current state-of-the-art when it comes to calibration of the relative translation
and orientation between a camera and an imu is provided by Lobo and Dias
(2007) and Mirzaei and Roumeliotis (2008); Kelly and Sukhatme (2011). Lobo
and Dias (2007) presents a rather labor-intensive two-step algorithm in which
the relative orientation is determined first and then the relative position is de-
termined using a turntable. The approach of Mirzaei and Roumeliotis (2008);
Kelly and Sukhatme (2011) is to transform the parameter estimation problem
into a state estimation problem by augmenting the state vector xt used for pose
estimation with the calibration parameters θ and then estimating the augmented
vector using an ekf. Furthermore, the work of Foxlin and Naimark (2003) is
worth mentioning, where a custom calibration rig is used together with a set of
artificial landmarks. A closely related topic is coordinate frame alignment, see
Section 4.4.

For our calibration algorithmwe have taken a system identification approach, see
Section 2.1. Combining (6.1)–(6.3) and (6.5) we obtain a discrete-time nonlinear
state-space model

xt+1 = f (xt , ut ,θ) + wt , (6.7a)

yt = h(xt ,θ) + vt . (6.7b)

This model is parameterized by the state vector xt and the parameter vector θ
which are defined, with slight abuse of notation, as

x =
(

bn, ḃn, qnb
)T
, (6.8a)

θ =
(

ϕcb, cb, δbω, δ
b
a , g

n
)T
. (6.8b)

The inertial bias terms δbω and δba are slowly time-varying and are therefore typ-
ically included in the process model (6.7a). However, for calibration purposes
a few seconds of data are typically sufficient. Therefore, the biases are treated
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as constants and included in the parameter vector θ. Besides the relative pose
ϕcb and cb, θ contains several parameters that we are not directly interested in,
so-called nuisance parameters, for example the gravity in the n-frame gn. Even
though we are not directly interested in these nuisance parameters, they affect
the estimated camera trajectory and they have to be taken into account to obtain
accurate estimates of ϕcb and cb.

For a given parameter vector θ, the state-space model (6.7a) is fully specified and
can be used in sensor fusion methods such as the ekf, as is done in Section 6.2.
As a part of its processing, the ekf computes the one-step ahead predictor ŷt|t−1
by applying the measurement model h( · ) to the state prediction x̂t|t−1. This pre-
dictor,

ŷt|t−1(θ) = h(x̂t|t−1(θ),θ), (6.9)

whose dependence on θ is denoted explicitly, can be used to formulate the system
identification problem (2.13) as

θ̂ = argmin
θ

1
2

N∑

t=1

‖yt − ŷt|t−1(θ)‖2S−1t (θ)
(6.10)

where S t(θ) is the covariance of the prediction error εt = yt − ŷt|t−1(θ) calculated
by the ekf. That is, the prediction errors εt , also called innovations, are weighted
by their corresponding inverse covariance. This approach is a special case of gray-
box system identification (Ljung, 1999; Graebe, 1990). An overview is given in
Figure 6.13. Note that all the quantities in (6.10) are computed by processing the

gray-box model

inputs innovations

measurements state

minimize
cost

θ

ekf

Figure 6.13: Gray-box system identification using ekf innovations. The pa-
rameter vector θ is adjusted to minimize the cost function given in (6.10).

complete dataset with the ekf, for a given value of θ. This makes our approach
an offline calibration, which does not constrain its applicability. The covariance
of the obtained estimate θ̂ is given by (2.17).

The measurement model (6.1) and hence our calibration algorithm works with
any kind of correspondences. Without loss of generality we simplify the corre-
spondence generation problem and work with checkerboard patterns of known
size typically used for camera calibration. In this case, obtaining the correspon-
dences is relatively easy due to the strong corners and simple planar geometry.



86 6 Inertial and vision

The required image processing is typically implemented in off-the-shelf camera
calibration software (Bouguet, 2003; Scaramuzza et al., 2006).

We now can introduce Algorithm 6.2, a flexible algorithm for estimating the rel-
ative pose of the imu and the camera. The dataset is captured without requir-

Algorithm 6.2 Relative Pose Calibration
1. Place a camera calibration pattern on a horizontal, level surface, e.g. a desk

or the floor.
2. Acquire inertial measurements {ya,t}Nt=1, {yω,t}Nt=1 together with synchro-

nized images {I t}Nt=1.
• Rotate about all 3 axes, with sufficiently exciting angular velocities.
• Always keep the calibration pattern in view.

3. Obtain the point correspondences between the 2d corner locations pιt,k and
the corresponding 3d grid coordinates pnt,k of the calibration pattern for all

images {I t}Nt=1.
4. Solve the gray-box identification problem (6.10), starting the optimization

from θ0 = (ϕ̂cb
0 , 0, 0, 0, g

n
0)
T . Here, gn0 = (0, 0,−g)T since the calibration

pattern is placed horizontally and ϕ̂cb
0 can be obtained using Algorithm 6.3.

5. Validate the calibration result by analyzing the obtained state trajectory,
normalized innovations and parameter covariance (2.17). If necessary, start
over from Step 2.

ing any additional hardware, except for a standard camera calibration pattern
of known size that can be produced with a standard printer. The motion of the
sensor unit can be arbitrary, provided it contains sufficient rotational excitation.
A convenient setup for the data capture is to mount the sensor unit on a tripod
and pan, tilt and roll it, but hand-held sequences can be used equally well. Es-
timates of the relative position and orientation as well as nuisance parameters
such as sensor biases and gravity are obtained by solving (6.10), see Section 2.3.
The optimization is started, with slight abuse of notation, in

θ0 =
(

ϕ̂cb
0 , 0, 0, 0, g

n
0

)T
(6.11)

Here, gn0 = (0, 0,−g)T since the calibration pattern is placed horizontally and ϕ̂cb
0

is an initial estimate of the relative orientation. It can be obtained by applying
Theorem 4.1 on measurements from a slightly extended camera calibration, sim-
ilar to Lobo and Dias (2007).

Performing a standard camera calibration as described in Section 3.2.2 with the
calibration pattern placed on a horizontal, level surface, a vertical reference can
be obtained from the calculated extrinsic parameters. Furthermore, when hold-
ing the sensor unit stationary, the accelerometers measure gravity, another verti-
cal reference. From these two ingredients an initial orientation can be obtained
using Theorem 4.1, resulting in Algorithm 6.3.
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Algorithm 6.3 Initial Orientation
1. Place a camera calibration pattern on a horizontal, level surface, e.g. a desk

or the floor.
2. Acquire images {I k}Kk=1 of the pattern while holding the sensor unit sta-

tionary in various poses, simultaneously acquiring accelerometer readings
{ya,k}Kk=1.

3. Perform a camera calibration using the images {I k}Kk=1 to obtain the orienta-
tions {Rcnk }Kk=1.

4. Compute an estimate q̂cb0 from the vectors gck = R
cn
k gn0 and gbk = −ya,k using

Theorem 4.1. Here, gn0 = (0, 0,−g)T since the calibration pattern is placed
horizontally.

6.3.2 Experiments

The sensor unit has been equipped with both perspective and fisheye lenses, see
Figure 6.14. In both configurations the sensor unit has been calibrated according
to Algorithm 6.2, using nothing but a planar checkerboard pattern of known size
as in a standard camera calibration setup. The calibration data was gathered
according to the following protocol

1. The checkerboard pattern is placed on a horizontal, planar surface.

2. The sensor unit is held stationary in 8–12 different poses, similar to what is
done during a standard camera calibration. For each pose, a single image is
captured together with 1 s of inertial measurements at 100 Hz.

3. The sensor unit is subjected to 10–20 s of rotational motion around all three
axes, while keeping the calibration pattern in view. The angular velocity
during this rotational motion should be similar to the application being
calibrated for. The inertial data is sampled at 100 Hz and the camera has
a frame rate of 25 Hz. Due to the limited field of view, the sensor unit
is mounted on a tripod and rotated in pan, tilt and roll direction, when
equipped with the perspective lens. For the fisheye configuration, hand
held sequences are used.

The measurements obtained in Step 2 are used in Algorithm 6.3 to determine
an initial orientation. The measurements from Step 3 are used in Algorithm 6.2
to estimate the relative translation and orientation between the camera and the
imu. An example of a typical trajectory is given in Figure 6.15. To facilitate cross-
validation, the measurements are split into an estimation part and a validation
part (Ljung, 1999), both containing similar motion. The parameters are estimated
from the estimation data and the quality of the estimates is assessed using the
validation data.

A number of different sensor units and/or different lens configurations have been
calibrated using the above protocol. The resulting estimates of the relative po-
sition and orientation of the camera and the imu, cb and ϕcb, together with
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(a) (b)

(c) (d)

Figure 6.14: Two configurations of the sensor unit. In (a) and (b) a 4 mm
perspective lens is used and in (c) and (d) a 190◦ fisheye lens is used.
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Figure 6.15: Example trajectory of the sensor unit used for calibration. It
contains both estimation data (t < 6.8 s) and validation data (t ≥ 6.8 s), sep-
arated by the dashed line.

their standard deviation calculated using Algorithm 6.2, are listed in Table 6.1.
Table 6.1 shows that Algorithm 6.2 has been successfully applied to five differ-

Table 6.1: Relative pose estimates and 99% confidence intervals for five dif-
ferent sensor units and several different lens configurations.

Unit Lens ϕ̂cb (◦) ĉb (mm)

1 4 mm (-0.52, 0.43, 0.94) ± 0.04 (-17.6, -4.8, 22.1) ± 0.9
2 6 mm ( 0.23, -0.34, 0.02) ± 0.05 (-17.6, -6.2, 28.3) ± 1.4
3 6 mm (-0.53, 0.97, 0.29) ± 0.02 (-14.9, -6.7, 29.8) ± 0.5
4 6 mm (-0.02, 0.21, -0.20) ± 0.04 (-18.1, -8.7, 31.0) ± 0.9
5 6 mm (-0.27, 0.94, 0.09) ± 0.13 (-14.0, -7.0, 30.3) ± 1.3
5 Fisheye ( 0.08, 0.17, 0.06) ± 0.14 (-17.4, -4.9, 38.7) ± 0.4
Referencea ( 0, 0, 0) (-14.5, -6.5, — )

a using the technical drawing of the sensor unit.

ent sensor units equipped with both perspective and fisheye lenses. Consistent
results are obtained for multiple trials of the same configuration, which further
reinforces the robustness and reliability of the proposed method. Table 6.1 also
contains reference values obtained from the technical drawing. Note that the
drawing defines the center of the image sensor, not the optical center of the lens.
Hence, no height reference is available and some shifts can occur in the tangential
directions.
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In order to further validate the estimates, the normalized innovations of the ekf
are studied. Histograms of the normalized innovations (for validation data) are
given in Figure 6.16. Figure 6.16a and 6.16c show the effect of using wrong pa-
rameter vectors, in this case being the initial guess. After calibration, the normal-
ized innovations are close to white noise, as shown in Figure 6.16b and 6.16d.
This implies that the model with the estimated parameters and its assumptions
appears to be correct, which in turn is a very good indication that reliable esti-
mates ϕ̂cb and ĉb have been obtained.

The calibration results shown in Table 6.1 are close to the reference values, but
show individual differences between the different sensor units and lens configura-
tions. These differences are significant, which is further illustrated in Figure 6.17.
This figure illustrates the behavior when applying the calibration values of one
sensor unit to a second sensor unit having the same type of lens. Notice the char-
acteristic saw-tooth behavior present in the position plot. It is present in all three
position channels and explains the big difference between the obtained normal-
ized innovations and the theoretical distribution. When the correct calibration
parameters are used this saw-tooth behavior is absent, which is illustrated in
Figure 6.15. To summarize, the significant individual differences once more illus-
trate the need for an easy-to-use calibration method, since each sensor unit has
to be individually calibrated for optimal performance.
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Figure 6.16: Histograms of the normalized innovations, for validation data.
Both the empirical distribution (gray bar) as well as the theoretical distribu-
tion (black line) are shown.
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Figure 6.17: Typical behavior obtained when using sensor unit A with cali-
bration values of sensor unit B. The figure shows the empirical distribution
(grey bar) and the theoretical distribution (black line) (top) as well as the x
position trajectory (bottom).



7
Inertial and UWB

The combination of inertial measurement units (imus) and ultra-wideband (uwb)
technology is very suitable for pose estimation, especially for indoor applications.
This chapter discusses sensor fusion using this combination of sensors, together
with the associated problems of uwb positioning and calibration.

7.1 Problem formulation

Commercially availableuwb asset tracking systems typically consist of a network
of synchronized receivers which track a large number of small, battery powered
and inexpensive transmitters. As already discussed in Section 3.3, reported in-
door position accuracies lie in the order of decimeters, but suffer from multipath
effects and non line of sight (nlos) conditions. These effects are most promi-
nent while tracking moving objects or persons and give rise to distorted and
bumpy trajectories. Although the obtained performance is often sufficient for
the aforementioned applications, many potential application areas have higher
performance requirements.

To improve the tracking performance (especially the positioning accuracy) we
propose to combine uwb with a low-cost imu consisting of a three dimensional
(3d) rate gyroscope and a 3d accelerometer. The main justification for adding an
imu — providing accurate position tracking for short periods of time, but drift
prone for longer timescales — is to obtain a robust system, capable of detect-
ing and rejecting multipath effects and nlos situations. Additional benefits of
adding an imu include improved tracking results, especially for dynamic quanti-
ties like velocity, and that the orientation becomes observable as well. This results
in a system providing a 6 degrees of freedom (dof) general purpose tracking so-

93
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lution for indoor applications.

Besides a good sensor fusion method to combine inertial and uwbmeasurements,
two auxiliary problems need to be addressed to successfully apply the proposed
tracking technology in real applications. Firstly, the uwb setup needs to be cal-
ibrated. Current calibration algorithms require surveying positions of receivers
and transmitters. This makes calibration a very labor-intensive procedure which
is only suitable for permanent setups. A new calibration method which does
not have this limitation is very desirable, since it allows deployment of portable,
temporary uwb systems and opens up many new application areas. The second
auxiliary problem is that a robust uwb positioning algorithm is required to ini-
tialize the sensor fusion algorithm. The uwb measurements suffer from outliers
due to multipath and nlos conditions. These outliers occur quite frequently in
practice and a multilateration algorithm which accounts for this is required to
provide an initial position.

The remainder of this chapter is organized as follows: the uwb calibration prob-
lem is discussed in Section 7.2, uwb multilateration with outlier rejection is dis-
cussed in Section 7.3 and the sensor fusion method used to obtain pose estimates
from inertial and uwbmeasurements is discussed in Section 7.4. Earlier versions
of the work in this chapter have been published in Hol et al. (2009, 2010c).

7.2 UWB calibration

In this section we describe the calibration method as employed for commercially
available uwb hardware and show how we extend it to a flexible and easy-to-use
calibration algorithm.

7.2.1 Existing calibration algorithms

The uwb setup consists of a network of synchronized and stationary (rigidly
fixed, mounted) receivers, all taking very precise time of arrival (toa) measure-
ments of signals originating from a mobile transmitter, see Section 3.3. The toa
measurement ym is the time (according to its local clock) when receiver m re-
ceives a pulse from the transmitter. Repeating (3.18), it can be modeled as

yu,m = τ + ‖rm − t‖2 + ∆τm + δu,m + eu,m, (7.1)

where τ is the time of transmission of the pulse, t is the position of the trans-
mitter, rm is the position of the m-th receiver and ∆τm is the clock-offset of the
m-th receiver. δu,m ≥ 0 is a possibly nonzero delay due to nlos or multipath
and eu,m is independently and identically distributed (i.i.d.) Gaussian noise. For
calibration, we assume δu,m = 0.

Current state-of-the-art calibration methods focus exclusively on estimating the
receiver clock-offset ∆τm. They require a dataset consisting of K transmissions
from L ≥ 1 transmitters and M receivers. Both the position of the transmitters
and the position of the receivers are assumed to be known with values t̄l and
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r̄m, respectively. In that case, the clock-offset differences ∆τm − ∆τ1 are straight-
forwardly given from (averaged) time difference of arrival (tdoa) measurements
(3.18),

zu,mlk = yu,mlk − yu,1lk
= ‖rm − tlk‖2 − ‖r1 − tlk‖2 + ∆τm − ∆τ1 + eu,mlk − eu,1lk , (7.2)

since the ranges are known and can be eliminated. Slightly more advanced meth-
ods use multiple transmitters and estimate the clock-offset taking into account
the correlated noise. The downside of this algorithm is that all involved positions
have to be specified. The surveying of positions is typically a time-consuming
and error-prone process which requires additional equipment. Such an elaborate
procedure is only feasible for permanent setups, severely limiting the deploy-
ment of a uwb positioning system.

The above procedure can equivalently be formulated as a constrained maximum
likelihood (ml) problem (2.1). To do so, we first define the parameter vector θ as

θ =
(

{tl , {τ lk}Kk=1}Ll=1, {rm,∆τm}Mm=1

)

. (7.3)

Assuming Gaussian measurement noise, the probability density function (pdf)
of the measurements is given as (2.2a)

p(yu,mlk ;θ) =
1

√

2πσ2
u

exp
(

−1
2ǫ

2
u,mlk(θ)

)

, (7.4)

where in correspondence with (3.18) the normalized residuals ǫu,mlk are given as

ǫu,mlk(θ) = σ
−1
u

(

τ lk + ‖rm − tlk‖2 + ∆τm − yu,mlk
)

. (7.5)

Using (7.4) and (7.5), the ml problem for estimating θ becomes

min
θ

1
2

M∑

m=1

L∑

l=1

K∑

k=1

ǫ2u,mlk(θ) (7.6a)

s.t. tl − t̄l = 0, l = 1, . . . , L

rm − r̄m = 0, m = 1, . . . , M

∆τ1 = 0.

(7.6b)

(7.6c)

(7.6d)

The constraints (7.6b) – (7.6d) specify the surveyed positions of the receivers and
the transmitters, and without loss of generality the clock of the first receiver is
selected to be the central clock. The latter is necessary since a common constant
can be added to the clock-offsets and subtracted from the time of transmissions
without affecting the normalized residuals. Note that although the problem (7.6)
is formulated using a large parameter vector, the constraints (7.6b) and (7.6c)
reduce it to finding {τ lk} and {∆τm}.

7.2.2 Proposed calibration algorithm

To arrive at our proposed calibration method, note that the constraints (7.6b) and
(7.6c) have been introduced out of convenience since they allow the clock-offset
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to be read off directly from (7.2). In fact, they are not essential to solve the prob-
lem and can be removed. It is possible to estimate the complete parameter vector
θ, including the receiver and transmitter positions, from the dataset {yu,mlk} and
skip the surveying step completely. Similarly to selecting a central clock, we
now have to define the coordinate system in which the positions are expressed.
Without loss of generality, we define it using three (non-collinear) receivers. Sum-
marizing the above, we propose to formulate the calibration problem as

min
θ

1
2

M∑

m=1

L∑

l=1

K∑

k=1

ǫ2u,mlk(θ) (7.7a)

s.t. Amrm = 0, m = 1, 2, 3

∆τ1 = 0.

(7.7b)

(7.7c)

The constraint (7.7b) defines the coordinate system using the matrices

A1 = [e1 e2 e3]
T , A2 = [e2 e3]

T , A3 = eT3 , (7.8)

where {ei }3i=1 is the standard basis for R
3. The optimization problem (7.7) is a

nonlinear least squares problemwith equality constraints. This class of problems
and methods for solving it have been discussed in Section 2.3.

Since the proposed calibration method does not require any surveying of posi-
tions, there are no restrictions on the size of the dataset and it becomes feasible
to collect a dataset with a large number (L ≫ M) of transmitters. Furthermore,
it turns out to be convenient to use only one transmission per transmitter, i.e.
K = 1. Such a dataset of L stationary transmitters, each transmitting a single
pulse, is equivalent to that of a single transmitter transmitting L pulses at dif-
ferent positions. That is, the dataset can be collected by simply moving a single
transmitter in the measurement volume. This yields an efficient and simple pro-
cedure to collect a large dataset in a short amount of time.

The solvers described in Section 2.3 can efficiently solve (7.7), but require a rea-
sonable initial estimate to converge to the correct optimum since the problem is
non-convex. Our approach is to find a starting point for (7.7) by solving a series
of optimization problems.

The first step is to collect a dataset using L = M transmitters that are placed in
close proximity of theM receivers. This implies that rm ≈ tm, which allows us to
extend (7.7) with this additional information and solve

min
θ

1
2

M∑

m=1

M∑

l=1

K∑

k=1

ǫ2u,mlk(θ) (7.9a)

s.t. Amrm = 0, m = 1, 2, 3

∆τ1 = 0

rm − tm = 0, m = 1, . . . , M.

(7.9b)

(7.9c)

(7.9d)

Solving this problem also requires a starting point, but when started in an arbi-
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Algorithm 7.1 Uwb calibration
1. Construct a setup consisting ofM stationary receivers.
2. PlaceM transmitters in close proximity to the receiver antennas and collect

a dataset D1 = {yu,mlk}.
3. Solve (7.9) for D1 to obtain {rm,0,∆τm,0}Mm=1. The optimization is started in

θ0 =
(

{r̃l , {0}Kk=1}Ml=1, {r̃m, 0}Mm=1

)

,

where {r̃m}Mm=1 is a noisy, scaled and rotated estimate of the set of receiver
positions provided by the user.

4. Collect a second dataset D2 = {yu,mn1} while moving a single transmitter
through the measurement volume.

5. Apply multilateration (3.19) on D2 using the calibration values of Step 3 to
obtain {tl,0, τ l,0}Ll=1.

6. Solve (7.7) for D2. The optimization is started in
θ0 =

(

{tl,0, τ l,0}Ll=1, {rm,0,∆τm,0}Mm=1

)

,

using the results from Steps 3 and 5.
7. Calculate the calibration accuracy using (2.39).

trary disjoint receiver configuration, i.e. ri , rj , it converges to the correct config-
uration or a (partially) mirrored version. To prevent the latter from happening,
we start the optimization (7.9) in a user-specified initial receiver configuration: a
noisy, rotated and scaled estimate of the set of receiver positions.

The calibration parameters {rm,∆τm}Mm=1 obtained from solving (7.9) are biased,
since the constraint (7.9d) only holds approximately. However, they provide a
viable starting point for solving (7.7), and they can be used to determine initial
values for the transmitter parameters {tl , τ l }Ll=1 usingmultilateration (3.19). With
this approach, a good starting point for (7.7) has been specified and the methods
described in Section 2.3 can be used to solve it.

Combining the steps discussed above, the proposed calibration algorithm is ob-
tained. The complete algorithm is summarized in Algorithm 7.1.

7.2.3 Experiments

Algorithm 7.1 has been used to calibrate a number of uwb setups of varying di-
mensions, number of receivers and receiver configuration. In this and upcoming
sections, results from a uwb setup deployed in a relatively large room, approx-
imately 8 × 6 × 2.5 m in size, are presented. In this room an optical reference
system is present which provides ground truth positioning data in a relatively
small part and allows for a performance evaluation. The uwb setup consists of a
total of 10 synchronized receivers, 5 are attached to the ceiling and 5 are placed
on the floor. Each receiver has a 1 Hz transmitter integrated in its housing. A
10 Hz transmitter is used to move throughout the measurement volume.

In this section we present the calibration results from a 6 s dataset of the trans-
mitters integrated in the receivers (D1) and a 50 s dataset where the transmitter
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Figure 7.1: Top view of the receiver locations and the transmitter trajectory
of D2. Shown are the user-specified initial receiver configuration r̃m (◦), the
calibrated receiver positions rm (•) and the transmitter trajectory tl (–).

is moving through the measurement volume (D2). The transmitter trajectory is
circular with a small and a large radius at two height levels. Figure 7.1 shows the
receiver positions before and after calibration using Algorithm 7.1, together with
the estimated transmitter trajectory. The user-specified receiver configuration r̃m
used in Step 3 of Algorithm 7.1 clearly has a wrong scale and is rotated approx-
imately 45◦. Nevertheless, it provides a viable starting point for Algorithm 7.1:
the transmitter trajectory clearly shows the executed motion and the calibrated
positions rm do agree very well with their surveyed positions.

Figure 7.2: Normalized residuals ǫu,mn of D2 for each of the M receivers
after calibration. Both the empirical distribution (bar) and the theoretical
distribution (line) are shown.

In order to further validate the calibration results, the normalized residuals ǫ
of the moving transmitter dataset D2 are studied. Figure 7.2 shows the normal-
ized residuals of D2 after Step 6 of Algorithm 7.1, i.e. using the calibrated values
{rm,∆τm}Mm=1. Notice that the residuals are unbiased and that their distribution
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is very close to that of white noise. Hence, the model, with the estimated pa-
rameters and its assumptions, appears to be correct. This is in turn a very good
indication that correct calibration parameters have been obtained.

Other experiments confirm that the proposed calibration method is an easy-to-
use method capable of accurately calibrating a uwb setup within minutes. This
is a major speedup compared to previous state-of-the-art calibration methods
which rely on the time-consuming and error-prone process of surveying the re-
ceiver positions. Hence, the proposed calibration method enables deployment of
non-permanent, portable uwb setups, thereby enabling many new application
areas.

7.2.4 Sensitivity analysis

The calibration parameters obtained using Algorithm 7.1 are mainly used for
multilateration purposes, see Section 3.3.3. Intuitively, the calculated positions
will be affected by calibration errors. Figure 7.3a–c contains simulation results
showing the influence of the calibration trajectory on the multilateration accu-
racy. The simulations are made with 8 receivers and a helix shaped calibration
trajectory consisting of L = 100 transmissions. As shown in Figure 7.3, a better
positioning accuracy is obtained with a larger radius of the calibration trajectory.
This behavior can be explained using geometric arguments: the position of a
transmitter can be estimated more accurately when it is surrounded by receivers.
Similarly, the position of the receivers can be estimated more accurately when
they are surrounded by transmitters. The simulations in Figure 7.3 show that a
severe loss of position accuracy can occur when an inaccurate calibration is used.
Therefore, care should be exerted to make sure that the calibration results are
of sufficient accuracy. The estimated covariance of the calibration parameters of
Step 7 in Algorithm 7.1 can be used for this purpose.

7.3 UWB multilateration

In this section we introduce a novel uwb multilateration method based on max-
imum a posteriori (map) estimation. Using an exponential prior for the time de-
lays a triangulation method is obtained which detects and ignores measurements
affected by non-zero time delays.

7.3.1 ℓ1-regularization

The multilateration problem, see Section 3.3.3, can be approached using an ml
approach similar to Section 7.2. Besides the position of the transmitter t, the
quantity of interest, the time of transmission τ needs to be considered in multi-
lateration. Furthermore, the time delays δu,m are considered explicitly. That is,
we first define the parameter vector θ as

θ =
(

t, τ, {δu,m}Mm=1

)

. (7.10)



100 7 Inertial and uwb

−2 0 2 4 6 8
−2

0

2

4

6

8

x [m]

y
 [

m
]

 

 

st
d

. d
ev

. [
m

]

0

0.1

(a) Calibration using a small trajectory.
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(b) Calibration using a large trajectory.

Figure 7.3: The effect of calibration on uwbmultilateration accuracy. Shown
are the 3d position accuracy (contour lines), the receiver positions (•) and the
calibration trajectory (–) for three calibration scenarios.
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(c) Perfect calibration.

Figure 7.3 (continued): The effect of calibration on uwbmultilateration ac-
curacy. Shown are the 3d position accuracy (contour lines), the receiver po-
sitions (•) and the calibration trajectory (–) for three calibration scenarios.

Assuming Gaussian measurement noise, the pdf of the toa measurements is
given as

p(yu,m;θ) =
1

√

2πσ2
u

exp
(

−1
2ǫ

2
u,m(θ)

)

, (7.11)

where in correspondence with (3.18) the normalized residuals ǫu,m are given as

ǫu,m(θ) = σ
−1
u

(

τ + ‖rm − t‖2 + ∆τm + δu,m − yu,m
)

. (7.12)

Using (7.11) and (7.12), the ml problem for estimating θ becomes

min
θ

1
2

M∑

m=1

ǫ2u,m(θ) (7.13a)

s.t. δu,m = 0, m = 1, . . . , M (7.13b)

where the standard, but often incorrect assumption of zero time delays is in-
cluded explicitly as the constraint (7.13b).

As an alternative to assuming zero time delays, it is possible to use an exponen-
tial prior for the time delays. This distribution captures a number of important
characteristics of the time delays: its samples can only be positive, most probabil-
ity weight is placed on the value zero, but large values are possible. The pdf of
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this exponential prior is given by

p(δu,m) =









λ exp(−λδu,m), δu,m ≥ 0
0, δu,m < 0.

(7.14)

Using (7.11), (7.12) and (7.14), the map problem (2.5) for estimating θ now be-
comes

min
θ

1
2

M∑

m=1

ǫ2u,m(θ) + λ
M∑

m=1

δu,m (7.15a)

s.t. δu,m ≥ 0 m = 1, . . . , M (7.15b)

The map problem (7.15) can be classified as an ℓ1-regularized least squares prob-
lem (Kim et al., 2007). It contains an additional regularization term in its ob-
jective function and the equality constraint is replaced with a non-negative con-
straint compared to the ml problem (7.13). ℓ1-regularization has the property
that it typically yields sparse parameters vectors, i.e., it tries to make as few
elements as possible nonzero. This property explains the recent attention for
the methods in the upcoming field of compressed sensing (Candès et al., 2006;
Donoho, 2006). It is also exactly the desired behavior to deal with time delays
in multilateration: the time delays are by default pushed toward zero, however,
when inconsistencies occur there is freedom to assign a few nonzero time delays.
In the latter case, the corresponding toa measurements are effectively removed
from the problem.

7.3.2 Experiments

To evaluate the proposed multilateration system it has been used to track the
motion of a test-subject walking in an indoor environment. The experiments
are performed with the setup used in Section 7.2. That is, we use a uwb setup
consisting of 10 receivers deployed in a room of approximately 8 × 6 × 2.5 m in
size. The setup has been calibrated using Algorithm 7.1. The sensor unit provides
10 Hz uwb transmissions.

In this section we present result of a 25 s trial, where the test-subject is walking
a circular path. The sensor unit has been attached to the foot of a test-subject, a
position with relatively high dynamics. Regular occurring nlos conditions due
to occlusion by the body — a medium with a reduced speed of light — as well
as multipath effects from signals reflected by the floor result in difficulties while
determining position when outliers are accounted for. Figure 7.4 shows a com-
parison of the estimates to an optical reference. It can be concluded that (7.15)
yields accurate results. Figure 7.5 shows a histogram of estimated time delays δk .
Note that a significant part is non-zero, which shows that occlusions and multi-
path effects are indeed present in the dataset. Furthermore, the distribution does
resemble the assumed exponential distribution.
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Figure 7.4: Estimated position of the sensor unit bn. Shown is the estimated
trajectory (–) together with reference from an optical system (–).
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Figure 7.5: Histogram of estimated time delays.

7.4 Pose estimation

In this section we discuss a 6 dof tracking system, estimating both position and
orientation, based on tightly coupled sensor fusion of uwb and inertial sensors.

7.4.1 Sensor fusion

Our setup is based on a commercially available uwb asset tracking system. How-
ever, instead of working with a uwb transmitter only, we integrated it with an
imu in a single unit, shown in Figure 7.6. The devices are synchronized at hard-
ware level, significantly simplifying the signal processing.

To the best of the author’s knowledge there are only a few reports in the liter-
ature on combining uwb and inertial sensors. The more recent contributions
include a hybrid two dimensional (2d) positioning tracking algorithm (Sczyslo
et al., 2008) and an extended Kalman filter (ekf) for pedestrian tracking (Pittet
et al., 2008). Both approaches are loosely coupled and only estimate a limited
number of dof. By a loosely coupled approach we refer to a solution where the
measurements from one or several of the individual sensors are pre-processed be-
fore they are used to compute the final result. A tightly coupled approach on the
other hand refers to an approach where all the measurements are used directly
to compute the final result. In this section we propose a full 6 dof tracker, esti-
mating both the position bn and the orientation qnb of the sensor unit based on
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Figure 7.6: An xsens prototype sensor unit, integrating an imu and an uwb
transmitter into a single housing.

tightly coupled sensor fusion of uwb and inertial sensors. Tightly coupled sensor

uwb

receiver 1

receiver M

imu

gyroscopes

accelerometers

sensor
fusion

position
orientation

Figure 7.7: Tightly coupled sensor fusion. The ‘raw’ measurements from the
uwb receivers and the imu are directly used for sensor fusion.

fusion, illustrated by Figure 7.7, implies that the ‘raw’ accelerometer, gyroscope
and toameasurements are directly used for sensor fusion, instead of already fil-
tered output quantities like position or acceleration. Hence, there is no explicit
trilateration module as typically found in (loosely coupled) uwb positioning sys-
tems. Instead, the trilateration of position is implicitly performed by the sensor
fusion algorithm.

The advantages of using a tightly coupled approach are two-fold: Firstly, pre-
processing of measurements typically results in a loss of information. This is
mainly due to approximations of statistical distributions, but in extreme cases
measurements are ignored, for instance when there are not enough toameasure-
ments for trilateration. By directly using the sensor measurements nothing has
to be disregarded and maximal advantage is taken of the available information.
Secondly, tightly coupled sensor fusion can perform hypothesis testing for the
individual sensors and efficiently deal with outliers. This is especially useful
for uwb measurements, where outliers occur regularly due to multipath effects
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and/ornlos conditions. Tightly coupled sensor fusion can disregard the affected
measurements while still utilizing the remaining ones. Hence, a tightly coupled
system is more robust.

As discussed in Chapter 2 state-space models are one of the key ingredients of
sensor fusion. For the sensor unit introduced earlier this section, such a model
can be constructed from the models in Chapter 3 and Chapter 4. They are re-
peated below for the reader’s convenience.

As in Section 3.3.1, the toameasurements of the uwb system are modeled as

yu,m,t = τt + ‖rnm − tnt ‖2 + ∆τm + δu,m,t + eu,m,t , (7.16)

where τ is the time of transmission of the pulse, t is the position of the trans-
mitter, rm is the position of the m-th receiver and ∆τm is the clock-offset of the
m-th receiver. Furthermore, δu,m ≥ 0 is a possibly nonzero delay due to nlos
or multipath and eu,m is i.i.d. Gaussian noise. For pose estimation, we assume
δu,m = 0.

Following Section 4.3, we model the position and orientation of the imu using
the inertial measurements,

bnt+1 = bnt + T ḃ
n
t +

T 2

2 b̈nt , (7.17a)

ḃnt+1 = ḃnt + T b̈
n
t , (7.17b)

qnbt+1 = qnbt ⊙ exp( T2ω
b
nb,t), (7.17c)

where bn and ḃn denote the position and velocity of the body frame (b-frame)
resolved in the navigation frame (n-frame), qnb is a unit quaternion describing
the orientation of the n-frame relative to the b-frame and T denotes the sampling
interval. The acceleration b̈n and the angular velocityωb

nb are calculated from the
accelerometer measurements ya and the gyroscope measurements yω using (3.2)
and (3.3),

b̈nt = Rnbt
(

ya,t − δba,t − eba,t
)

− 2ωn
ie × ḃnt + gn, (7.18a)

ωb
nb,t = yω,t − Rbnt ωn

ie − δbω,t − ebω,t . (7.18b)

The inertial bias terms δba and δbω are slowly time-varying. Hence, they are mod-
eled as random walks,

δba,t+1 = δba,t + ebδa,t , (7.19a)

δbω,t+1 = δbω,t + ebδω ,t , (7.19b)

where ebδa and ebδω are i.i.d. Gaussian noises.

The transmitter sends in regular intervals. Taking into account the clock drift and
the clock jitter, the time of transmission τ is modeled as an integrated random
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walk

τt+1 = τt + T τ̇t + eτ,t , (7.20a)

τ̇t+1 = τ̇t + eτ̇,t , (7.20b)

where eτ and eτ̇ are i.i.d.. Gaussian noises.

The toa measurement model (7.16) uses the transmitter position tn. However,
the sensor unit motion (7.17) is modeled using the pose of imu, qnb, bn. Since the
transmitter is rigidly attached to the imu, the expression

tn = bn + Rnbtb, (7.21)

can be used to calculate tn.

Combining (7.16)–(7.21) we obtain a discrete-time nonlinear state-space model
whose state vector is, with slight abuse of notation, given by

x =
(

bn, ḃn, qnb, δba , δ
b
ω, τ, τ̇

)T
. (7.22)

It is used in an ekf to fuse the toa and the inertial measurements, see Section 2.2.
The ekf handles the different sample rates and a varying number of measure-
ments straightforwardly. It runs at the high data rate of the imu and the uwb up-
dates are only performed when measurements are available. Outliers from nlos
and/or multipath effects violate the assumption of δu = 0. They can be detected
using hypothesis testing on the residuals/innovations of the ekf, see Example 2.3.
Since the imu gives very accurate short-term predictions of the transmitter posi-
tion, it is relatively easy to detect non-zero delays in the toa measurements and
ignore the affected ones.

The above discussion is summarized in Algorithm 7.2.

Algorithm 7.2 Sensor fusion using Inertial and uwbmeasurements
1. Perform an initialization and set p(x0).
2. Do a time update. Propagate p(xt−1|y1:t−1) to p(xt |y1:t−1) using the process

model (7.17), (7.18), (7.19) and (7.20) with the inertial measurements as
input signals.

3. If new uwb measurements are available, do a measurement update with
outlier detection. Use the measurements in combination with the measure-
ment model (7.16) and (7.21) to correct p(xt |y1:t−1) and obtain p(xt |y1:t).

4. Set t := t + 1 and iterate from Step 2.

7.4.2 Experiments

To evaluate the proposed tracking system it has been used to track the motion of
a test-subject walking in an indoor environment. The experiments are performed
with the setup used in Section 7.2 and Section 7.3. That is, we use a uwb setup
consisting of 10 receivers deployed in a room of approximately 8 × 6 × 2.5 m in
size. The setup has been calibrated using Algorithm 7.1. The sensor unit provides
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120 Hz inertial measurements and 10 Hz uwb transmissions.

In this section we present result of a 35 s trial, where test-subject is walking a
circular path. The sensor unit has been attached to the head of a test-subject for
optimal visibility of the receivers. Figure 7.8 shows an overview of the experi-
ment. The circular path is clearly recognizable. It only occupies a small part
of the measurement volume of the uwb/imu tracking system so that a perfor-
mance comparison with an optical reference system is possible. Figures 7.9, 7.10
and 7.11 show the estimated position, velocity and orientation of the sensor unit.
Comparing the estimates to the optical reference it can be concluded that the sys-
tem provides drift free and accurate estimates for all quantities at a high output
frequency. In fact, the comparison shows 5 cm root mean square error (rmse) for
position and 1◦ rmse for orientation, see Table 7.1.
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Figure 7.8: Top view of the trial where the test-subject walked a circular
trajectory. Shown are the positions of the low, respectively the high receivers
rnm (•, •) and the estimated trajectory of the sensor unit bn (–).

Table 7.1: Rmse for position and orientation estimates.

x y z

position m 0.05 0.04 0.03
orientation ◦ 0.65 0.46 0.85

Experiments reported in Hol et al. (2009) show the performance of the tracking
system when the sensor unit is mounted on the foot. This is a more challenging
environment for uwb with regular occurring nlos conditions due to occlusion
by the body — a medium with a reduced speed of light — as well as multipath
effects from signals reflected by the floor. Because of efficient outlier rejection,
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Figure 7.9: Estimated position of the sensor unit bn. Shown is the estimated
trajectory (–) together with reference from an optical system (–).
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Figure 7.10: Estimated velocity of the sensor unit ḃn.



7.4 Pose estimation 109

0 5 10 15 20 25 30 35
−30

−10

10

ro
ll

 [
°
]

0 5 10 15 20 25 30 35
−20

0

20
p

it
ch

 [
°
]

0 5 10 15 20 25 30 35
−180

0

180

time [s]

y
aw

 [
°
]

 

 

Figure 7.11: Estimated orientation of the sensor unit qnb expressed in Euler
angles. Shown is the estimated trajectory (–) together with reference from an
optical system (–).

the affected toa measurements are ignored and a robust and accurate tracking
solution is obtained.

The above discussion has shown that the uwb/imu tracking system performs
very well on a realistic indoor tracking scenario. This performance cannot ex-
clusively be attributed to effective sensor fusion; accurate calibration of the uwb
system as well as robust uwbmultilateration are of equal importance for the final
result.





8
Inertial and GPS

The combination of the global positioning system (gps) with inertial sensors has
become standard for many outdoor applications. This chapter discusses the sen-
sor fusion problem for single as well as dual receiver configurations.

8.1 Problem formulation

Many outdoor applications require both real-time position and orientation esti-
mates. Examples include navigation of autonomous vehicles for aerial, ground
or marine applications where the sensors are used to determine the position and
orientation of the platform. This is in turn used in the control loop to stabilize
the platform and to make sure that it follows a predetermined path.

Gps is an excellent source for positioning information. It provides reasonable
accuracy at low cost and is almost always available. Combining gps with iner-
tial sensors not only improves the position estimates, but also enables estima-
tion of orientation. Furthermore, these estimates are available at high sampling
rates. The position estimates from gps are used to stabilize the inertial solution,
whereas the inertial sensors are used to bridge short periods with bad or no gps
reception due to for instance shadowing or multipath.

For heading to become observable, some excitation with linear acceleration is re-
quired. Typically this is no problem, as velocity changes, in magnitude or direc-
tion, provide sufficient acceleration. However, during longer periods with con-
stant acceleration heading drift might occur. In an automotive setting, driving
on a straight highway is an example of a situation where this problem occurs. To
prevent this, a magnetometer or a second gps receiver can be used. The sensor
fusion problems for both cases will be discussed.

111
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8.2 Single receiver pose estimation

In this section we discuss a 6 degrees of freedom (dof) tracking system, estimat-
ing both position and orientation, based on loosely coupled sensor fusion of a
single gps receiver and inertial sensors.

8.2.1 Sensor fusion

Sensor fusion of inertial andgpsmeasurements is a well known topic in literature
(Kaplan and Hegarty, 2006; Brown and Hwang, 1996). Both loosely coupled as
well as tightly coupled approaches have been proposed. In this section we discuss
loosely coupled sensor fusion for a small, low-cost sensor unit integratingmicro-
machined electromechanical system (mems) inertial sensors with a single band
gps receiver in a single package, shown in Figure 8.1. The devices are synchro-

Figure 8.1: An Xsens MTi-G, integrating an imu and a L1 gps receiver into
a single housing. A barometer is included as well.

nized at hardware level and have a common clock, which significantly simplifies
the signal processing.

Although there are potential benefits for tight coupling in combination with high
accuracy applications, loosely coupled sensor fusion of gps and inertial sensors
already gives very good performance. In this approach, illustrated in Figure 8.2,
the gps pseudorange and Doppler measurements are used to calculate a position,
velocity and time (pvt) solution. The obtained position and velocity are then
fused with the inertial measurements.

As discussed in Chapter 2, state-space models are one of the key ingredients of
sensor fusion. For the sensor unit introduced earlier in this section, such a model
can be constructed from the models in Chapter 3 and Chapter 4. They are re-
peated below for the reader’s convenience.

As discussed in Section 3.4.3, a gps receiver can provide a pvt solution. In a
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tracking loop 1

tracking loop K

imu

gyroscopes

accelerometers
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pvt

solver

sensor
fusion

Figure 8.2: Loosely coupled sensor fusion. The ‘raw’ gps measurements
from the satellites are used to solve for position and velocity before using
them with the imumeasurement for sensor fusion.

loosely coupled approach, this solution is used as a measurement. That is, the
gpsmeasurements are modeled as

yp,t = rnt + enp,t , (8.1a)

yv,t = ṙnt + env,t , (8.1b)

where r and ṙ are the receiver position and velocity, ep and ev are independently
and identically distributed (i.i.d.) Gaussian noises. Note that the measurements
have been expressed in the navigation frame (n-frame) which is defined to be
stationary with respect to (w.r.t.) the earth frame (e-frame).

Assuming a magnetically undistorted environment, the magnetometer measure-
ment model (3.4) becomes

ym,t = R
bn
t mn

e + ebm,t , (8.2)

where me is the earth magnetic field vector and em is i.i.d. Gaussian noise. In a
typical outdoor environments, the only persistent magnetic distortions are local
to the sensor and can be compensated for with a magnetic field calibration. Fur-
thermore, the earth magnetic field vector can be retrieved from a map when the
position of the inertial measurement unit (imu) is known.

Following Section 4.3, we model the position and orientation of the imu using
the inertial measurements,

bnt+1 = bnt + T ḃ
n
t +

T 2

2 b̈nt , (8.3a)

ḃnt+1 = ḃnt + T b̈
n
t , (8.3b)

qnbt+1 = qnbt ⊙ exp( T2ω
b
nb,t), (8.3c)

where bn and ḃn denote the position and velocity of the body frame (b-frame)
resolved in the n-frame, qnb is a unit quaternion describing the orientation of the
n-frame relative to the b-frame and T denotes the sampling interval. The accel-
eration b̈n and the angular velocity ωb

nb are calculated from the accelerometer
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measurements ya and the gyroscope measurements yω using (3.2) and (3.3),

b̈nt = Rnbt
(

ya,t − δba,t − eba,t
)

− 2ωn
ie × ḃnt + gn, (8.4a)

ωb
nb,t = yω,t − Rbnt ωn

ie − δbω,t − ebω,t . (8.4b)

The inertial bias terms δba and δbω are slowly time-varying. Hence, they are mod-
eled as random walks,

δba,t+1 = δba,t + ebδa,t , (8.5a)

δbω,t+1 = δbω,t + ebδω ,t , (8.5b)

where ebδa and ebδω are i.i.d. Gaussian noises.

The gps measurement model (8.1) uses the receiver position rn and the receiver
velocity ṙn. However, the sensor unit motion (8.3) is modeled using the pose
of the imu, qnb and bn. Since the receiver is rigidly attached to the imu, the
expressions

rnt = bnt + R
nb
t rb, ṙnt = ḃnt + R

nb
t (ωb

nb,t × rb), (8.6)

can be used to calculate rn and ṙn.

Combining (8.1)–(8.6) we obtain a discrete-time nonlinear state-space model. Its
state vector is, with slight abuse of notation, given by

x =
(

bn, ḃn, qnb, δba , δ
b
ω

)T
. (8.7)

The model is used in an extended Kalman filter (ekf) to fuse the gps and the in-
ertial measurements, see Section 2.2. The ekf handles the different sample rates
straightforwardly. It runs at the high data rate of the imu and the gps updates
are only performedwhenmeasurements are available. In navigation applications,
the traveled distance might become large enough to motivate a redefinition of the
n-frame. This ensures that the n-frame remains aligned to the local tangent plane
with unit vectors pointing north, west and up. This redefinition is achieved with
the state transformation

x̃ =
















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

bñ

ḃñ

qñb

δba
δbω




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
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










=
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
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




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




Rñnbn + nñ

Rñnḃn
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
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

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









= f (x), (8.8)

where the transformation f and the redefined frame ñ are chosen such that the
position estimate in the redefined frame becomes zero, i.e., b̂ñ = 0.

The above discussion is summarized in Algorithm 8.1.

8.2.2 Experiments

The gps/imu combination has been used to track an Aero L-29 Delfin jet aircraft,
see Figure 8.3. In this section we present results from a flight of approximately
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Algorithm 8.1 Sensor fusion using inertial and gpsmeasurements
1. Perform an initialization and set p(x0).
2. Do a time update. Propagate p(xt−1|y1:t−1) to p(xt |y1:t−1) using the process

model (8.3), (8.4) and (8.5) with the inertial measurements as input signals.
3. Do a measurement update with the magnetometer measurements and,

when available, the gps measurement. Use the measurements in com-
bination with the measurement models (8.1), (8.2) and (8.6) to correct
p(xt |y1:t−1) and obtain p(xt |y1:t).

4. When the estimated position becomes too large, redefine the n-frame. Use
the state transformation (8.8) to obtain p(x̃t |y1:t) and set xt := x̃t .

5. Set t := t + 1 and iterate from Step 2.

Figure 8.3: The Aero L-29 Delphin jet used to evaluate the gps/inertial sen-
sor unit.

35 min in which the airplane performed several maneuvers, including banked
curves and barrel rolls as well as periods with constant velocity. The airplane
is equipped with a Honeywell HG 1150 imu and a high grade, dual band gps
receiver providing a very accurate reference.

During periods of constant velocity, the heading of the airplane is not observable
using gps only. To prevent this, the magnetometers in the imu are used. How-
ever, since the airplane is constructed frommetal a magnetic field calibration, see
Section 5.4, is essential.

Figure 8.4 shows an overview of the experiment. It shows the trajectory of the
aircraft performing a number of dynamic maneuvers. Figures 8.5, 8.6 and 8.7
show the estimated position, velocity and orientation of the sensor unit obtained
using Algorithm 8.1 together with their references. The magnetometers are used
with and without a magnetic field calibration. The differences are not visible on
the scale of Figures 8.5 and 8.6, but do show in Figure 8.7. It can be concluded
that the system provides drift free and accurate estimates for all quantities at a
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high output frequency when using a properly calibrated magnetometer. In fact,
the numerical comparison in Table 8.1 shows less than 2◦ root mean square error
(rmse) for orientation in that case. The position and velocity estimates are as
accurate as can be expected when using a single band gps receiver.
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Figure 8.4: Top view of the trajectory of the airplane.

Table 8.1: Rmse for position, velocity and orientation estimates with and
without magnetic field calibration.

not calibrated calibrated
x y z x y z

position m 6.1 5.9 21.6 6.1 5.3 18.7
velocity m/s 4.6 4.5 3.7 4.4 3.9 3.5
orientation ◦ 7.3 6.9 43.2 0.9 0.9 1.8

The above discussion shows that loosely coupled sensor fusion of gps and inertial
measurements provides accurate tracking of position and orientation, even un-
der dynamic situations. A magnetic field calibration is essential to obtain good
results. Without it performance, especially in orientation, is decreased signifi-
cantly.
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Figure 8.5: Estimated position of the sensor unit bn. Shown is the estimated
trajectory (–) together with the dual band gps reference (–).
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Figure 8.6: Estimated velocity of the sensor unit ḃn. Shown is the estimated
trajectory (–) together with the dual band gps reference (–).
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Figure 8.7: Estimated orientation of the sensor unit qnb expressed in Euler
angles. Shown is the estimated trajectory before (- -) and after (–) magnetic
calibration together with the navigation grade inertial reference (–).

8.3 Dual receiver pose estimation

In this section we discuss a 6 dof tracking system, estimating both position and
orientation, based on sensor fusion of a pair of gps receivers and inertial sensors.

8.3.1 Sensor fusion

A single gps receiver configuration requires the use of a magnetometer to make
heading observable under low acceleration conditions. Adding a second gps re-
ceiver to the platform is an alternative method to achieve this. As discussed in
Section 3.4, a setup with two receivers can be used to obtain double difference
carrier phase measurements. When both receivers are rigidly attached to the
platform, the baseline vector measured by the double difference measurements
is directly dependent on the orientation of the platform and heading becomes
observable.

For a dual receiver configuration, both receivers can provide a position and veloc-
ity solution, although the pseudorange and Doppler measurements can also be
used directly. Similar to (8.1), the gpsmeasurements are modeled as

yp,a,t = rna,t + ep,a,t , yp,b,t = rnb,t + ep,b,t , (8.9a)

yv,a,t = ṙna,t + ev,a,t , yv,b,t = ṙnb,t + ev,b,t , (8.9b)

where ra and rb are the positions of receiver a and receiver b, ep and ev are i.i.d.
Gaussian noises. Note that the measurements have been expressed in the n-frame
which is defined to be stationary w.r.t. the e-frame.
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As in Section 3.4.1, the double difference carrier phase measurement from the
satellites k and l are modeled as

yφ,t = (uet )
T (rea,t − reb,t) + λN kl + eφ,t , (8.10)

where ukl = uk − ul is the difference of unit vectors from the receiver to the satel-
lite, r is a receiver position, λ is the wavelength, N kl ∈ Z is an integer number of
carrier cycles and eφ,kl is i.i.d. Gaussian noise with correlations due to the differ-
encing. As long as the tracking loops maintain lock, the integer ambiguity N kl

remains constant. To simplify notation, we assign a number n for each unique
pair kl.

The position and orientation of the imu is modeled identically as in Section 8.2
and is given by (8.3)–(8.5). The gpsmeasurement models (8.9) and (8.10) use the
receiver position rn and the receiver velocity ṙn of receivers a and b. However,
the sensor unit motion (8.3) is modeled using the pose of imu, qnb, bn. Since the
receivers are rigidly attached to the imu, the expressions

rna,t = bn + Rnbt rba , ṙna,t = ḃn + Rnbt (ωb
nb,t × rba), (8.11)

rnb,t = bn + Rnbt rbb, ṙnb,t = ḃn + Rnbt (ωb
nb,t × rbb), (8.12)

can be used to calculate rn and ṙn for receivers a and b.

Combining (8.3)–(8.5) and (8.9)–(8.11) we obtain a discrete-time nonlinear state-
space model. Its state vector is, with slight abuse of notation, given by

x =
(

bn, ḃn, qnb, δba , δ
b
ω

)T
. (8.13)

In case the integer ambiguities in (8.10) are known, it would be straightforward to
use the model in an ekf to fuse the gps and the inertial measurements Hirokawa
and Ebinuma (2009). When they are unknown, a modified measurement update
has to be used. As shown in Example 2.3, the measurement update of an ekf is
equivalent to solving a nonlinear least squares problem. Using this optimization
formulation, it is straightforward to add integer constraints, resulting in

min
xt ,N1:N

1
2
‖e0‖Σt|t−1 +

1
2

N∑

n=1

‖en‖Σφ,n (8.14)

s.t. e0 = xt − x̂t|t−1
en = yφ,n,t − (uen,t)TRnbt (rba − rbb) + λN n, n = 1, . . . , N

N n ∈ Z, n = 1, . . . , N

This is an integer constrained nonlinear least squares problem, which is generally
hard to solve. However, in the context of gps ambiguity resolution, efficient meth-
ods have been derived (Hassibi and Boyd, 1998; Teunissen, 1995) which can be
used to solve (8.14). These methods first calculate a so-called float solution with-
out the integer constraint, then perform a de-correlation step and finally perform
a local grid search.

The above discussion is summarized in Algorithm 8.2. Preliminary tests on a
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Algorithm 8.2 Sensor fusion of inertial and dual gpsmeasurements
1. Perform an initialization and set p(x0).
2. Do a time update. Propagate p(xt−1|y1:t−1) to p(xt |y1:t−1) using the process

model (8.3), (8.4) and (8.5) with the inertial measurements as input signals.
3. When available, use the gpsmeasurements to correct p(xt |y1:t−1) and obtain
p(xt |y1:t). That is,

• Perform a standard ekf measurement update using the pvt measure-
ment model (8.9).

• Perform an integer constrained measurement update (8.14) using the
double difference carrier phase measurement model (8.10).

4. When the estimated position becomes too large, redefine the n-frame. Use
the state transformation (8.8) to obtain p(x̃t |y1:t) and set xt := x̃t .

5. Set t := t + 1 and iterate from Step 2.

stationary setup have done with success. However, it remains future work to
perform experiments and validate the performance of Algorithm 8.2.



9
Concluding remarks

This thesis discusses sensor fusion and calibration for the combination of inertial
sensors with vision, ultra-wideband (uwb) and global positioning system (gps).
These applications are discussed individually, starting from a common theoret-
ical background. The aim has been to show how to combine the information
obtained from the different sensors as well as how the calibration issues when
working with multiple sensors can be solved using simple and efficient proce-
dures. The conclusions of this thesis are given in Section 9.1. Section 9.2 contains
some directions for future research. Both sections follow the outline of this thesis.

9.1 Conclusions

Part I of this thesis contains a concise overview of inertial sensors, vision, uwb
and gps and the kinematics linking their measurements.

Part II discusses sensor fusion for a number of sensor combinations, together
with associated calibration problems. Chapter 5 is about standalone inertial sen-
sors. It contains ideas on applying an optimization based smoothing method to a
multi-segment inertial motion capture system. Furthermore, a novel calibration
method has been developed to calibrate the magnetic field measurements of an
inertial measurement unit (imu) mounted close to a ferro-magnetic object. The
method has been demonstrated by using it to calibrate an imu mounted in a jet
airplane.

Estimating position and orientation in real-time using measurements from vision
and inertial sensors is discussed in Chapter 6. A system has been developed to
solve this problem in unprepared environments, assuming that a map or scene
model is available. The system has been tested in an augmented reality (ar) setup

121
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and its performance has been evaluated in experiments with an industrial robot.
Additionally, an easy-to-use calibrationmethod to determine the relative position
and orientation of a rigidly connected camera and imu is derived. The method
has been successfully applied to a number of sensor units with both perspective
and fisheye lenses.

In Chapter 7, a calibration method to determine the clock parameters and the
receiver positions of a uwb positioning system has been developed and tested. It
allows the user to deploy a uwb system and calibrate it within minutes. Further-
more, a tightly coupled sensor fusion algorithm has been developed to estimate
real-time position and orientation using inertial and uwbmeasurements. Its per-
formance has been evaluated using a comparison to an optical reference system.

Finally, Chapter 8 contains a loosely coupled sensor fusion algorithm for combin-
ing an inertial sensor with gps. Its performance has been evaluated on a flight of
a jet aircraft. This experiment also motivates the need for magnetic field calibra-
tion. Additionally, ideas on a sensor fusion method for inertial sensors and dual
gps are discussed.

9.2 Future work

Some directions for future research have been mentioned in the previous chap-
ters. Of particular interest is the combination of simultaneous sensor fusion
and calibration. The optimization approach to smoothing described in Chap-
ter 2 seems to be very suitable for this purpose. Although formulated as a post-
processing method, recent work in the simultaneous localization and mapping
(slam) community has shown that similar problems can be solved in almost real-
time. The challenge here is to use these ideas and obtain efficient implementa-
tions for combined sensor fusion and calibration problems which can be used in
real-time applications.

Chapter 5 contains ideas on applying an optimization based smoothing algorithm
to multi-segment systems. This approach is very interesting in the context of e.g.
clinical applications, which tend to allow for post-processing. A natural contin-
uation here is to further develop and implement the solver and demonstrate its
performance experimentally on a relevant application.

For the combination of inertial sensors with dual gps, a sensor fusion algorithm
which takes care of the integer ambiguity has been discussed in Chapter 8. The
contribution here is rather theoretical and the logical next step is to test the
method on experimental data and validate its performance.

Solutions to calibration problems are essential to obtain efficient sensor fusion
methods. Two calibration problems not investigated in this thesis are how to
obtain the lever arms in the context of both inertial / gps sensor fusion and
multi-segment systems. These calibration problems are very relevant and form
interesting topics for further research.



A
Linear Algebra

This appendix provides a short introduction to selected topics of linear algebra.
More details can be found in the referencesMagnus andNeudecker (1999); Golub
and Van Loan (1996); Björk (1996); Kailath et al. (2000).

A.1 Matrix differentials

The vectorize operator (vec) transforms a matrix A ∈ R
m×n into a mn × 1 column

vector by stacking the columns ai of the matrix below another, that is,

vecA =













a1
...
an













, ai =













a1i
...
ami













. (A.1)

It can be shown that for matrices of matching dimensions it holds that

vecABC = (CT ⊗A) vec B, (A.2)

were ⊗ denotes the Kronecker product. For any two matrices A ∈ R
m×n and

B ∈ Rp×q the Kronecker product is defined as the mp × nq matrix

A⊗ B =













a11B . . . a1nB
...

...
am1B . . . amnB













. (A.3)
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Using the vec operator, the Jacobian matrix of a function f is defined as

[Dx f ](a) =
∂ vec f (x)
∂(vec x)T

∣
∣
∣
∣
∣
x=a

. (A.4)

This definition always provides a well defined Jacobian, regardless of the dimen-
sions of the function f or its argument x. They can be any combination of scalars,
vectors and matrices. As an alternative to evaluating each partial derivative in
(A.4), the Jacobian Dx f can be identified from the (vectorized) differential of f :

d vec f (x) = A(x) d vec x ⇔ [Dx f ](a) = A(a). (A.5)

Since computations with differentials are relatively easy, this is a rather useful
and powerful approach. The Jacobian of a composite function h = g ◦ f is given
by the chain rule,

[Dx h](a) = [Dx (g ◦ f )](a) = [Dy g](b) [Dx f ](a), (A.6)

where b = f (a).

A.2 Special matrices

Triangular and block (diagonal) matrices are examples of frequently occurring
matrices which have a special structure. Exploiting their properties, it is possible
to obtain useful results. Selected results are presented below.

Triangular matrices

A matrix A ∈ R
n×n is lower triangular if aij = 0 for i < j . Its inverse B = A−1 is

also lower triangular,

















a11 0 . . . 0
a21 a22 . . . 0
...

...
. . .

...
an1 an2 . . . ann

















−1

=

















b11 0 . . . 0
b21 b22 . . . 0
...

...
. . .

...
bn1 bn2 . . . bnn

















, (A.7)

where the entries on the first two diagonals are given by

bi i = a
−1
i i , bi,i−1 = − ai,i−1

ai−1,i−1ai i
.

Block matrices

Consider a matrixM ∈ Rn×n partitioned as

M =

[

A B
C D

]

, (A.8)
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where the blocks A, B, C, D are matrices of appropriate dimensions. Assuming
the inverses exist,M can be factored as

M =

[

A B
C D

]

=

[

I 0
CA−1 I

] [

A 0
0 ∆A

] [

I A−1B
0 I

]

, (A.9)

where ∆A = D − CA−1B is called the Schur complement of A inM . Among other
things, this implies that determinant ofM can be factored as

det(M) = det(A) det(∆A). (A.10)

Furthermore, whenM is invertible,M−1 can be obtained by inverting (A.9)

M−1 =

[

A B
C D

]−1
=

[

I −A−1B
0 I

] [

A−1 0
0 ∆

−1
A

] [

I 0
−CA−1 I

]

=

[

A−1 + A−1B∆−1A CA−1 −A−1B∆−1A
−∆−1A CA−1 ∆

−1
A

]

. (A.11)

Permuting the rows and columns of M and applying (A.9), an alternative factor-
ization is obtained

M =

[

A B
C D

]

=

[

I BD−1

0 I

] [

∆D 0
0 D

] [

I 0
D−1C I

]

, (A.12)

where ∆D = A − BD−1C is called the Schur complement of D in M . This implies
thatM−1 can also be written as

M−1 =

[

A B
C D

]−1
=

[

I 0
−D−1C I

] [

∆
−1
D 0
0 D−1

] [

I −BD−1
0 I

]

=

[

∆
−1
D −∆−1D BD−1

−D−1C∆−1D D−1 + D−1C∆−1D BD−1

]

. (A.13)

Equating the (1,1)-block of (A.11) and (A.13), we obtain the identity

∆
−1
D = A−1 + A−1B∆−1A CA−1

(A − BD−1C)−1 = A−1 + A−1B(D − CA−1B)−1CA−1. (A.14a)

Substituting D = C−1 and C = −D, the well-known matrix inversion lemma,

(A + BCD)−1 = A−1 + A−1B(C−1 + DA−1B)−1DA−1, (A.14b)

is obtained.

A.3 Matrix factorizations

The general approach to solving a linear system Ax = b is to express A as a
product of matrices

A = A1A2 . . . Am. (A.15)
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The factors Ai are typically chosen such that the subproblems Aizi = zi−1 are
easy to solve, e.g., they are (block) diagonal, triangular or permutation matrices.

For sparse matrices, a number of matrix factorizations are especially useful. They
are introduced below.

Cholesky factorization

Every symmetric, positive definite matrix A ∈ Rn×n can be factored as

PAPT = LLT , (A.16)

where P is an arbitrary permutation matrix and L is a nonsingular, lower trian-
gular matrix with positive diagonal elements. For every choice of P there exists a
unique associated factor L, but the choice can affect the sparsity of the associated
factor L.

LDLT factorization

Every symmetric nonsingular matrix A ∈ Rn×n can be factored as

PAPT = LDLT , (A.17)

where P is a permutation matrix, L is a nonsingular, lower triangular matrix with
unit diagonal and D is a block diagonal matrix consisting of nonsingular 1 × 1
and 2 × 2 blocks.

A.4 Partial inverses

Calculating the inverse of a matrix A is a challenging task in terms of floating
point operations, numerical accuracy as well as storage. Especially for large ma-
trices the situation tends to become problematic, which is why explicit evaluation
of the inverse is avoided whenever possible. However, in some cases the inverse
has to be calculated. Covariance analysis of a least squares problem is such a
case.

Instead of calculating the entire matrix inverse A−1 —which is a computationally
very intensive task — parts of it can be computed very efficiently given a sparse
factorization of A. This is the case for the elements corresponding to the nonzero
elements of the factorization, which include the diagonal elements. The next
sections describe the procedure for two factorizations.

Cholesky factorization

Factoring a symmetric, positive definite matrix A = AT ≻ 0 as A = LLT using a
Cholesky factorization, its inverse B is given as

B , A−1 = (LLT )−1 = L−T L−1. (A.18)

As noticed by Golub and Plemmons (1980), (A.18) can be rearranged to

LTB = L−1. (A.19)
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Since L is an lower triangular matrix, L−1 is a lower triangular matrix with known
diagonal. Indeed, using (A.7) we have (L−1)ij = 0 for i < j and (L−1)i i = l

−1
i i . That

is, the upper triangular elements of the right-hand side of (A.19) are known and
we obtain the following system of equations





















n∑

k=i

lkibkj = 0 i < j

n∑

k=i

lkibkj =
1
li i

i = j

(A.20)

which fully determines B = BT . Its solution is given by






















bi i =
1
li i










1
li i
−

n∑

k=i+1

lkibki










bij = −
1
li i











j
∑

k=i+1

lkibkj +
n∑

k=j+1

lkibjk











i < j

(A.21)

which can be used to recursively calculate the elements of B, starting with its last
column. Closer analysis shows that only the bij for which lij , 0 are required to
complete the recursion. Hence, for sparse factorizations, (A.21) becomes a very
efficient method to calculate these elements of the inverse.

LDLT factorization

Factoring a symmetric, non-singular matrix A = AT as A = LDLT using a LDLT

factorization, its inverse B is given as

B , A−1 = (LDLT )−1 = L−TD−1L−1. (A.22)

Similar to (A.19), (A.22) can be arranged as

LTB = D−1L−1 = T . (A.23)

Since L is an lower triangular matrix with unit diagonal, L−1 also is a lower tri-
angular matrix. Indeed, using (A.7) we have (L−1)ij = 0 for i < j , (L−1)i i = 1
and (L−1)i,i−1 = −li,i−1. Furthermore, D is a block diagonal matrix consisting of
1 × 1 and 2 × 2 blocks which is straightforward to invert. Hence, expanding the
product T , D−1L−1, we obtain tij = 0 for i + 1 < j and

ti,i+1 = (D−1)i,i+1, ti i = (D−1)i i − li+1,i (D−1)i,i+1. (A.24)
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That is, upper triangular part of the right-hand side of (A.23) is known and we
obtain the following system of equations





















n∑

k=i

lkibkj = 0 i < j − 1

n∑

k=i

lkibkj = tij i ∈ [j − 1, j]
(A.25)

which fully determines B = BT . Its solution is given by




































bi i = ti i −
n∑

k=i+1

lkibki

bij = tij −
j

∑

k=i+1

lkibkj −
n∑

k=j+1

lkibjk i = j − 1

bij = −
j

∑

k=i+1

lkibkj −
n∑

k=j+1

lkibjk i < j − 1

(A.26)

which can be used to recursively calculate the elements of B, starting with its
last column. Closer analysis shows that only the bij for which lij , 0 or dij , 0
are required to complete the recursion. Hence, for sparse factorizations, (A.26)
becomes a very efficient method to calculate these elements of the inverse.



B
Quaternion Algebra

This appendix provides a very short introduction to quaternions and their prop-
erties. Only the most basic operations are stated, mostly without proof. For more
details, see e.g. Kuipers (1999); Hamilton (1844).

B.1 Operators and properties

A quaternion q ∈ R
4 is a 4-tuple of real numbers, denoted as q = (q0, q1, q2, q3).

An alternative notation is q = (q0, q), where q0 is called the scalar part and q the
vector part of a quaternion. Special quaternions sets are Qs = {q ∈ R

4 : q = 0},
Qv = {q ∈ R4 : q0 = 0} and Q1 = {q ∈ R4 : ‖q‖2 = 1}. When clear from the context,
conversions to and from scalars and vectors are performed implicitly.

For quaternions the following operators are defined:

addition p + q , (p0 + q0, p + q), (B.1)

multiplication pq = p ⊙ q , (p0q0 − p · q, p0q + q0p + p × q), (B.2)

conjugation qc , (q0,−q), (B.3)

norm ‖q‖2 , (q20 + q · q)
1
2 =

√

(q ⊙ qc)0 (B.4)

inverse q−1 , ‖q‖−22 qc, (B.5)

inner product p · q , −1
2 (p ⊙ q + q ⊙ p), (B.6)

cross product p × q , 1
2 (p ⊙ q − q ⊙ p). (B.7)

129



130 B Quaternion Algebra

Associative and distributive properties hold, but only additions are commutative.

p + (q + r) = (p + q) + r, (B.8)

p + q = q + p, (B.9)

p ⊙ (q ⊙ r) = (p ⊙ q) ⊙ r, (B.10)

p ⊙ (q + r) = p ⊙ q + p ⊙ r. (B.11)

Multiplication with a scalar λ ∈ Qs is commutative,

λq = (λ, 0) ⊙ (q0, q) = (λq0, λq) = qλ, (B.12)

but, in general quaternion multiplications do not commutate

p ⊙ q , q ⊙ p. (B.13)

Furthermore, the following identities are useful,

(p ⊙ q)c = qc ⊙ pc, (B.14)

(p ⊙ q)−1 = q−1 ⊙ p−1, (B.15)

‖p ⊙ q‖2 = ‖p‖2‖q‖2. (B.16)

B.2 Multiplication

The multiplication of quaternions is a bilinear operator. This property gives rise
to introduction of the left and the right multiplication operators, · L, · R,

p ⊙ q = (p0q0 − p · q, p0q + q0p + p × q)

=

[

p0 −pT
p p0I3 + [p×]

]

︸                ︷︷                ︸

,pL

[

q0
q

]

=

[

q0 −qT
q q0I3 − [q×]

]

︸                ︷︷                ︸

,qR

[

p0
p

]

. (B.17)

The structure of these operators and their Jacobians is very simple,

qL =















q0 −q1 −q2 −q3
q1 q0 −q3 q2
q2 q3 q0 −q1
q3 −q2 q1 q0















, Dq q
L =
















eR0
eR1
eR2
eR3
















, (B.18a)

qR =















q0 −q1 −q2 −q3
q1 q0 q3 −q2
q2 −q3 q0 q1
q3 q2 −q1 q0















, Dq q
R =
















eL0
eL1
eL2
eL3
















. (B.18b)

Here, {ei }3i=0 is the standard basis of R4. The operators satisfy the following iden-
tities,

pLqR = qRpL, (B.19)

(qc)L = (qL)T , (qc)R = (qR)T . (B.20)
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The multiplication operators turn out to be very useful for simplifying expres-
sions, see Example B.1 and Example B.2 below.

B.1 Example: Differentiation

Rewriting the quaternion product as p ⊙ q = qRp = pLq, it becomes trivial to
derive its Jacobians

Dp p ⊙ q = Dp q
Rp = qR, Dq p ⊙ q = Dq p

Lq = pL.

B.2 Example: Rotation

The rotation of a vector v ∈ Qv by a quaternion q ∈ Q1 can be simplified as

q ⊙ v ⊙ qc = qL(qR)T v

=

[

q0 −qT
q q0I3 + [q×]

] [

q0 qT

−q q0I3 + [q×]

] [

0
v

]

=

[

1 01×3
03×1 qqT + q20I3 + 2q0[q×] + [q×]2

] [

0
v

]

=

[

0
Rv

]

.

That is, rotation is a linear operator and it only affects the vector part.

B.3 Exponential and logarithm

The quaternion exponential is defined using a power series:

exp q ,
∞∑

n=0

qn

n!
. (B.21)

Here the quaternion power is recursively defined as

qn = q ⊙ qn−1 = qn−1 ⊙ q, q0 = 1. (B.22)

With the above definitions the quaternion exponential (B.21) satisfies a number
of useful relations, including the differential equation

∂

∂t
exp(tq) = q ⊙ exp(tq) = exp(tq) ⊙ q (B.23)

for scalar t. The first equality follows from

∂

∂t
exp(tq) =

∞∑

n=1

tn−1qn

(n − 1)! = q ⊙









∞∑

m=0

(tq)m

m!









= q ⊙ exp(tq),

and the latter equality can be derived using a similar argument. Furthermore, the
quaternion exponential commutes with rotation and conjugation. For rotation we
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have that

exp(p ⊙ q ⊙ p−1) =
∞∑

n=0

(p ⊙ q ⊙ p−1)n
n!

= p ⊙









∞∑

n=0

qn

n!









⊙ p−1 = p ⊙ exp(q) ⊙ p−1. (B.24)

Similarly, conjugation of the quaternion exponent yields

exp(qc) =
∞∑

n=0

(qc)n

n!
=










∞∑

n=0

qn

n!










c

= (exp q)c. (B.25)

The exponential of a vector v = (0, v) ∈ Qv deserves some more attention. This
restriction implies that v2 = v⊙v = (0 · 0−v · v, 0v+0v+v×v) = (−‖v‖22, 0). Hence,
(B.21) simplifies to

exp v =
∞∑

n=0

vn

n!
=
∞∑

n=0

v2n

2n!
+
∞∑

n=0

v2n+1

(2n + 1)!

=










∞∑

n=0

(−1)n ‖v‖
2n
2

(2n)!
,

v

‖v‖2

∞∑

n=0

(−1)n ‖v‖
2n+1
2

(2n + 1)!










=

(

cos ‖v‖2,
v

‖v‖2
sin ‖v‖2

)

∈ Q1. (B.26)

The exponential of a vector returns a unit quaternion as ‖ exp v‖2 = 1. The Jaco-
bian of (B.26) is given by

Dv exp v =











− vT sin ‖v‖2
‖v‖2

I3 sin ‖v‖2
‖v‖2 − vvT sin ‖v‖2

‖v‖32
+ vvT cos ‖v‖2

‖v‖22










. (B.27)

The logarithm for unit quaternions q = (q0, q) ∈ Q1 can be defined1 as

log q ,
q0
|q0|

q

‖q‖2
arcsin ‖q‖2. (B.28)

This definition is such that the relation log exp(0, v) = v behaves as expected. The
Jacobian of (B.28) is given by

Dq log q =
[

03×1
I3‖v‖2
sin ‖v‖2 −

vvT

‖v‖2 sin ‖v‖2 + vvT

‖v‖22 cos ‖v‖2

]

, (B.29)

where v = log q.

1An alternative definition is log q = q
‖q‖2 arccos q0, whose Jacobian is singular at e0.



C
Orientation conversion

Orientations can be described with several interchangeable parameterizations.
This appendix gives conversions between unit quaternions, rotation vectors, rota-
tion matrices and Euler angles.

C.1 Rotation vectors

A rotation around axis n by angle α has a rotation vector φ = nα. The conversion
to and from a unit quaternion is given by

quv = exp−1
2φ

uv , φuv = −2 log quv , (C.1)

where exp and log denote the quaternion exponent and the quaternion logarithm
defined in Appendix B.3.

C.2 Rotation matrices

A unit quaternion quv can be converted to a rotation matrix Ruv using

Ruv = qqT + q20I3 + 2q0[q×] + [q×]2

=












2q20 + 2q21 − 1 2q1q2 − 2q0q3 2q1q3 + 2q0q2
2q1q2 + 2q0q3 2q20 + 2q22 − 1 2q2q3 − 2q0q1
2q1q3 − 2q0q2 2q2q3 + 2q0q1 2q20 + 2q23 − 1












, (C.2)
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where the annotation uv has been left out for readability. The conversion of a
rotation matrix Ruv to a unit quaternion quv = (q0, q) is given by

q0 =

√

1 + trR
4

, q =
1
2q0











R23 − R32
R31 − R13
R12 − R21










, (C.3)

where the annotation uv has been left out for readability. If 1 + trRuv ≪ 1 numer-
ical difficulties might arise when evaluation (C.3). In this case a slightly modified
conversion should be used.

C.3 Euler angles

Euler angles define a rotation using a series of three rotations around a coordinate
axis. In case of the popular aerospace sequence, one rotates first an angle ψ about
the z-axis, then an angle θ around the y-axis and finally an angle φ around the
x-axis. Here, the convention is to call ψ heading or yaw, θ elevation or pitch and
φ bank or roll. Using (C.1), the Euler angles euv = (φ, θ, ψ) are converted to a
unit quaternion using

quv = exp(−φ2 e1) ⊙ exp(−θ2 e2) ⊙ exp(−ψ2 e3), (C.4)

where {ei }3i=1 is the standard basis in R
3. The rotation matrix equivalent is

Ruv =










1 0 0
0 cosφ sinφ
0 − sinφ cosφ



















cos θ 0 − sin θ
0 1 0

sin θ 0 cos θ



















cosψ sinψ 0
− sinψ cosψ 0

0 0 1










=










cos θ cosψ cos θ sinψ − sin θ
sinφ sin θ cosψ − cosφ sinψ sinφ sin θ sinψ + cosφ cosψ sinφ cos θ
cosφ sin θ cosψ + sinφ sinψ cosφ sin θ sinψ − sinφ cosψ cosφ cos θ









.

(C.5)

The conversion to Euler angles is given by

ψ = tan−1
(

R12

R11

)

= tan−1
(

2q1q2 − 2q0q3
2q20 + 2q21 − 1

)

, (C.6a)

θ = − sin−1(R13) = − sin−1(2q1q3 + 2q0q2), (C.6b)

φ = tan−1
(

R23

R33

)

= tan−1
(

2q2q3 − 2q0q1
2q20 + 2q23 − 1

)

. (C.6c)
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