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Abstract 

Sensor Fusion Based Fault-Tolerant Attitude Estimation Solutions 

 for Small Unmanned Aerial Vehicles 

by Jason Nicholas Gross     

     Navigation-grade inertial sensors are often too expensive and too heavy for use in most Small 

Unmanned Aerial Vehicle (SUAV) systems. Low-cost Micro-Electrical-Mechanical-Systems 

(MEMS) inertial sensors provide an attractive alternative, but currently do not provide an 

adequate navigation solution alone due to the presence of sensor bias. Toward addressing this 

problem, this research focuses on the development and experimental evaluation of sensor fusion 

algorithms to combine partially redundant information from low-cost sensor to achieve accurate 

SUAV attitude estimation. To conduct this research, several sets of SUAVs flight data that 

include measurements from a low-cost MEMS based Inertial Measurement Unit, a Global 

Positioning System receiver, and a set of low-grade tri-axial magnetometers are used to evaluate 

a variety of algorithms. In order to provide a baseline for performance evaluation, attitude 

measurements obtained directly with a high-quality mechanical vertical gyroscope are used as an 

independent attitude ‗truth‘. In addition, as a part of this project, a custom SUAV avionics 

system was developed to provide a platform for fault-tolerant flight control research. 

     The overall goal of this research is to provide high-accuracy attitude estimation during 

nominal sensor performance conditions and in the event of sensors failures, while using only 

low-cost components. To achieve this goal, this study is carried out in three phases. The specific 

aim of the first phase is to obtain high-accuracy under nominal sensor conditions. During this 

phase, two different nonlinear Kalman filtering methods are applied to various sensor fusion 

formulations and evaluated with respect to estimation accuracy over diverse sets of flight data. 

Next, during the second phase, sensor fusion based calibration techniques are explored to further 

enhance estimation accuracy. Finally, the third phase of the study considers the design of a 

sensor fusion attitude estimation architecture that rejects sensor failures and supports a graceful 

loss of performance in the event of sensor failures. This algorithm is based on a nonlinear 

information filter and features a novel Failure Detection, Identification, and Accommodation 

(FDIA) approach. During this phase, it is shown that the sensor fusion algorithm handles both 

abruptly occurring large magnitude sensor failures, as well as gradually growing small 

magnitude sensor failures.       
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Chapter 1 : Introduction 

1.1  Problem Description 

 

The design of aircraft navigation systems is a continuously changing and active research 

area. The continued interest in studying aircraft navigation is largely attributed to the rapid 

advancement of instrumentation and computational power in terms of miniaturization, accuracy, 

and cost reduction. Most prominently, the Global Position System (GPS) along with sensors 

based on Micro-Electro-Mechanical-System (MEMS) technology have kept navigation research 

current.  In order to take full advantage of the advances in instrumentation, algorithms that reject 

noise and optimally combine sensory information from multiple sources are needed. In addition, 

it is crucial to develop methods that allow for sensory components to extract calibration 

information from one another in real-time, and automatically reject poor measurements in order 

to exhibit fault-tolerance.  

When considering the design of aircraft attitude estimation systems, the nonlinear nature 

of the problem poses a challenge that leave many interesting questions unanswered.  These 

challenges include dealing with the nonlinearities associated within aircraft kinematics 

relationships, coordinate transformations, and individual sensor error dynamics. Toward 

addressing these challenges, it is critical to identify and verify through the use of experimental 

data, which type of nonlinear estimation filter is best suited for aircraft attitude estimation.  In 

this study, two popular nonlinear Kalman filters, namely, the Extended Kalman Filter (EKF) and 

the Sigma Point Kalman Filter (SPKF) are compared in terms of estimation performance over a 

large and diverse library of Small Unmanned Aerial Vehicle (SUAV) flight data.  In addition, in 

order to approach the level of fault tolerance, approaches for improving the accuracy of 
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individual navigation system components are needed, and more importantly must be verified 

experimentally.  To address this, the effect of improving estimation performance when including 

a simple calibration model within the sensor fusion algorithm is experimentally shown.  Finally, 

further address reliability, a fault-tolerant attitude estimation algorithm is presented, which is 

shown to detect and mitigate both abrupt sensor failures as well as sensor failures that slowly 

grow over time. In general, this research considers many of the current problems associated with 

the design of low-cost aircraft navigation systems, in the framework of employing sensor fusion. 

Sensor fusion is defined as combining sensory information from multiple individual 

sources to obtain improved accuracy over what could be achieved using any of the individual 

components [1].  The International Society of Information Fusion (ISIF) defines the need for 

sensor fusion in today‘s world by stating: 

"We are drowning in information but starved for knowledge. This level of 
information is clearly impossible to be handled by present means. Uncontrolled 
and unorganized information is no longer a resource in an information society, 
instead it becomes the enemy [2]." 

 

This accurately conveys a research need within aircraft navigation systems. Specifically, with 

increases in computational resources and sensor miniaturization, the design methods and 

algorithms used to process navigation information become a central aspect of the design. This 

sentiment is reaffirmed by the USAF‘s Deputy Director of Avionics, when he stated ―The 

challenge for the military research and development community is to vigorously exploit the 

simultaneous arrival of the GPS, the explosion in computational capability, and availability of 

the integrated and modular avionics architectures‖ in a 1992 article of The IEEE Aerospace and 

Electronics Systems Magazine [3].  This study is aligned with this direction, and seeks to employ 

sensor fusion to provide a better overall low-cost navigation solution for SUAVs.  
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  For the navigation systems of research SUAVs, the introduction of sensor fusion 

techniques addresses the common engineering design problem of balancing a system‘s 

performance with its cost, weight and size requirements. For the design of low-cost UAV 

platforms, the cost of high quality inertial navigation systems is generally too expensive.  Recent 

advances in Micro-Electro-Mechanical-Systems (MEMS) technology have made low-cost 

Inertial Navigation System (INS) an appealing option; however the presence of sensor biases 

coupled with time integration results in a solution that quickly diverges, and therefore are hardly 

useable [4]. Specifically, the position drift of low-cost INS is proportional to the integration time 

squared of accelerometer bias, and the cube of rate gyroscope bias [5].  Toward solving this 

problem, the functional integration of measurements from a low-cost INS and a Global 

Positioning System (GPS) receiver can provide an accurate navigation solution with only low-

cost components [6].  Additionally, other low-cost aiding sensors may be incorporated within 

sensor fusion navigation systems (e.g. Magnetometers) to provide additional information and 

improve accuracy and robustness [7]. 

 This study employs sensor fusion to develop a low-cost SUAV attitude estimation 

system that exhibits high-accuracy and fault-tolerance to sensor component failures.  This overall 

objective was broken down into three phases:   

 

1. Obtaining an accurate fused attitude estimation solution.  During this phase of the 

project, two popular nonlinear estimation techniques were applied to the aircraft 

navigation problem and were thoroughly compared for estimation accuracy using 

experimental flight data, namely: the Extended Kalman Filter, and the Sigma-

Point Kalman Filter.    
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2. Relying on sensor fusion to determine time-varying random calibration 

parameters. During this stage, on-line sensor calibration was investigated to 

estimate random residual sensor errors, and to achieve improved performance. In 

addition, a magnetometer calibration model was determined using a GPS/INS 

sensor fusion solution. 

 

3. Implementing an algorithm architecture that provides a fault-tolerant attitude 

estimation solution. In this stage, the goal was to demonstrate the ability for the 

attitude estimation system to exhibit ―graceful failures‖. For this phase, a 

nonlinear Information Filter, which is an alternative form of the Kalman Filter, 

was explored to provide a desired structure for sensor failure accommodation. 

 

A major strength of this study is that it utilizes real SUAV flight data collected over 

several flight experiments, such that assessments are empirically derived.  Additionally, within 

the recorded flight data, an attitude ‗truth‘ measured by a high-quality mechanical gyroscope that 

is independent of sensor data fused together was collected. Therefore, attitude estimation 

performance between the various approaches considered was able to be accurately assessed. This 

is a break away from the traditional approach in the field, which has based assessments of 

performance upon simulation, and provides a practical assessment under real-world uncertainty 

conditions.  

In addition to its theoretical contributions, this study also includes the hardware and low-

level software design of a complex SUAV avionics package that is specifically designed for 
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fault-tolerant flight control research.  For the purposes of facilitating this sensor fusion study, a 

primary hardware design criteria of the SUAV avionics system was to allow for instrumentation 

flexibility.  In this respect, the baseline components used for the sensor fusion study (MEMS 

IMU, and a GPS receiver) was augmented with magnetometers. Furthermore, the avionics 

system allowed for easy integration of tactical-grade navigation sensors (mechanical vertical 

gyroscope) in order to provide ‗truth‘ data for sensor fusion evaluation. By incorporating a 

hardware design, this study provided a more complete educational experience. 

Ultimately, the goal of this study was to design an attitude estimation algorithm that uses 

only low-cost components, exhibits a level of accuracy that is comparable to high-grade sensors, 

and is fault-tolerant to sensor failures. The algorithms designed are validated with experimental 

data, which is needed to provide clear evidence of reliability. 

1.2 Organization 

 

The remainder of this dissertation is organized as follows; Chapter 2 provides a review of the 

relevant literature, and Chapter 3 describes the experimental set-up as well as the development 

of the Gen-V SUAV avionics system that the author of this dissertation designed and built while 

at WVU.  Chapter 4 is a succinct outline of the project objectives. Chapter 5 describes the 

nonlinear state estimation approaches considered in this study, then Chapter 6 describes the 

various sensor fusion formulations used in this study.  Chapter 7 then discusses state and 

parameter estimation, and the resulting sensor fusion formulations with on-line calibration. In 

addition, this chapter discusses a magnetometer calibration approach that relies on GPS/INS 

sensor fusion.   

Next, the results of this study are outlined in three chapters.   First, Chapter 8 provides the 

results of the EKF/SPKF comparison study for GPS/INS sensor fusion both with and without 
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IMU bias tracking. Next, Chapter 9 provides the results of including magnetometers, and the 

effects of the off-line and on-line magnetometer calibration approaches.  Finally, Chapter 10 

consists of the results of the fault-tolerant attitude estimation algorithm, and Chapter 11 

summarizes conclusions of the study as well as future directions. 
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Chapter 2 : Literature Review 
 

 

Within the literature review, a brief historical overview of aircraft navigation is first 

discussed to provide the context needed to define the problem considered.  This portion of the 

review concludes with an introduction to low-cost MEMS inertial navigation, a description of 

GPS, and brief review of utilizing magnetometers for additional attitude information. Next, some 

pertinent sensor fusion studies that are related to aircraft navigation and rely on nonlinear 

Kalman filtering are included are discussed. Additionally, the relevant topics within the field of 

nonlinear estimation are discussed.  Specifically, the Extended Kalman Filter, the Sigma-Point 

Kalman Filter, and Information Filter are introduced.  Next, some calibration techniques of 

aircraft navigation systems are reviewed, including approaches that consider the use of sensor 

fusion for calibration. Finally, because an avionics system was developed as part of this project, 

some recent developments in the design of research UAV avionics systems are reviewed.  

2.1 Low-Cost Navigation Sensors 

2.1.1 Inertial Navigation Systems 

An inertial navigation system consists of a triad of orthogonal accelerometers and rate 

gyroscopes that are continuously updated using a computer to calculate the Position, Velocity 

and Attitude (PVA) of an aircraft over time [8].  By combining linear accelerometers with rate 

gyro measurements it is possible with Newton‘s first law to monitor the both the translational 

and rotational movements and completely define the trajectory of an aircraft from its origin of 

motion [9].  This is known as Dead Reckoning (DR), and provides a completely self-contained 

navigation solution. 
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 Historically, aircraft INS were mounted on a stabilized (i.e. non-rotating, gimbaled) 

platform [9].  In a gimbaled INS platform, two gyroscopes are used to cancel rotational 

precession, and the aircraft pitch and roll angles are monitored directly at the gimbal bearings. 

Velocity changes are monitored by directly integrating the linear accelerometers, since the 

platform keeps the accelerometers rotationally fixed within an inertial frame.  The disadvantage 

of gimbaled systems is that they are large and heavy, and have expensive precision mechanical 

parts that could potentially jam (i.e. gimbal lock).  Stabilized INSs are still in use today, but are 

not typically used for application within aircraft. Several textbooks [10; 11] provide insight into 

stabilized INS and the issues confronted within these systems; however these systems are not 

pertinent to this study and will not be reviewed any further. 

Today, strapdown INSs are more typically used within aircraft navigation systems.  

Within strapdown systems, the inertial sensors are fixed in the body-axis of the aircraft.  This 

provides a light-weight solution, but requires additional computational resources, as well as 

sensors with a higher sensitivity range [9].  The need of additional computational power is a 

result of the fact the attitude must be constantly updated to correctly transform the 

accelerometers into the desired navigation frame while integrating for changes in position. 

Recent advances in MEMS technology have made low-cost strapdown systems available; 

however, due to sensor biases present on low-cost systems coupled with the time integration 

relationships needed for DR, the solution quickly diverges, and requires the use of aiding sensors 

to regulate the error growth [6].  To compensate for the error growth, aiding sensors, which are 

described next, can be used with the MEMS INS solution using sensor fusion. 
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2.1.2 Global Positioning System 

The Global Positioning System (GPS) was established in 1973 by the United States 

Department of Defense (DOD).  It provides positioning by utilizing Time of Arrival (TOA) 

ranging, in which a network of satellites transmit a signal that includes precise transmission time 

and satellite location information [12]. Range information from multiple GPS satellites (at least 

four) provides information that is used to calculate the three-dimensional position of the GPS 

receiver within a Cartesian coordinate system that is within either a rotating frame or an inertial 

frame.  The common designation of a Cartesian frame that rotates with the Earth‘s rotation is 

Earth-Centered Earth Fixed (ECEF), while an inertial frame is referred to as Earth-Centered 

Inertial (ECI) [12].  In this study, position and velocity information are provided by a GPS 

receiver in an ECEF coordinate system, which is more convenient for short duration SUAV 

because it rotates with the Earth.   

In order to transform raw ranging information into an ECEF coordinate system, least 

squares solutions, Kalman Filtering, or iterative methods may be used [12]. For example, an 

iterative method for using the WGS 84 model to convert pseudorange data into ECEF frame is 

provided Bowring [13] .Today, however most commercial GPS applications provide position 

and velocity measurements in a convenient ECEF navigation frame, by relying on the DOD 

World Geodetic System 1984 (WGS 84) model [12], which accounts for gravitational 

irregularities due to the ellipsoidal shape of the earth.  In this study, GPS information is obtained 

in an ECEF frame as computer by the receiver.  

 In order to more conveniently use the GPS position and velocity information, it is 

common to further transform the ECEF information into a local geodetic frame. A local geodetic 

frame specifies an origin within the ECEF frame, and provides a convenient 3-D frame for local 

navigation.  Types of local transformations include: Latitude, Longitude and Altitude (LLA), 
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East, North, Up (ENU), South West Down (SWD), among others [12; 8].  Within this study, the 

SWD coordinate frame is used. 

Primary GPS error sources consist of measurement noise, propagation delay and non-

synchronous clocks [12].  Of these sources, the largest source of error is due to clock offset, or 

bias attibirbuted to actual clock bias and ionosphere delays [12]. This is the combined error due 

to an offset between the system time and the satellite clock, and the system time and the receiver 

clock.  Additional GPS errors are attibuted to the geometry of the statellite constellation, and the 

multipath effect [14]. Put simply, the multi-path effect is caused by GPS signals being reflected 

by buildings and obstructions. Within this study, GPS information is used in a‗loosely-coupled‘ 

and noise is considered at the GPS solution level and therefore individual noise sources are not 

modeled. 

2.1.3 Magnetometers 

 

 Magnetometers are often used in navigation systems to provide additional information 

that consists of measurements of the magnetic field vector in the body-axis of the aircraft.  Once 

calibrated for hard-iron and soft-iron deformations, this information is comparable to the World 

Magnetic Model (WMM) values of the magnetic field within ECEF coordinates [7].  In this 

setting, attitude information is available by determining the Euler rotations that are required to 

transform the body-axis magnetic field measurements to the WMM values that are referenced in 

a local coordinate system.   
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2.2 State and Parameter Estimation 

 

In general, many nonlinear estimation approaches attempt to build upon the Kalman Filter 

(KF), which is the optimal estimator for linear systems that are perturbed by, white, uncorrelated, 

and Gaussian noise. For a comprehensive review of nonlinear estimation, Chen [15] provides a 

summary of the field, and presents the derivation of the Kalman filter equations both from a 

least-square cost function and a Bayesian statistics point of view.  Additionally,  Arulampalam et 

al. [16]  and Doucet et al. [17] both provide an overview of the different estimations methods for 

nonlinear systems developed since the widespread use of the Kalman Filter. Within this study, 

two popular nonlinear filtering strategies are considered and compared: Extended Kalman 

Filtering [18] and Sigma-Point Kalman Filtering [19].   In addition, a different form of the KF is 

explored, namely the Information Filter (IF), which can be used for nonlinear problems using 

either of the Extended [20] or the Sigma-Point [21; 22] approaches. This review begins with the 

KF followed by its nonlinear extensions.    

2.2.1 Linear Optimal Kalman Filter 

 

The KF, which is also commonly referred to the Linear Quadratic Estimator (LQE), or the 

Kalman-Bucy Filter was derived by Rudolph E. Kalman in 1960 and published in 1961 by 

Kalman and Bucy [18], and has been hailed as a once in generation breakthrough that has had far 

reaching implications within the fields of control and estimation.  The first cited application of 

KF was for navigation trajectory estimation for the Apollo program by Stanley F. Schmidt [23]. 

In simple terms, the KF handles uncertainty by computing states as a weighted average of 

predicted values and measured values.  It has been proven to be optimal from the perspective of 

satisfying Bayes‘ rule [15], which is a fundamental result in statistics that provides an expression 
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for the conditional probability of an event given another event, based on the likelihood, and prior 

probabilities of the individual events (2.1) 

( | ) ( )
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      2.1 

 

The KF has also been derived to satisfy the recursive minimization of a cost function that 

minimizes the Mean Square Error of the estimates (i.e. error variance) [24].  This is interesting, 

given that in the field of estimation, optimization often is considered from a Bayesian 

perspective, or a least-squares perspective, and the KF has unique the property of satisfying 

optimality from both perspectives.   

To meet its optimality conditions, however, several assumptions must hold [24; 23; 25].  

First, the system must be linear.  Second, the process noise and measurement noise must be 

uncorrelated with one another, white, zero-mean, and Gaussian noise.  While the KF was 

breakthrough, meeting the linearity condition is not feasible for many practical applications.  

Therefore, approaches that consider nonlinear estimation are reviewed, that attempt to 

approximate this condition through use of two different linearization techniques. 

2.2.2 Extended Kalman Filter 

 

Perhaps the most traditional approach utilized for nonlinear estimation is the EKF [23], which 

consists of linearizing the system model around the most recent state estimates with a first-order 

Taylor Series expansion, and then using the KF equations.  This approach was introduced shortly 

after the KF [18]. It uses an approximation of the nonlinear state transition functions by 

linearizing about the most recently estimated state vector in order to calculate the time-evolution 
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of state error-covariance matrix, however it uses the intact nonlinear functions to propagate the 

state vector over time [25].  

The EKF has known flaws, which are listed by Julier and Uhlmann [19] as – ―difficult to tune, 

and reliable only if the system is nearly linear during the sampling time of the updates‖. To 

address the problems with the EKF several strategies have been developed to enhance 

performance, however many of these approaches are very application specific.  For example, in 

some applications, EKF filter ‗tuning‘, which refers to the process of assigning the design 

parameters that account for uncertainty, is often difficult.  To address this, some adaptive 

techniques have been derived to ‗tune‘ the EKF in real time [26]. This approach attempts to not 

only improve performance, but to prevent the filter from diverging [26].  As another example, 

Saisadek et. al. has  considered fuzzy logic methods for adaptively tuning the uncertainty 

assumptions within EKF formulation on-line in order to increase performance and prevent 

solution divergence [27]. Additionally, studies have considered the use of Artificial Neural 

Networks (ANNs) to enhance EKF formulations for use in sensor fusion applications.  

Specifically for the application of GPS/INS sensor fusion, Chiang and Huang [28] as well as Jwo 

and Huang [29] explored the use of an ANN to compensate for the growth of INS errors during 

periods in which GPS measurements were not available.  All of these methods have shown 

promise for enhancing EKF based GPS/INS sensor fusion, but are often designed to solve a very 

particular problem that the designer is facing, and are outside the scope of this study. 

2.2.3 Sigma-Point Kalman Filter 

 

In 1997, Julier and Uhlmann introduced the Unscented Kalman Filter (UKF) [19; 30]. The 

UKF has since been suggested to fall in a more generic class of filters called ‗Sigma-Point‘ 

Kalman Filters (SPKF) [31]. The name Unscented refers the statistical transformation technique 



14 
 

used to generate the ‗Sigma-Points‘ in order to carry out statistical linearization.  Additional 

variants of SPKFs that rely on other sigma-point selection techniques exist, including the Central 

Difference Kalman Filter (CDKF) [32].    The famous quote that of Julier and Uhlmann, [19] that 

is often cited as the motivation behind this UKF is that ―it is easier to approximate a Gaussian 

distribution than it is to approximate an arbitrary nonlinear function or translation. [19]‖  The 

meaning behind this quotation is the fact that while the traditional (EKF) approach analytically 

linearizes the nonlinear functions, it is more intuitive numerically capture modes of Gaussian 

distribution that has been transformed through a nonlinear function [19; 30].  While the EKF 

relies on a first order linearization of the nonlinear functions, the UKF has been shown to obtain 

second-order or higher accuracies with respect the Taylor series expansion [19; 30; 33]. In this 

sense, the SPKF approach is viewed as relying on a Weighted Least Squares Regression (WLSR) 

for statistical linearization, and contributes less error associated with linearization, as pointed out 

be Lefebvre et. al [34]. van der Merwe et al. [32] developed a square-root implementation of the 

UKF algorithm (SRUKF). This approach avoids the need for a matrix square-root calculation at 

every discrete time step, by using sequential Cholesky updates.  Additionally, it is been stated 

[33; 31] that the order of computational complexity of SRUKF is the same as that of the EKF.  

This has been disputed in the literature [35]. However, differences in computational burden 

appear  to depend on whether or not it is considered that the Jacobian partial derivatives are 

analytically determined offline or numerically computed at each filtering step. 
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2.2.4 Information Filter 

 

The Information Filter (IF) is an alternative form of the Kalman Filter [24; 20; 23], which is 

also known as the ―inverse covariance Kalman Filter” [21] . For linear filtering applications, the 

IF is algebraically equivalent to the KF [21].  With the IF, instead of estimating the state mean 

and covariance, the measure of information of the state in terms of an information state vector 

and Fisher information matrix are estimated [22].  Simon in his textbook [23] points out that 

where the error covariance in the KF represents the uncertainty in the state estimate, the 

information matrix is a representation the certainty of the state estimate.    

A practical advantage of the information form of the KF has been noted in terms of the 

possibility of  computational efficiency [24; 23], and some generalizations about special cases of 

initialization have been noted [24; 23]    For example, an advantage of the information filter is 

the possibility of  reduced computation in cases in which the dimension of the measurement of 

the system is larger than that of the state vector [24; 23]. This is due to the fact the in the 

information form, the largest inverse matrix that must be computer is the dimension of the state 

vector.  Another interesting point noted in the literature is the case in which initialization of the 

uncertainty of the state is infinite.  For the case of the KF, it is not possible to initialize the error 

covariance as infinite, while it is possible to initialize an information matrix to zero [23], the 

opposite is true when ―perfect‖ knowledge of the initial state is known [24; 23]. 

For nonlinear filtering problems both Extended [20]and Sigma-Point [22; 21] forms of the 

information filter have been developed. These forms have been cited as a useful framework for 

decentralized multi-sensor fusion architectures [22; 21; 20]. Specifically, Vercauteren and Wang 

developed a Sigma-Point Information Filter (SPIF) [21], and used a bank of them in a 

decentralized fashion for a target tracking problem.  This algorithm showed to outperform 
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similar approaches geared toward the same application, and exhibited a linear growth with the 

number of sensors used. On the contrary, the growth of centralized KF with an increasing 

measurement vector results in a computational growth that is associated with a larger matrix 

inversion. Lee [22]  also formulated an Unscented Information Filter (UIF) and compared its 

performance to an Extended Information Filter (EIF) in a target tracking simulation.  In this 

study, performance advantages for the target tracking problem were reported for the UIF over the 

EIF, and advantages with respect to the IF‘s computation complexity were pointed out in terms 

of providing ―a natural means of integrating multiple sensor information”. 

2.3 GPS/INS Integrated Navigation Systems 

  

 The benefits of coupling Inertial Navigation Systems (INS) with Global Positioning System 

(GPS) solutions are well known [12; 6]. For example, Kaplan and Hegarty within their textbook 

[12], describe the coupling of GPS and INS information as ―synergistic‖ since their own 

individual limitations are overcome when information from the two systems are combined. 

Specifically, the high frequency errors associated with GPS measurements is smoothed by 

inertial information, while the low-frequency drift associated with integrating an INS over-time 

is regulated by unbiased nature of the GPS solution [36]. This characteristic makes GPS/INS 

sensor fusion an appealing option for the design of low-cost UAV navigation systems.  

2.3.1 GPS/INS Sensor Fusion System Classification 

 

 Within the field of GPS/INS sensor fusion algorithms there are some categories commonly 

used to classify the type of algorithm.  Therefore one classification of GPS/INS algorithms is 

associated with the nonlinear estimation technique employed. A second category that classifies a 
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GPS/INS algorithm defines the way in which the information is combined within the estimation 

filter.  Specifically, this distinction is referred to a ―loosely coupled‖ GPS/INS of ―tightly 

coupled‖ GPS/INS [6]. A ―tightly coupled‖ GPS/INS system uses the raw pseudo-range data 

required to solve for a GPS position and velocity measurement, and includes this information 

within the estimation filter.  This allows for the information to be utilized even when the 

minimum number of required GPS satellites is in view of the antenna, and allows for 

improvements to GPS solutions through the estimation of GPS clock biases.  On the contrary, a 

―loosely coupled‖ GPS/INS sensor fusion system directly utilizes the position and velocity 

measurements that are provided by a GPS receiver.  This has the disadvantage of requiring an 

available GPS fix, and does not directly allow for enhancing GPS over filter operation, but is 

easier to implement. In addition, ―loosely coupled‖ GPS/INS sensor fusion algorithms, are not 

hardware specific since GPS and INS are compartmentalized.  This study considers the ―loosely 

coupled‖ GPS/INS architecture.  

2.3.2 Previous GPS/INS Sensor Fusion Studies 

 

Within navigation, an early approach considered to meet the linearity condition required to 

apply linear Kalman Filtering for sensor fusion was to use a linearized model that approximates 

the time evolution of the errors of the states, known as an ―error model‖ [37]. In this sense, both 

the error states mean and covariance are propagated with the linear model based on a 

perturbation analysis that assumed low errors. For example, Maybeck [37] utilized a nine-state 

INS error model, which was simplified version to that formulated by Pinson [38] in order to 

combine GPS and IMU data. This particular model considers a triad of position, velocity and 

attitude error states.  A complete derivation of the Pinson error model formulation is described 



18 
 

within [8]. For the Pinson error model, the small perturbation assumption is used to derive a 

linear model that approximated the time variation of the errors of the states.  Larger order state 

error models are utilized within [39].   This study, however, the nonlinear kinematic equations, 

and use  linearization where needed in the nonlinear form of the KF.  

Many researchers have carried out comparative studies between EKF and SPKF for 

application within GPS/INS integration in aerospace vehicles [31; 32; 40; 41].  However, these 

studies were carried out in simulation, and presented some contradictory findings.  For example, 

van der Merwe, Wan [31; 33], and Julier [31] found that Sigma-Point Kalman Filters provided 

superior estimation, improved bias estimation, and offered more resilience during a loss of GPS-

solution, as compared to EKF for the application of GPS/INS integration in a high-fidelity 

simulation of an MIT autonomous helicopter.  In this study, estimated obtained by both an EKF 

and UKF are shown using measured flight data, however all performance comparisons are drawn 

with respect to results obtained from a simulation environment. This is due to the fact that an 

independent source of attitude truth was not available onboard the autonomous helicopter 

throughout the flight tests.  Furthermore, it is unclear if the exact uncertainty assumptions were 

used between the two estimators.  Specifically, it appears that results obtained with a „fine-tuned‟ 

EKF designed by MIT researchers were compared to estimates obtained with SPKF designed by 

van der Merwe, et al. [32]. Because it is well know that changes in assumed error covariance 

may greatly impact performance, this could have impacted the results. Within another effort [40], 

Crassidis provided insight towards resolving an issue of obtaining a quaternion unity norm 

estimate. In addition, Crassisdis‘ results showed marginal improvement in the SPKF over the 

EKF for GPS/INS sensor fusion, but highlighted that performance improvements were most 

evident when large initialization errors are present. Interestingly, Wendel et. al. [41] reported that 
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for a tightly coupled GPS/INS navigation system simulation that considered the specifications of 

different grade inertial sensors and various forms of GPS satellite signals, that EKF and SPKF 

provide identical estimation performance.  Therefore, not all the questions regarding EKF vs. 

UKF for this application have been answered, and an experimental analysis would be useful to 

supplement some of the recent simulation studies in the field. 

EKF and UKF comparison have also been carried out for related applications [35; 42]. For 

example, St. Pierre and Ing [35] compared simulated ground vehicle position estimates provided 

by GPS/INS sensor fusion using both EKF and UKF. Within their study, it was determined that 

UKF position estimates were slightly more accurate than EKF when GPS is available; however, 

interestingly it was claimed that when no GPS is available, the EKF outperformed the UKF. In 

addition, St. Pierre and Ing [35] contended that EKF requires far less computation time than 

UKF.  Air Force researchers [42] compared EKF and UKF for the spacecraft application of 

angles based relative navigation.  This study the UKF only sometimes provides performance 

improvement over EKF, however at levels of improvement that are often not significant. This 

study, also acknowledged a drastic increase in the computation time of the UKF over the EKF, 

and also stated that using Cholesky matrix decomposition for the square root operation caused 

filter divergence in certain instances where the Matlab® square root matrix function did not. 

2.3.3 GPS/INS + Other Aiding Sensors based Integrated Navigation 

 

 In addition to GPS/INS information, several studies have included additional aiding 

sensors. A popular aiding sensor suite included for attitude estimation is a triad of 

magnetometers mounted in the body-axis of the aircraft [43; 44; 45; 46; 7]. For example, Oh and 

Johnson [44] presented a low-cost navigation system that fused information from GPS/INS as 

well as a suite of magnetometers.  Within this study, an EKF and UKF formulations were 
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compared within simulation, and it is concluded that EKF and UKF each have the own 

advantages and disadvantages. Specifically, it was concluded that the UKF is computationally 

more demanding, and EKF requires the calculation of Jacobians for linearization which may not 

be trivial. In addition within Oh and Johnson‘s study, they confronted the issue of dealing with 

information that is collected at different sampling rates by employing sequential measurement 

update procedures.  Within another study by Changey et. al. [45], an attitude only estimation 

filter is designed using magnetometer data.  This study relied on a ―Mixed Extended-Unscented 

Filter‖.  Within the mixed filter, the UKF measurement update procedure is coupled with an 

EKF time-update procedure. This mixed approach is advantageous if either the time-update or 

measurement update is linear. Crassidis and Lightsey [46] also demonstrated attitude 

determination on of a spacecraft using GPS and magnetometer data. Within this study, the 

ambiguities of GPS only attitude determination was resolved by using the phase difference of 

measurements obtained with two GPS antenna was fused with magnetometer information within 

simulation. Finally, Guo et al [7] discussed an EKF calibration procedure of the hard iron and 

soft iron distortion of magnetometer information.  This allows not only for magnetometer data to 

be used to improve attitude estimates, but also for GPS/INS data to aide in the calibration of 

magnetometers. 

2.3.4 Sensor Fusion Based Calibration 

 

 Some studies consider the use of nonlinear estimation algorithms that involve sensor 

fusion for the aim of calibration.  A traditional approach involves including time-varying 

calibration parameters along with original system states into the estimator to form a dual state 

and parameter estimator [25; 23].  Within GPS/INS sensor fusion, another  approach toward 

adaptive filtering is to consider on-line variation of the process-noise and measurement-noise 
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covariance matrices [47; 48; 49].  For example, Mohamaed and Schwartz [48] considered 

Adaptive Kalman Filtering (AKF), which first ruled out the applicability of Multiple Model 

Adaptive Estimation (MMAE) over Innovation Based Adaptive Estimation (IAE).  In the IAE 

approach, a residual sequence is monitored over a fixed window, and is used to derive an 

adaptation parameter to either update the process-noise matrix on-line or measurement-noise 

covariance matrix on-line. In this study, they showed that by adaptively tuning either the 

process-noise or measurement-noise matrices, that navigation state estimation could be 

improved. Similarly, Ding et al. [47] considered an AKF that used the residual between the GPS 

and INS predicted states over a window to update the process-noise and measurement-noise on-

line. Hu et al [49] considered AKF for GPS only navigation in land vehicles with the use of scale 

factor that relied on fading memory to alter the process-noise covariance matrix. Hu showed 

improvements with respect to position tracking error as compared to a conventional EKF.  

Other studies have considered on-line calibration [50; 51]. For example Kim et. al. [52] 

designed a two-stage adaptive EKF for GPS/INS fusion, where the goal of the filter design was 

to on-line calibrate IMU sensor biases, as well as update the process-noise and measurement-

noise parameters.  In the study, the detection of imposed fault biases was demonstrated to show 

better accuracy over a non-adaptive EKF. El-Diasty and Pagitaka [51], provide further insight on 

stochastic modeling for considering random errors present within inertial sensors an on-line 

calibration.  Fox [53], used a SPKF for the problem of IMU sensor calibration.  In this study, a 

robot was used to generate dynamic motion, and based on the known robot motion ―ideal‖ sensor 

measurements were derived and compared to the raw measurements to formulate a nonlinear 

Parameter Identification (PID) problem. In this approach calibration parameters were 

successfully determined. 
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2.4 Sensor Fusion with Failure Detection and Accommodation 

 

Many studies in the literature have focused specifically on Kalman Filter architectures that a 

derived to support fault-tolerance of sensor failures with respect to navigation related 

applications [54; 55; 56; 57; 58; 59; 60]. In 1987, Kerr [54] provided a comprehensive review of 

various FDI approaches used in KF applications for navigation systems, and presented a 

decentralized approach that used local filter for individual sensor processing and a master filter 

to combine information and used Gaussian hypothesis testing for failure detection.  Carlson [58; 

57],  further developed a decentralized KF approach [58] as well as a square-root implementation 

[57], named a ―Federated‖ KF that could provide a globally optimal solution if each of the local 

KF were reset with the estimates from a global filter, or has the option of providing heightened 

fault-tolerance by allowing each of the local filters to maintain their own „a posteriori‟ mean and 

covariance. These approaches considered multiple linear systems, however more recently some 

authors have applied the federated filter for fault-accommodation on nonlinear problems. For 

example, in 2011, Bae, Yoon and Kim [60] presented a federated UKF for application to a 

numerical simulation of satellite attitude estimation using a gyroscope and redundant star 

trackers.  In their implementation, FDI was achieved with a sensitivity factor that is related to a 

Chi-square hypothesis test, and estimates from local filters were removed upon detection so that 

the global estimate was not affected. Duan et al [61] used an expert system to modify the 

information sharing coefficients used to scale the error-covariance matrices estimated by local 

filters before fusing in a master filter.  This has the advantage of obtaining estimates closer to the 

global optimum when the sensors are healthy, while maintaining fault-tolerance. Fauske et al 

[55] considered the application of an Autonomous Underwater Vehicle and used a bank of KFs 

that each fused a subset of the available aiding sensors that provided partially redundant 
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information, and a master filter that used all the information in order to isolate sensor and 

accommodate for failures.  In this application however, all of the KFs relied on the same IMU, 

and only the aiding sensors failures were considered. FDI was achieved using an overlapping 

covariance ellipsoid test. Mirabadi et al [59] compared Chi-Squared and KF residual test based 

FDI for application of both ‗soft‘ and ‗hard‘ sensor failures in train navigation, and found the 

residual test to be less sensitive to failures and not recommended for soft failure detection.   

 

2.5 Research SUAV Avionics System Design  

  

Although commercially available autopilots have been extensively used for UAV 

research applications, the need to evaluate advanced flight control designs often leads 

researchers and institutions to develop custom UAV avionic systems [62]. These custom system 

architectures vary depending on their operational requirements, and due to practical constraints 

such as size, weight, power consumption and expense.  For example, NASA Langley‘s Airborne 

Subscale Transport Aircraft Research Test bed (AirSTAR) program uses ‗dynamically scaled‘ 

jet-powered vehicles that are equipped with a customized avionics system for a research program 

focused on improving aviation safety [63]. The AirSTAR system maintains most of 

computational resources at a ground station (e.g. rack mount computers in a mobile ground 

station) which receives measurements from Radio Frequency (RF) downlink, and sends control 

commands through an RF uplink [63]. The onboard computation resources in this architecture 

are limited to collecting, multiplexing, and sending out the data stream, while the ground station 

computers execute flight control algorithms. This system architecture has the benefit of relying 

on computational power that is not limited by size, weight, power consumption, and is easy to 

upgrade, but could experience problems due to communication interference, which may result in 
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information latency and/or packet loss.  Another example of a custom UAV avionics system is 

the FCS20, which was developed at the Georgia Institute of Technology.  This system is based 

on a ―Digital Signal Processing/ Field Programmable Gate Array board which has a credit card 

sized form factor‖ [64].  Currently, a version of the FCS20 system has since been 

commercialized and is for sale by AdaptiveFlight, Inc. A different approach to UAV flight 

control instrumentation is use of indoor flight testing facilities in which high speed cameras and 

laser based systems are used to measure UAV dynamics.  For example, the MIT utilizes an 

indoor flight testing facility in which the laboratory environment known as Real-time indoor 

Autonomous Vehicle Test Environment (RAVEN) is outfitted with the necessary equipment for 

measuring the UAVs dynamic states [65]. The indoor test facility approach has the clear 

advantage of being able to rapidly perform complex flight control tests on a large variety of low-

cost platforms. Specifically, because no instrumentation is required on the actual UAV  platform, 

off-the-shelf hobbyist ―ready-to-fly‖ airplanes can be used for flight controls research.  However, 

with respect to up-front costs, this approach likely exceeds the affordability limitations of many 

within of the research community, and does not provide a solution implementation outside of the 

research environment. UAV research programs often lead to the development of customized 

instrumentation. 

WVU researchers have been involved in UAV research and the development of UAV 

electronic payloads since 1997. Developing customized avionics systems for flight controls 

research started with basic data acquisition [66] but has since evolved to a full range of flight 

control applications. For example, a system was developed for WVU‘s jet-powered YF-22 

research aircraft used for validating GPS-based formation flight control laws [67; 68; 69] and has 

since been used for evaluating fault-tolerant flight control laws [70].  In more recent efforts, 
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WVU researchers have also developed a small autopilot as part of a Modular Avionics Platform 

(MAP) that weighs only 3 oz. and provides actuator driving, radio telemetry, GPS and IMU data 

[71]. Within this study, the development of a new system Gen-V (5th Generation at WVU) that is 

based upon the lessons learned throughout WVU‘s decade of UAV avionic system development 

as well as adapting the latest technological advances to address new research requirements is 

described. The design of this new system is discussed in the Chapter 3: Experimental Set-Up 

of this dissertation.  
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Chapter 3 : Experimental Set-Up 
 

This section of the thesis describes the research UAVs, the onboard electronic 

instrumentation payloads including the design of the Gen-V avionics system [72], and the flight 

testing operations. 

3.1 WVU YF-22 Research UAV 

 

The flight data used in this study was collected onboard the fleet of WVU YF-22 research 

UAVs, as shown in Figure 3.1. 

 
Figure 3.1: YF-22 Research Aircraft Fleet 

 

Each of the YF-22 research aircraft has a length of approximately 8 ft., and a wing span 6.5 ft.  

The take-off weight was nominally 50 lbs., which included 12 lbs. of electronic payload and 

nearly 5 lbs. of Jet-A fuel.  Over the years of operation, two different propulsion systems were 

used within the YF-22 first a RAM-100 miniature turbine that produces 28 lbs. of static thrust, 

and more recently a Jet-Cat P-120-SX model jet engine that produces 30 lbs. of static thrust has 

been retro-fitted in the aircraft.  An in-flight picture of the Green YF-22 is shown in Figure 3.2. 
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Figure 3.2: Green YF-22 In-flight 

 

The YF-22 has been operational since 2002.  Over the past few years, the fleet was updated with 

trailing link nose gears to improve runway steering quality and new model jet engines.  The 

design of the new electronic payload was part of this effort, and is described in the next section 

of this Chapter.  

3.2 Onboard Computer and Sensor System 

 

3.2.1 Design Requirements 

 

While the focus of this dissertation is sensor fusion navigation algorithms, an avionic system 

named Gen-V was also designed as part of this graduate project, in order to fulfill the needs of 

several research areas at WVU.  The avionic system that designed and built was a natural 

evolution of the existing avionics systems that were designed by previous WVU researchers [68; 

71]. Some of the high-level design requirements for the system, which covers several typical 

SUAV research missions, are tabulated by Gu et al. [71] , and were reduced to the following list 

of specific avionics requirements. This list used as the high-level design criteria for the Gen-V 

system: 
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 High quality navigation measurements with a fast update rate. 

 Ability to monitor ground R/C pilot commands. 

 Ability to individually control each control surface, and inject pre-specified 

surface failures, and autonomously control surfaces alone or in conjunction with a 

ground pilot.  

 A sufficient amount of computational power in order to allow for complex real-

time control schemes. 

 Low size, weight and power consumption. 

 Telemetry uplink/downlink. 

 

Before, the Gen-V design is described; the WVU YF-22 Formation Flight Avionics System 

(FFAS) is described.  This is appropriate because a majority of flight data used in this 

dissertation for the GPS/INS comparison study was acquired by this system. In addition, this is 

the system that the design of the Gen-V avionic system was rooted. 

 

3.2.2 YF-22 Formation Flight Avionics System 

 

The YF-22 formation flight avionic system consists of an On-Board Computer (OBC) based 

on a PC-104 stackable system that consists of a 300 MHz Central Processing Unit (CPU) board, 

a power supply, and a data acquisition module with 32 A/D channels [68]. The sensor suite 

features a high-quality mechanical vertical gyro for direct measurement of the vehicle‘s roll and 

pitch angle, a GPS receiver, and a Crossbow MEMs IMU [68].  In total, 3 different Crossbow 
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IMU‘s with slightly different specifications were used in this avionics system, and a full 

description of them is included later in this Chapter. 

The FFAS provides six independently controllable channels that allows for multi-controllable 

channel configurations. Among the six controllable channels, actuator failures can be ‗injected‘ 

during flight maneuvers, and the vehicle can be either flown under manually piloted control, 

autonomously, or partially autonomous [71]. A layout of the current YF-22 vehicle and payload 

hardware configuration are shown in Figure 3.3. 

 
Figure 3.3: WVU YF-22 Formation Flight Hardware [reproduced with permission [68]]. 

 

For this study, a diverse library flight data that was collected with the formation flight hardware 

over the past several years was used to design and validate sensor fusion algorithms. In addition, 

flight data collected with the newly designed Gen-V system was also utilized. 
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3.2.3 Gen-V Avionics System Development 

The development of the Gen-V avionics system is described in a 2009 AIAA GNC 

conference Proceedings article [72]. 

3.2.3.1 System Design Architecture 

  

The Gen-V system consists of a stack of four Printed Circuit Boards (PCBs), and is the 5th 

generation of avionics system custom developed for SUAVs at WVU. The 1st (top) board of the 

stack is a custom developed board that includes a GPS receiver, indication Light Emitting 

Diodes (LED), a compact flash card reader, and multiple microSD data recorders. This board 

design was carried out by Frank Barchesky at WVU in order to improve upon the original design 

and include the GPS receiver inside a single enclosure in the system.   The 2nd board in the stack 

is Diamond System‘s Athena II general purpose Single Board Computer (SBC) that features 16 

channels of 16-bit integrated data acquisition, and four serial ports. The 3rd board is a standard 

PC/104 power supply card that also provides two additional serial ports.  Finally, the 4th (bottom) 

board of the stack is a custom developed PCB that serves as the main sensor interface, as well as 

a signal distribution controller that includes the logic gates and duplexers necessary for allowing 

the aircraft to operate in different control modes, which are described later in this Chapter.  The 

custom interface and signal distribution board was designed by the author of this dissertation. 

The overall dimensions of the Gen-V system in comparison to the YF-22 FFAS resulted in 

over a 50% reduction in total volume, and the total weight of the system is approximately 3 lbs., 

with an approximate 5 lbs. weight saving in comparison to FFAS. A picture of the bottom three 

stacks of the Gen-V system is shown in Figure 3.4. 
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Figure 3.4: Bottom three stacks of Gen-V avionics system [72]. 

 

A Freescale ColdFire MOD-5213® 66 MHz microprocessor is integrated into the bottom 

custom PCB and is used to handle much of the low-level communications workload of the 

overall avionics system. Netburner‘s MOD-5213 Integrated Development Environment provides 

a real-time operating system that allows for multi-level interrupt-driven task prioritization. The 

MOD-5213 tasks include interfacing with a digital MEMS ADIS-16405 IMU, reading ground 

pilot input command signals, and writing actuator commands based on the specific flight control 

laws that are executed on the General Purpose Computer (GPC). To interface with the ADIS-

16405 IMU the MOD-5213‘s serial peripheral interface (SPI) module is used. Diamond 

System‘s 800 MHz Athena II general purpose computer with integrated Analog-to-Digital 

conversion serves as the main flight-computer. On the main computer, a total of six serial ports 

are available for communicating with various devices. Of the six serial ports, two are configured 

for communication with the MOD-5213 microprocessor, while an additional two are utilized to 

interface with a GPS receiver and a RF modem respectively. Another serial port is directly linked 

to a micro-SD serial data recorder to serve as a system ―black-box‖, and the remaining serial port 

connects with sensors located on a nose probe interface board.  Figure 3.5 shows the complete 

system stack in a custom designed enclosure, which was CAD designed by fellow WVU 

graduate student Frank Barchesky. 
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Figure 3.5: Gen-V avionics system in custom enclosure. 

 

Sensors outside of the main system enclosure consist of nose probe sensors, and control 

surface deflection indicators. This includes potentiometers that measure control surface 

deflections.  Additional analog sensors include vaned potentiometers that measure the angle of 

attack and sideslip flow angles, a thermister that measures air temperature, and pressure 

transducers that measure both the static and dynamic pressures.  Within the YF-22, the angle of 

attack and sideslip measurement vanes and the Pitot tubes are part of a high-quality SpaceAge® 

Probe. Figure 3.6 shows the Gen-V system block diagram. 
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Figure 3.6: Gen-V avionics system block diagram (Figure Updated From [72]) 

 

The color-coded categories indicated in Figure 3.6 include, processors, batteries, sensory 

devices, and logic hardware for control signal routing. The batteries include NiMh R/C batteries, 

Lithium Polymer computer batteries and NiMh servo batteries. The architecture illustrated in 

Figure 3.6 is designed to allow for two pilot inputs to provide a level of redundancy.  This was 

designed to limit the number of single-points-of-failure within the system.  Another more simple 

architecture that only features a single R/C receiver was also designed.  Figure 3.7 shows a top 

view of the bottom custom designed PCB.  
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Figure 3.7: Gen-V UAV Avionics System Main PCB Design 

 

3.2.3.2 Control Command Signal Distribution 

 

In order to monitor ground pilot commands a 16-bit general purpose timer on MOD-5213 

microcontroller is utilized to interpret the timing information of the command signal. First, the 

eight individual pilot Pulse Width Modulated (PWM) commands from the  R/C receiver are 

multiplexed into a continuous stream of sequential square-waves, which is known as the Pulse-

Position Modulation (PPM) format, using an off-the-shelf PPM encoder.  By monitoring the 

ground pilot commands, the Gen-V system allows for the possibility of human pilot-in-the-loop 

control, where the on-board controller and ground pilot collaborate.  

For autonomous operation, the system also has the capability producing nine PWM signals 

based on commands produced by the on-board control algorithm. To switch between 

autonomous and manually piloted models, a second general purpose timer on the MOD-5213 is 

used  to reading the system ―Mode Switch‖ that  is controlled by the ground pilot and determines 

whether the ground pilot or the on-board software has control over the UAV.  Finally, a third 

timer is used to monitor a pilot PWM ―Kill-Switch‖, which provides the ground pilot the ability  
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to turn off the instrumentation payload in the event that Electro Magnetic Interference (EMI) 

interrupts the Radio–Frequency (RF) link between the R/C transmitter and the aircraft. 

3.2.3.3 Fault-Tolerant Architecture 

 

In the Gen-V system a total of nine channels can be controlled independently by either a 

ground pilot or autonomously by the on-board software, where each of these channels uses the 

same logic design that was used on the 6 controllable channels of the FFAS [68], however it is 

slightly modified to include additional redundancy. Nine independent channels allow 

independent control of typical channels such as throttle, all the conventional control surfaces 

(rudder, aileron, and stabilator) as well as independent control of the flaps.  However, the nine 

available channels are generic in that they can be utilized in application specific configuration.  

For example, the Gen-V system is the primary avionics system for a new WVU test-bed that will 

use propulsion assisted control. This aspect of the system uses both hardware and software 

components to provide a two-tiered signal control system.  

 

3.2.3.4 Real-Time Operating System 

 

The onboard Operating System (OS) utilized is a Linux kernel patched with Real-Time 

Application Interface (RTAI). With the approach outlined by Campa [73] a RTAI target has been 

be implemented so that algorithms developed in the Matlab® and Simulink®  may be compiled to 

create real-time executable using the Real Time Workshop®.  Currently, the real-time operating 

system (RTOS) is bootable on a Compact Flash (CF) card through an IDE adapter that is on the 

top custom PCB. The current target environment is Linux kernel 2.6.9 patched with RTAI 3.2,   

and WVU researcher Dr. Srikanth Gururajan is the RTOS developer.   
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3.3 Sensor Fusion Truth Data 

 

Attitude truth measurements used for performance comparison of various sensor fusion 

attitude estimation algorithms in this study are provided by a Goodrich® VG34 mechanical 

gyroscope which was carried alongside the low-cost sensor fusion components, as shown in 

Figure 3.9. 

 

 
Figure 3.8: Goodrich VG34 Mechanical Gyroscope [74]  

 

The VG34 mechanical gyroscope has a ±90° sensitivity on the roll-axis and ±60° sensitivity on 

the pitch-axis. The signal outputs are analog voltages that were acquired over a 10-volts at a 16-

bit resolution. This corresponds to a resolution of 0.0183 degrees on the pitch channel, and 

0.0275 degrees on the roll channel, the vertical gyroscope has a self-erection system, and s 

reported accuracy within +/-0.25° of the true vertical [74]. Prior to each flight, the mechanical 

gyroscope is leveled with a bubble level for the duration of three minutes.  The disadvantage of 

using this sensor within SUAV applications is that weighs 1.3 lbs., which may be a significant 

portion of the payload capacity. It also requires 28-volts, which is above the voltage level of 

many small batteries, and causes a lot of EMI.  

3.4 Sensor Fusion Source Data Performance Specifications 
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While the Gen-V system was developed as a part of this project, flight data collected on-

board thee WVU YF-22 with several sensor payloads were utilized in order to diversify the 

number of inertial sensors considered in this fusion study.  Table 3-2 lists the performance 

specifications of the four different low-cost IMU are used in this study.  

Table 3-1: Low-Cost IMU performance specifications [75; 76; 77]. 

 

As Table 3-2 indicates, the performance specifications of the four MEMS IMU are slightly 

different.  That is in simple terms of rand and resolution, and in terms of reported noise 

characteristics.   The Angle Random Walk and Velocity Random Walk specifications are related 

to the Allan variance curve, and the expected magnitude of white noise in the sensor output [4].  

 The GPS receiver employed in this study is Novatel‘s OEM4 single frequency receiver  

[78].  The static accuracy of the position measurements are reported to be 1.8m Circular-Error-

Probable, and the velocity accuracy is reported as 0.03 m/s rms.  

 The last remaining sensor fusion source used in this study is the tri-axis magnetometers 

that are in the ADIS-16405 IMU of the Gen-V system.  The range of the magnetometers is ±3.5 

gauss with a resolution of 0.5 mGauss. The noise density is reported as 0.066 mGauss/√Hz [77]. 

Performance Specification ADIS-16405
Crossbow VG400CA-

200

Crossbow 

DMU(VG400)-100

Crossbow 

IMU400CC-200

SUAV RetroFit Blue YF-22 Green YF-22 Red YF-22 Blue YF-22

Dynamic Range (deg/sec) ±150 ±200 ±100 ±200

Resolution (deg/sec) 0.025 0.05 0.05 0.05

Nonlinearity (%FS Range) 0.1 0.3 0.3 0.3

Bias Stability (deg/hr) 25.2 Not Reported Not Reported Not Reported

1-σ Initial Bias Error (deg/s) ±3 Not Reported Not Reported Not Reported

Angular Random Walk (deg/√(hr)) 2 1.7 0.85 4.5

Dynamic Range (g ) ±18 ±10 ±8.5 ±10

Resolution (mg ) 3.33 1.25 0.25 1.25

Nonlinearity (%FS Range) 0.1 1 1 1

Bias Stability ((m/s)/hr) 70.61 Not Reported Not Reported Not Reported

1-σ Initial Bias Error (mg) ±50 Not Reported Not Reported Not Reported

Velocity Random Walk ((m/s)/√(hr)) 0.2 0.5 0.1 0.5

Rate Gyroscopes

Accelerometers
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3.5 Flight Testing  

 

To acquire some the flight data used this study, and to support other projects, flight testing 

activities were carried out at WVU‘s Jackson‘s Mill flight testing facility, located in Jane Lew, 

West Virginia.  Figure 3.10 is a Google Earth picture of the Jackson‘s Mill facility in which a 

GPS track of a WVU SUAV flight test is overlaid on the image.  

  

 
Figure 3.9: GPS Track on Google Earth® Image Jackson’s Mill Facility 

 

In order to transport the research aircraft to Jackson‘s Mill and back, a trailer is outfitted to haul 

the planes and necessary equipment, as shown in Figure 3.11. 

 

Figure 3.10: WVU Flight Testing Trailer 
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Flight testing activities are typically were conducted from March throughout November each 

year. A full team of graduate students, post-doctoral fellows, and Research Assistant Professors 

were involved for operational support and guidance.   

Additionally, much of the flight data used for this study was collected during the WVU 

Formation Flight project, and the author of this dissertation is grateful to the many students and 

faculty who have supported WVU‘s flight testing activities over the past decade.  
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Chapter 4 : Project Objectives  
 

Within this dissertation project, the overall goal was to design a fault-tolerant attitude 

estimation algorithm that provides an accurate solution in comparison to a high-quality 

measurement while only using low-cost components.  However, in order to get to that point, key 

intermediate steps were taken.  First, an experimental evaluation of different nonlinear KFs 

applied to loosely coupled GPS/INS sensor fusion for the purpose of SUAV attitude estimation 

was conducted.  Second, in order to achieve the first step toward fault-tolerance, the GPS/INS 

sensor fusion algorithms were enhanced to include on-line bias tracking of IMU sensor biases. 

Third, magnetometers were included as an additional low-cost attitude information source for 

use in the sensor fusion algorithms.   Finally, with the insights obtained along the way, a fault-

tolerant attitude estimation algorithm was implemented and tested using flight data.  

Phase #1- Fused Attitude Estimation:  

 

This phase of the research project was the foundation of the study and consists of the 

design, implementation and comparison of nonlinear estimation algorithms applied to sensor 

fusion based aircraft navigation using actual flight data. Throughout this process, sensor fusion 

based navigation algorithms using EKF and SPKF were extensively compared in terms of 

estimation performance across a variety of formulations.  Throughout this comparison, the fused 

information was GPS measurements loosely coupled to a navigation solution based on low-cost 

MEMS IMU information (e.g. triad of aircraft body axis angular rates, and specific force 

measurement).  During this comparison, a high-quality mechanical gyroscope (Goodrich® 

VG34) was available to use as an independent attitude reference. Along with the numerical 
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performance metrics, an aim of the stage of the study was to gain the insights into the different 

nonlinear KFs.  

 

Phase #2- Calibration with Sensor Fusion  

  

 This phase of the project consisted of including and evaluating navigation system 

calibration procedures that rely on sensor fusion.  The specific aim of this stage was to 

demonstrate estimation performance increases attributed to sensor fusion based calibration.  In 

addition, during this phase, magnetometers were included into the sensor fusion formulations.  

At first, the magnetometers seemed useless for attitude estimation without calibration, therefore, 

a calibration procedure that uses a GPS/INS attitude solution from flight data to determine a 

calibration model of magnetometers was used.  Additionally, the performance of this off-line 

calibration model was enhanced with on-line calibration.   

  

Phase #3- Fault-Tolerant Attitude Estimation  

 

Using the insight from phases one and two, this stage of the study consisted of  Failure 

Detection and Identification and Accommodation (FDIA) of sensor failures within the sensor 

fusion attitude determination system.  By improving component level accuracy through sensor 

fusion based calibration, and exploiting the availability of partially redundant information, the 

accuracy of the fused system performance is demonstrated to be tolerant of individual 

components failures. 
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Chapter 5 : Nonlinear Estimation 
 

5.1 Discrete-Time Kalman Filter  

 

Before discussing nonlinear estimation, it is appropriate to first discuss the Kalman Filter 

(KF), which is the optimal state estimator for linear systems that are perturbed with zero-mean 

and white process and measurement noise that are not correlated with one another [18; 23].  

Specifically, the KF provides state estimate that “minimizes the expected value of the weighted 

squared estimation error, where the weights are user-defined” [23].  Because the problem 

considered in this study is discrete, the discrete-time form of the KF is described, and the 

acronym KF are used to refer to the discrete-time form, however there is also a continuous form 

of the Kalman Filter, which is known as the Kalman-Bucy Filter [18]. 

The KF consists of two sequential procedures, the prediction and measurement-update; the 

associated well-known equations are outlined in numerous textbooks [18; 24; 37; 25; 23].  The 

KF not only provides the estimate of the desired state, but also an error covariance matrix that 

represents the filter‘s uncertainty of the estimated state vector.  The prediction step of the filter 

relies on a mathematical model and the ‗a priori‘ estimate of the state vector and error 

covariance matrix, and possibly an external input to propagate an estimate of the state the next 

discrete time-step. The measurement-update procedure relies on an external measurement that is 

related to the state vector through some known observation function, and is used to suppress 

error growth of the state estimate.  

Between the two sequential procedures of the KF (prediction and measurement-update), 

assumptions are made that quantify uncertainties.  Namely, a process-noise covariance matrix, Q, 
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is assigned by the filter designer to represent the uncertainty of the model, and a measurement-

noise covariance matrix, R, is assigned by the designer to represent the uncertainty associated 

with the external measurement and observation function used during the measurement-update 

procedure. As an example, if the scalar case is considered, assigning the extreme value of 0 for 

process-noise, Q, represents assuming a perfect prediction from the model, whereas 0 for the 

measurement covariance, R, represents assuming a perfect measurement. The relative magnitude 

between Q and R represent the weighting between prediction and measurement update. 

Assigning the Q and R matrices for best performance is known as ―filter tuning‖.  

 First, to begin the algorithm, either a known initial condition or an assumption of the initial 

condition of the state vector, x0, and state error covariance, P0, must be assigned.  In particular, 

the state error covariance matrix is initialized according to the assumed uncertainty of the initial 

condition assigned to the state vector.  That is, if the initial condition is precisely known, the 

initialized error covariance should be small in magnitude, and if there exists a lot uncertainty of 

the initial condition, then a large magnitude initial error-covariance matrix should be assigned 

[23], or more formally 

 

0 0 0
ˆ ˆ[( )( ) ]TP E  x x x x     5.1 

    

Next, over a discrete time-step, the state mean and error covariance are predicted using a 

linear dynamic model, F, and the „a priori‟ information of the state vector and error covariance 

from the previous discrete time-step.  
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| 1 | 1 1| 1
ˆ ˆ

k k k k k k kF w    x x     5.2 

   | 1 1| 1 | 1 1| 1 1
T

k k k k k k k k kP F P F Q       
   5.3 

     

Where, in this case, zero-mean, white process-noise, wk, is assumed to be additive noise that is 

uncorrelated with the measurement noise.  Note that in Equations (5.2) and (5.3) the discrete 

subscripts are used to distinguish the step of the filter relative to prediction and update. That is 

| 1
ˆ

k kx  is interpreted as the estimate at time k, given the ‗a priori‘ information from k-1, and 

immediately refers to the state vector after the prediction, but before being updated by the 

Kalman gain matrix. This is relatively common filtering subscripting convention, which is used 

throughout this dissertation.  For the prediction procedure to be written in a more generic form, 

Equation (5.2), may also include an input to the linear system, provided some known linear input 

relationship, G, as noted by Simon in his textbook [23]. 

| 1 | 1 1| 1 | 1 1| 1
ˆ ˆ

k k k k k k k k k k kF G w        x x u
   5.4

 

During the update procedure, the predicted state vector, | 1
ˆ

k kx , is used with the linear observation 

function, H, to provide the predicted system outputs. 

| 1 1| 1 | 1
ˆ

k k k k k k kH v    y x     5.5 

  

Next, the Kalman gain matrix is calculated by using the predicted error covariance, observation 

function, and assumed measurement-noise covariance, R. 
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1
| 1 | 1 | 1 | 1 | 1( )T T

k k k k k k k k k k k kK P H H P H R 
         5.6 

     

The measurement-noise covariance values also assume zero-mean additive, and white noise that 

is uncorrelated with the process-noise. Finally, the Kalman gain matrix is used to update both the 

mean and error covariance of the states. 

  
| | 1 | 1

ˆ ˆ ( )k k k k k k k kK   x x z y     5.7 

      

   
| | 1 | 1( )k k k k k k kP I K H P       5.8 

 

After being updated with the Kalman gain, the state vector is referred to the ‗a posteriori‘ state 

vector. In Equation (5.7), the difference between the predicted output, y , and the measurement 

kz  is referred to as the ‗innovation residual‟, and represents the additional information that the 

external measurement provides [23].   

The nonlinear estimators employed in this study are realizations of the KF for nonlinear 

systems and employ the same predictor-corrector framework.  In fact, nonlinear forms of the KF 

are approximations of the KF based on linearization.  However, due to nonlinearity, the 

optimality proof of the KF is lost. 

 

5.2 Extended Kalman Filter  

 

In general, several possible uncertainty assumptions are possible for both process-noise and 

measurement-noise.  The traditional approach is to assume additive-noise; however a more 
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general derivation of the EKF is available [23].  Utilizing both additive and non-additive noise 

assumptions is relevant to sensor fusion for SUAV navigation therefore; both forms are 

discussed in this dissertation. 

5.2.1 With Additive Noise 

 

Next, the well-known discrete-time EKF equations are shown [25; 24; 18]. The EKF provides 

estimates for both the state mean and error-covariance using predictor Equations (5.9-10) 

corrector Equations (5.11-12) architecture. First, just as with the linear KF, the initial state vector 

and error covariance matrix must be initialized.  For the EKF, the prediction function, f, is 

nonlinear, 

| 1 1| 1
ˆ ˆ( , )k k k k k kf w   x x u     5.9 

    | 1 , 1| 1 , 1
T

k k k k k k kP A P A Q    x x     5.10 

and the state vector is predicted using the in-tact nonlinear functions, as shown in Equation (5.9), 

however the error-covariance requires a linearized approximation of the model, A, as shown in 

Equation (5.10). Therefore, a Jacobian matrix is calculated that is composed of first order Taylor 

series expansions of each of the nonlinear state-transition functions with respect to the states at 

each discrete time step. 
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During the measurement-update procedure, the predicted states are used in the nonlinear 

observation function, h, to provide the predicted output vector, y.   

 

| 1 | 1
ˆ( , )k k k k k kh v  y x c     5.12 

 

Just, as the prediction step, a linearization of the nonlinear observation function, h, is required, 

Equation  (5.12) as denoted by Hx. 

 

1
| 1 , , | 1 ,( )T T

k k k k k k k k kK P H H P H R 
  x x x     5.13

       

 

As shown in Equation (5.13), using the linearized observation function, a Kalman gain is 

calculated using the predicted error-covariance and measurement-noise covariance assumptions, 

R.  Where, just as the KF, the Kalman gain matrix is derived based on a cost function that 

minimizes the mean-square of the expected estimation error [24], but due to linearization it is an 

approximation. This is equivalent to reducing the trace of the predicted error covariance [23].   
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| | 1 | 1

ˆ ˆ ˆ( ( , ))k k k k k k k k kK h   x x z x c    5.14 

     
| | 1 | 1( )k k k k k k kP I K H P       5.15 

Using the Kalman gain, the estimate of the state vector is updated using the innovation residual , 

and the error covariance  matrix is updated for the next discrete time step. 

5.2.2 With Non-Additive Noise 

 

It is also possible to formulate the EKF more general with respect to noise assumptions. 

Specifically, it is not necessarily correct to assume additive process and measurement noise, and 

they may be considered an input to the state transition function [23]. 

| 1 1| 1
ˆ ˆ( , , )k k k k k kf w  x x u

     5.16 

 

In this case, the error-covariance is propagated, not only with a linearization of the states, Ax,k, 

but also with respect to the process-noise, Aw,k 
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such that the error-covariance prediction equation is defined as shown in Equation (5.18). 

 

| 1 , 1| 1 , , 1 ,
T T

k k k k k k w k k w kP A P A A Q A    x x     5.18
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For the non-additive measurement-noise, the observation equation becomes 

 

| 1 | 1
ˆ( , , )k k k k k kh v y x c

     5.19 

 

which in the non-additive measurement noise case, is linearized both about the states , Hx,k , and 

the measurement noise, Hw,k . Therefore, the Kalman gain equation is updated to include the 

linearization about the measurement noise. 

 

,

1
| 1 , , | 1 , ,( )

v k

T T T
k k k k k k k k v k kK P H H P H H R H 

  x x x    5.20 

 

The Kalman gain is used in the same manner as Equations (5.14-15) to update the state and 

error-covariance matrices. 

5.3 Sigma-Point Kalman Filter  

 

Just as the EKF, utilizing noise assumptions that are both additive and non-additive are 

relevant to sensor fusion navigation, and therefore both forms are discussed. The formulation of 

the SPKF which is described here is available in textbooks [24; 23] and was originally developed 

by Julier and Uhlmann [19; 30]. 
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5.3.1 With Additive Noise 

 

For the SPKF, first, the state vector and error-covariance matrix must be initialized, just as the 

KF and EKF. During the prediction portion of the SPKF, when considering the case of additive-

noise, sigma-points are deterministically selected by using the previous time-step ‗a posteriori‘ 

mean and error covariance. A popular variant to the SPKF is the Unscented Kalman Filter 

(UKF), which uses the Unscented Transformation, [19; 30]. 

 

  
1| 1 1| 1 1| 11| 1 1| 1 1| 1

ˆ ˆ ˆ
k k k k k k

a a
k k k k k kP P  

          
   
 
x x x    5.21 

where χ represents the sigma points and Pk-1|k-1 is ‗a posterior‘ the  error covariance matrix. Note 

that, γ is a parameter that determines the spread of the sigma-points; van der Merwe and Wan 

[31; 33]  and Julier and Uhlmann [30; 19] provide guidance for selecting this parameter, and the 

assignment of this value discussed later in this section, so that the conceptually equivalent 

prediction and measurement-update procedures to the KF and EKF can be discussed first.  

During the state prediction procedure, each set of sigma-points are propagated through the 

nonlinear equations, f, with the option of an input vector uk..  

. 

| 1 1| 1( , )k k k k k kf w    u     5.22 

          

The predicted state vector is then numerically calculated as a weighted average of the sigma-

points that have been propagated in time with the nonlinear the state-transition function, f . 
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ˆ
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k k i k k

i

w  


x      5.23 

            

Again, the criteria for assigning the weights as offered in van der Merwe, Wan and Julier [31], 

and are discussed later in this section.  The predicted error covariance matrix is also calculated as 

a weighted variance of the sigma-points 
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    x x    5.24 

        

where the process-noise, Q, is assumed additive. This concludes the section of the algorithm that 

is conceptually equivalent to the EKF and KF prediction step.  

  During the measurement-update procedure, first, using the predicted state vector, | 1
ˆ

k kx , 

and predicted state error-covariance matrix, | 1k kP  , sigma-points are again generated using the 

Unscented Transformation [19; 30]. 

 

| 1 | 1 | 1| 1 | 1 | 1
ˆ ˆ ˆ
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x x x    5.25 

    

Output sigma-points are then calculated using the nonlinear observation equations, h, with the 

option of an input ck , and assuming additive process noise. 
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| 1 | 1( , )k k k k k kY h v  c     5.26 

            

Next, the predictions of the output vector, y, is calculated as a weighted sum. 

  

2
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k k i k k
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y
    5.27 

Similar to the predicted state error covariance matrix, from Equation (5.20), the output error-

covariance matrix is calculated by comparing the mean of the output with the output sigma-

points. 

2

| 1 | 1 | 1 | 1
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( )( )
k k

l
C i i T
i k k k k k k k k k

i

P w Y Y R   


   y y y y    5.28  

       

In addition, the cross-covariance matrix of the predicted states and the observed outputs is 

calculated through a weighted covariance. 

 

   
2
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  x y x y    5.29 

Finally, the Kalman gains are calculated, and the both the states and the error-covariance are 

updated. 
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    5.30 

 
| | 1 | 1

ˆ ˆ ( )k k k k k k k kK   x x z y     5.31 

where, zk is the measurement vector.   

| | 1 k k

T
k k k k k kP P K P K  y y

    5.32 

          

This procedure is repeated at each discrete time step. 

 Next, the procedure for defining the weight vectors (wm and wc) and sigma-point spread 

parameter ,γ, used in the SPKF algorithm are discussed. van der Merwe and Wan [33; 31] 

suggest the following relationship for γ : 

 

  l      5.33 

       

where l refers to the dimension of state vector, while, λ, is further parameterized with two 

additional values: α and κ . 

ll  )(2      5.34 

       

The range suggested for α is between 0.001 and 1, and it is mentioned that κ for most 

applications is zero.  van der Merwe, Wan and Julier [31]emphasize that the best selection of 

parameters is dependent on the problem.  Also, the vectors used for weighted averaging are 

defined as:  
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     5.37 

Throughout this dissertation the parameters were selected as α=0.5 and β=2. For Gaussian 

distributions, β=2 is optimal [19]. 

5.3.2 With Non-Additive Noise 

 

 During the prediction portion of the SPKF, in order to consider the generic case of non-

additive process-noise, the state vector is augmented with the process-noise [30]  

1| 1

1| 1 1| 1 1| 1

1
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x x

    5.38

 

    

such that,  sigma-points are deterministically selected by using the previous time-step ‗a 

posteriori‘ augmented mean and error covariance, with the Unscented Transformation, [30; 19]. 
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x x x    5.39 

       

Next, each set of sigma-points are propagated through the nonlinear equations, f, with the option 

of an input vector uk...  

. 

| 1 1| 1( , , )k k k k k kf w    u      5.40 

Note that in this case, the process-noise assumptions, kw , are included within the sigma-points, χ 

,and may be freely applied during the prediction procedure, such that the resulting system is 

statistically linearized around that point [34].  This is an advantage over the form which assumes 

additive noise. The predicted state vector is then calculated as a weighted average of the sigma-

points that have been updated with the state-transition function, f . 

  
2
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k k i k k

i

w  
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The predicted error covariance matrix is also calculated as a weighted variance of the sigma-

points. 
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During the measurement-update procedure, the state vector is now augmented with sigma-points 

that correspond to the measurement noise assumptions  
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x x    5.43 

    

where only the portion of the error-covariance matrix with respect to the states is carried over 

from the prediction step. Then, using the predicted state vector, | 1
ˆ

k kx , and predicted state error-

covariance matrix that is augmented with the measurement noise, | 1
a

k kP  , sigma-points are again 

calculated using the Unscented Transformation [19; 30]. 

 

| 1 | 1 | 1| 1 | 1 | 1
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Output sigma-points are then calculated using the nonlinear observation equations, h, with the 

option of an input ck  
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| 1 | 1( , , )k k k k k kY h v  c      5.45 

            

where, again, the measurement noise is not assumed additive. Next, the predictions of the output 

vector ,y, is calculated as a weighted sum. 
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Similar to the predicted state error-covariance matrix, the output error-covariance matrix is 

calculated by comparing the mean of the output with the output sigma-points. 
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In addition, the cross-covariance matrix of the predicted states and the observed outputs is 

calculated through a weighted covariance, however different from the additive case, the process-

noise covariance, Q, is implicitly considered within the augmented system. 
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Finally, the Kalman gains are calculated, and the both the states and the error-covariance are 

updated, just as in the additive case. 

 The rules for assigning, the weights and scaling parameters are the same for the non-additive 

noise SPKF, however, it should be noted that, l, that appears in Equations (5.32-36) refers to the 

dimension of the augmented system.  

 

5.4 Information Filter  

 

While for linear problems, the IF and KF are algebraically equivalent, the IF form has a good 

property with respect to handling multiple measurement-updates in the form of a summation [20; 

21; 22]. Because the overall goal of this study is to develop a fault-tolerant algorithm, the ability 

to handle multiple measurements updates is crucial; therefore, the nonlinear extensions of the IF 

are also included in this discussion. 

Instead of mean and error-covariance, the information form of the KF propagates the time 

evolution of the information state vector, i, and the Fisher information matrix I [24; 23].  For the 

information prediction procedure, a prediction may be carried out in the information space [23], 

or more conveniently may be carried out in the state-space and then converted to the information 

space. Therefore for a nonlinear IF, either the prediction step from an EKF or SPKF, using either 

an additive or not is performed, and the prediction of the Fisher information is calculated as the 

inverse of the predicted error-covariance matrix.  The formulation of the IF for linear systems is 

available in textbooks [23; 24] , and has been extended for use in nonlinear systems [20; 21; 22]. 
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1
| 1 | 1k k k kI P
 

    5.48
 

 

Next, the prediction of the information state vector is calculated, which related to the predicted 

error-covariance and predicted state vector, through Equation (5.48). 

 

1
| 1 | 1 | 1k k k k k ki P x
  

    5.49
 

     
 

As mentioned, the primary difference between the IF and KF arises during measurement-update. 

Specifically, for the measurement-update procedure, an information matrix and vector is 

calculated using each available external measurement source (j=1 to N), and the update is 

reduced to a trivial summation of information. 

 
| | 1 ,
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             5.50

 

     

| | 1 ,
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N

k k k k j k
j
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                   5.51

 

   
 

       
where 

,j ki  and 
,j kI  are calculated for each measurement source.  The procedure for determining 

the information of a measurement starts with the nonlinear observation function that is either 

assumed to have additive noise  
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 , | 1 , ,,j k j k k j k j ky h x v c
    5.52 

 

or measurement noise used implicitly used in the function 

 

 , | 1 , ,, ,j k j k k j k j ky h x v c
    5.53 

 

To handle nonlinearity, the observation function is locally linearized ,H, using either statistical 

linear regression method, as is the case of the Unscented Information Filter (UIF) [21], or by 

using a Jacobian of the observation functions [20], which is case for the Extended Information 

Filter (EIF).  Because there are some key differences between the EIF and UIF measurement 

information calculation procedures; therefore, they are discussed in separate sub-sections. 

5.4.1 Extended Information Filter Measurement Information Calculation 

 

The EIF linearizes each nonlinear observation function (j= 1 to N), using a Jacobian, and the 

Fisher information of observation is calculated using the assumed measurement-error covariance 

matrix [20] 

1
, , , ,

T
j k j k j k j kI H R H     5.54 

 

where the predicted information matrix is updated by adding the observation information from 

each source, by using Equation (5.50). At the point, some authors [24; 23] suggest calculating a 

Kalman gain and proceeding as the EKF 
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T
k k k k kK I H R

      5.55 

 

however calculating a Kalman gain, at this point, does not take advantage of handling multiple 

measurement-update sources, therefore it is useful to calculate the information state vector for 

each source, using the external measurement. 

 

, , , ,
T

j k j k j k j ki H R z     5.56 

 

At this point, the information state vector is updated, ik|k, by summation as shown in Equation 

(5.57). 

5.4.2 Unscented Information Filter Measurement Information Calculation 

 

 For the UIF, the statistical linearization, Weighted Least Squared WLSR [21; 34] is used for 

linearization, just as in the UKF.  For this case, the more general non-additive form, is 

considered where if the system is augmented with the assumed measurement noise, this 

linearization is described as shown in Equation (5.56), 
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such that the linearization is conducted both about the states and the measurement noise. Within, 

Equation (5.57), bj,k  represents a bias attributed to the statistical linearization. By using the intact 

nonlinear observation function, this value is determined as the difference between the nonlinear 

observation and the linearization. 
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x

x
x c    5.58 

 

Using this term, the measurement information matrix ,j kI and information vector ,j ki for the jth 

measurement is calculated using the external measurement [21],  
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where ,j kR is the covariance matrix associated with both the sum of the linearized measurement-

noise jR  and the noise associated with linearization. 

 

, ,, , , , , | 1 ,j k j k

T T
j k j k j j k j ee z z j k k k j kR Hz R Hz P P Hx P Hx   

   5.61 

 

 
     

A detailed procedure for deriving Equations (5.55-60) is shown in [21].  At any point, of the 

filter, a conversion from the information space to the state space can be used to obtain the 

estimated error-covariance matrix and state vector are calculated respectively. 
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1
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ˆ
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5.5 Mixed Kalman Filters 

 

It has been suggested by Changey et. al. [45] that the prediction and update steps of EKF 

and SPKF filters can be used interchangeably to form a Mixed Extended/Unscented filter.  In this 

context, if a time-update or measurement procedure is linear, then the standard KF equations 

may be interchanged with the EKF or SPKF counterparts. Similarly, if either the state-transition 

or observation function sets are linear, then a prediction or update procedure from the KF can be 

combined with either of the nonlinear approaches [79; 80].  A UKF that uses the normal KF 

procedure for a linear portion of the filter is referred to as a Roa-Blackwellised UKF by Briers, 

Maskell and Wright [80] and are compared with a UKF formulation that uses sigma points to 

assume additive and non-additive noises by Hao et. al. [79] and showed the same estimation 

error with reduction of computational burden with additive linear noise is considered.  
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Chapter 6 : Sensor Fusion Formulations 

6.1 Coordinate Systems 

 

Before the different sensor fusion formulations are discussed, it is first appropriate to define 

the coordinate systems utilized to formulate the problem.  A primary coordinate system that is 

utilized throughout this study to formulate the various sensor fusion navigation algorithms is the 

conventional aircraft-body axis.  In this coordinate system, the positive x-axis is forward in 

reference to the pilot‘s cock-pit, the positive y-axis is to the right of the pilot‘s cock-pit, and the 

z-axis is positive in the down direction from the pilot‘s perspective as shown in Figure 6.1. 

 

 

Figure 6.1: Aircraft body-axis convention. 

 

In Figure 6.1, from the pilots perspective, pitch is positive when the nose is rotates upward, roll 

is positive when the plane  banks to the right, and yaw is positive when the plane turns from left 

to right from the pilots perspective. Each of these rotations follow the convention associated with 

the right-hand rule. 

The other coordinate system utilized in the sensor fusion formulations of this study is a local 

geodetic navigation frame, of which GPS measurements of position and velocity are used.   

x 

y 

z 
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However, the GPS receiver used for this study provided the measurements of position and 

velocity in an ECEF frame that defined in Figure 5.1. 

 

Figure 6.2: ECEF Coordinate Frame [image reproduced from Novatel [78]] 

 

Where the z-axis is parallel to the poles of the Earth, the x-axis is defined at the intersection of 

the equator and the WGS-84 defined prime meridian, and the y-axis finishes the right handed 

coordinate system. However, prior to being used for sensor fusion, these measurements are 

transformed to a local SWD geodetic frame. To transform from this ECEF frame to the local 

geodetic frame, three rotations are needed.  These rotations are defined according to the latitude 

,φ, and longitude ,λ, coordinates of the location about which the local frame is defined [8]. 

 

 

sin cos sin sin cos

sin cos 0

cos cos cos sin sin

g
eC

    
 

    

  
   
    

    6.1 

     

 



66 
 

By subtracting the origin in the ECEF frame and rotating with the DCM, the GPS solution is 

transformed into the SWD frame, which is more convenient for local navigation. The local 

coordinate system is defined on image of WVU‘s Flight Testing field in Figure 6.3. 

 

 

Figure 6.3: Local geodetic SWD coordinate system at WVU’s Jackson’s Mill flight testing facility. 
   

6.2 GPS/INS Sensor Fusion Navigation Formulations 

 

In this section of the dissertation, different GPS/INS sensor fusion navigation formulations 

that employed in the study are presented and discussed.  The formulations are written in a 

manner that is consistent with the predictor-corrector framework that is used by the different 

nonlinear filtering approaches considered, as discussed in Chapter 5.   

The key differences between the various formulations considered include the number of 

states that the filter estimates, and where in the filter formulation the nonlinear relationships 

appear.  In particular, first an attitude only estimation algorithm is considered, and then a 

complete Position, Velocity, Attitude (PVA) navigation solution is considered.  Changing the 

x-axis 

y-axis 
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number of navigation states, in turn, effects where the nonlinear equations are used in the 

estimation filter; namely, either during the prediction step, the measurement-update procedure, or 

both.    The purpose of varying the formulation was to better evaluate if one form of the 

nonlinear KF (e.g. EKF or UKF) is better suited for this problem for a particular formulation.  

Throughout the description of the sensor fusion formulations, noise-assumptions are not 

included.  This is due to the fact that both additive and non-additive noises are considered in this 

dissertation.  Therefore, initially, all of the formulations are discussed in terms of the state 

vector, x, measurement vector, z, and prediction and observation functions, f and h, with their 

respective inputs u and c.  Subsequently, another subsection discusses the how the noise terms, w 

and v, are used in the formulations. 

6.2.1 3-State Attitude Estimation 

 

First, a 3-state attitude estimation formulation is developed, where the three aircraft body-

axis Euler angles, roll ( ), pitch ( ), and yaw ( ) are estimated  T  x . During the 

attitude prediction procedure, measured angular rates in the body-axis, roll rate (p), pitch rate (q) 

, and yaw rate I of the aircraft are provided by an IMU:   T

B
p q ru , and utilized as inputs to 

the attitude kinematic equations listed in Equations (6.(2-4)) [81]: 
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sin tan cos tanp q r                6.2 

     cos sinq r         6.3 

    ( sin cos )secq r          6.4 

          

such that the three attitude kinematic equations comprise the nonlinear state-transition function, 

f.  

Next, during the measurement-update procedure, the information from the IMU 

accelerometers is compared with GPS velocity measurements.  Using this information, the error 

growth of the INS attitude states is implicitly regulated through the Direction Cosine Matrix 

(DCM). The DCM between the aircraft-body axis and the local navigation frame, is a function of 

the predicted attitude states, and in reference to the nonlinear KF is used as the observation 

function ,h.  

 First, the triad of body-axis specific-force measurements provided by the IMU 

accelerometers: 
T

x y z B
a a a   c are transformed to the local Cartesian navigation frame (L) 

[82]. 
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Finally, the outputs of the measurement-update equations, y, is compared with a change in GPS 

velocity in the local frame that occurred since the previous update procedure: 

TGPS GPS GPS
x y z L

a a a   z . For use within the EKF, a Jacobian of the state-transition equations is 

required, Equations (6-(2.4)), and the observation function, Equation (6.5), these are included in 

Appendix A. 

A more thorough description of the mechanism used to correct the predicted attitude states is 

that attitude error growth is regulated by referencing the Earth‘s gravity vector.  To be exact, the 

tri-axial accelerometer‘s of the IMU measure specific-force along the aircraft body-axes. These 

three specific-force measurements include the inertial accelerations of the aircraft along the three 

body-axes, and projections of the acceleration due to gravity along the three aircraft body-axes.  

On the other hand, changes in GPS velocity (e.g. GPS derived acceleration) provide an 

indication of the aircraft‘s inertial acceleration only. However, GPS information is measured 

relative to the local navigation frame.  Therefore, by the accelerometer‘s measurement of 

specific force from the aircraft body-axis to the local navigation frame, the inertial acceleration 

of the aircraft as measured both by GPS and the accelerometers cancel one another in Equation 

5.4, and the Earth‘s gravity vector can be referenced. This is conceptually equivalent to using a 

set of accelerometers as an inclinometer for static applications [83].  

6.2.2 9-State Position, Velocity, and Attitude Estimation 

 

A 9-state sensor fusion formulation was also considered, in which the navigation state vector 

consists of the triad of Cartesian position and velocity within a local frame (L), as well as the 

roll, pitch, and yaw angles with respect to the aircraft body-axis respectively:
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T

x y zx y z V V V      x
. This particular 9-state algorithm was implemented 

using and EKF by a previous WVU researcher, Jarrell, for his master‘s thesis [84; 85], and was 

adapted for use in this study. This algorithm provides a full PVA solution, where the time-update 

procedure for the Euler angles is provided by Equations (6-(2.4)). However, different from the 3-

state formulation, the velocity kinematic equations, Equation (6.4), that utilize the IMU‘s body-

axis specific force measurements are included in the prediction step:

T

x y z B
a a a p q r   u

.  Additionally, the time integration of velocity for position 

estimates is included in the prediction step of this formulation. Because the velocity states are in 

the local geodetic coordinate frame, this procedure is a simple  one-step time integration of 

velocity.
 

Upon arranging the nine navigation-states into PVA, the continuous-time update 

equations, are listed as shown in Equation (6.6).
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In the 9-state formulation, the measurement-update procedure uses the entire GPS measurement 

vector as the external measurement, which consists of both the Cartesian position and velocity 
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measured in a local geodetic frame (L): 
T

x y z L
x y z V V V   z . Therefore, because the 

first six predicted states are directly measured by GPS, the observation function is linear,  

6 6 6 3[ ,0 ]H I        6.7 

 

and the filtering methods regulate the error growth of the attitude states implicitly through the 

coupled relationships between the velocity and attitude. For use in the EKF, a Jacobian of the 

prediction function, f, is required. This is included within Appendix A of this dissertation. 

It is interesting to note a distinct difference in the manner that the sensor information is used 

in the 3-state and 9-state formulations. Specifically, with respect to the prediction-step in the 3-

state formulation, the DCM that rotates the IMU specific force measurement vector from the 

body-axis to the local navigation frame is populated with the Euler angles that are predicted 

using the latest rate gyroscopes measurements. This is not the case for the 9-state formulation. 

The 9-state formulation instead uses the Euler angles that are the „a posteriori‟ estimates from 

the previous time-step to create a DCM that rotates the accelerometer information to the local 

frame.  Additionally, the 3-state formulation uses nonlinear relationships both during prediction. 

Equations (6.(2-4)), and measurement-update, Equations (6.5). On the contrary, the 9-state 

formulation uses a linear observation function, Equation (6.6).   

6.2.3 Acceleration Vector Attitude Estimation 

 

Another attitude estimation formulation that relies only on the use of GPS velocity 

measurements and tri-axial accelerometers readings and does not require the use of a nonlinear 

estimation filter was considered in this study to provide an additional solution that acts as a worst 

case performance baseline.  The Acceleration Vector Attitude Estimation (AVAE) algorithm was 
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developed for direct attitude estimation following the dynamic tilt sensor concept, and is similar 

to approach outlined by Kingston and Beard [86] which algebraically breaks down the DCM 

between the aircraft body-axis and the local coordinate system. The contribution of algebraic 

reduction of the DCM, and the AVAE presented in this section of the dissertation is attributed to 

Matt Rhudy, and is included within a submission by Gross, Gu, Rhudy, Gururajan, and 

Napolitano [87]. 

Instead of using a nonlinear KF, as in the sensor fusion formulations described above, the 

AVAE algorithm features GPS acceleration in a local frame (L), estimated by numerical 

differentiation of GPS velocity measurements, and accelerometer measurements obtained in the 

aircraft body-axis (B). The aircraft Euler angles, roll (ϕ), pitch (θ), and yaw (ψ), define a 

Direction Cosine Matrix (DCM) between the two coordinate frames [82].  
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With measurements from both GPS and accelerometers, the projection of the local gravity vector 

on the three aircraft body-axes in terms of the three Euler angles are resolved and solved for 

attitude. 

First, an estimate of the aircraft heading angle (ψ) is directly obtained by calculating the 

instantaneous arctangent to the aircraft trajectory using GPS velocity measurements in the x and 

y axes within the (L) coordinate frame: 
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Next, sequential Euler rotations are used to approximate pitch and roll. Where, the rotation 

through the heading angle defines an intermediate acceleration vector that is denoted with 

subscript   in Equation (6.10) 
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At this point, only the pitch ( ) and roll ( ) rotations of the original DCM remain.  
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Upon inspection of Equation (6.11), the first equation of the above set, is only a function of one 

of the Euler angles, pitch (θ). An algebraic solution is given as: 
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By again rotating the intermediate acceleration vector,  a   , with the pitch estimate obtained 

from Equation (6.12), a second intermediate acceleration vector, denoted with subscript  ,  , 

leaves the roll angle as the only unknown variable, 
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, which can be algebraically solved using: 
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the GPS acceleration vector is calculated using a numerical backward-difference derivative of 

the GPS velocity measurement vector. To reduce the noise associated with the numerical 

derivative, the pitch and roll estimates obtained with the AVAE formulation are then smoothed 

with a first order low-pass Butterworth filter. 

 

6.3  GPS/INS + Magnetometer Sensor Fusion Formulations 

 

A triad of orthogonal magnetometers mounted in the aircraft body-axis provides 

measurement of the magnetic field, which is directly comparable to the known magnetic field as 

reported by the National Oceanic and Atmospheric Administration (NOAA) [88].  However, in 

order to relate the body-axis magnetic field readings to the WMM values that are in a local 
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coordinate system, a DCM that is function of the aircraft attitude is needed to rotate the WMM 

values into the aircraft body-axis. 
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This provides an additional vector to reference in order to improve attitude estimation. It 

should be noted that the DCM in Equation (6.15), is simply the transpose of the DCM that was 

used to rotate acceleration from the body-axis to the local navigation frame, Equation (6.5), as 

expected. 

By providing another information source, magnetometers, present the beneficial scenario in 

that any two of the three, or all three of the information sources (GPS/Accelerometers, Rate 

Gyroscopes, Magnetometer) may be combined to provide a fused attitude solution. This benefit 

is exploited in this study to provide multiple sensor fusion attitude estimation as discussed in 

Chapter 9 of this dissertation, and to develop a fault-tolerant attitude estimation algorithm as 

discussed in Chapter 10 of this dissertation. However, due to hard-iron and soft-iron field 

disturbances [7], the low-cost magnetometer information is hardly useable without calibration. 

Therefore, magnetometer calibration that uses a GPS/INS attitude solution is discussed in 

Chapter 7 of this dissertation.  

6.3.1 3-State INS/Magnetometer Attitude Estimation 

Another 3-state,  T  x
, attitude estimation solution is possible that uses only 

information from the tri-axial rate gyroscopes and magnetometers. In this formulation, the 
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attitude states are predicted using the rate gyroscopes,  T
B

p q ru
by integrating them 

through the relationships of Equations (5.(2-3)), and the magnetic field vector is used in the 

measurement update procedure to regulate attitude error growth,
TB B B

x y zM M M   z
. In this 

scenario, the DCM that transforms the body-axis magnetic measurements to the local navigation 

frame, as shown in Equation (6.15) is used as the observation function that is a function of the  

predicted attitude states, and the local magnetic field values.  

6.3.2 2-State GPS/Magnetometer Attitude Estimation 

 

It is also possible to estimate the pitch and roll angles,
  T

B
 x

,
 without the use of the low-

cost rate gyroscopes.  In this scenario, a reasonable prediction is offered by simply using random 

walk for prediction     
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       6.16 

 

where utilizing random walk for prediction is essentially modeling attitude prediction as the most 

recent ‗a posteriori‘ estimate with an increased level of uncertainty.  Next, the pitch and roll 

estimates are used with an estimate of the aircraft heading angle that is calculated using the 

instantaneous arctangent of the GPS velocity, just as in the AVAE formulation presented above. 
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in order to form the DCM that transforms the body-axis measured magnetic vector,

TB B B
x y zM M M   z

, to the local navigation coordinate system in order to be directly 

comparable with the WMM magnetic field values. 

6.3.3 3-State GPS/Accelerometer/Magnetometer Attitude Estimation 

 

An additional attitude estimation formulation can be considered that references both the 

Earth‘s gravity and magnetic field vectors, without using the rate gyroscopes, by using the 

random walk prediction is again used; 
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However, instead of using only GPS to provide an estimate of heading, as in the previous 

formulation, the observation function is composed of both the DCM that transforms from the 

body-axis to the local navigation frame, Equation (6.5), for the accelerometers, and its transpose, 

Equation (6.15), for the magnetometers. 

 

6.3.4 3-State GPS/INS/Magnetometer Attitude Estimation 

 

In order to take advantage of all three multiple sources of information, another 3-state: 

 T  x
,
 formulation that uses the rate gyroscopes for prediction, and references both the 

Earth‘s gravity vector and the Earth‘s magnetic field vector to regulate error growth is also 

considered.  Where both the GPS velocity measurements and tri-axis accelerometers are used to 
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reference the gravity vector, and the magnetometers are used to reference the magnetic field 

vector. Where, the input vector to the prediction is the rate gyroscope measurements:

 T
B

p q ru , which  are integrated over time using Equations (6.2-4) , and the observation 

functions consist of Equation (6.5) and Equation (6.7) with  a measurement vector consisting of 

acceleration calculated by differentiating GPS velocity measurements and the WMM magnetic 

field values:
TGPS GPS GPS B B B

x y z x y za a a M M M   z
. 

6.4 Sensor Fusion Formulation Noise Assumptions 

 

To ensure that performance comparisons were consistent for EKF and UKF, the same 

assumptions were used to assign process-noise covariance, Q, and measurement-noise 

covariance, R, matrices. In general, several different Kalman filter tuning procedures may be 

adopted, including on-line strategies [89; 48; 90; 27; 37].  Maybeck, in his classic textbook refers 

to filter tuning as a process that can be iterative in nature to obtain best performance, often relies 

on physical insight as to what the noise terms are representing, and in practice ―manual 

optimization‖ if often used in practice [37].  One approach that is becoming more common 

within for GPS/INS sensor fusion is to obtain a complete stochastic model of the inertial sensors 

based on interpreting an Allan deviation curve [91; 4; 92; 93] . However, for this study, the most 

important criterion for filter tuning was to ensure that the procedure was consistent between EKF 

and UKF, so that the performance comparisons were fair.  Therefore, a simple tuning procedure 

for modeling uncertainty was used that is based on sensor-level measured covariance values.  

At high-level, two general approaches were considered for including uncertainty models 

in the nonlinear Kalman filters: additive noise, and non-additive noise.  In Chapter 5, the 

distinction between assuming additive noise and non-additive noise was made to the extent two 
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different versions of both of nonlinear Kalman filtering approaches were presented and 

discussed.  This purpose of focusing on this distinction was due to the fact that in this study both 

noise assumptions are considered for each of the sensor fusion formulations.  Additive process 

noise lumps uncertainty at the state-level, while non-additive noise provide the freedom for the 

assumed noise to be used in any manner desired within the nonlinear state-transition and 

observation functions.  The specifics of the approach used in this study for assigning the Q and R 

matrices both when considering additive noise and non-additive noise assumption are described 

in this section.   

Whenever the sensor fusion formulations are assumed to have additive process-noise, the 

process-noise covariance matrix associated with the prediction, Q, was populated with the 

variances of each respective IMU channel output, while the plane was static on the runway. As 

an example, the process-noise matrix of the 9-state sensor fusion formulation is shown in 

Equation (6.19). 

2 2 2 2 2 2 2( ) (0,0,0, ( ), ( ), ( ), ( ), ( ), ( ))x y zQ Ts diag a a a p q r     
  6.19

 

where the discrete sampling time was included to account for the uncertainty after time 

integration. As an example consider the roll state estimate. That is, the variance of the roll-rate 

sensor output, p, in units of (deg/s)2 is assumed to project an uncertainty on the roll state estimate 

in (deg)2, therefore the discrete sampling time should be included to represent time-integration.  

When assuming additive noise, the uncertainty is approximated on the state. 

When considering non-additive noise, the tuning approach was again related to the 

sensor-level variances, similar to the additive noise assumption; however, these variances were 

used to model uncertainty on the sensor inputs that were used in the nonlinear state-transition 
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and observation functions. For example, again when considering the example of the 9-state 

GPS/INS formulation, the noise was modeled as shown in Equation (6.20) 

| 1 | 1( , )k k k k k kf x w  x u     6.20 

where wk is comprised of the standard deviations of the IMU sensor outputs when static for a 

period of time. 

0 [ ( ) ( ) ( ) ( ) ( ) ( )]T
k x y zw w a a a p q r          6.21 

      In the case of the UKF, the system was augmented with the process-noise and was directly 

considered on the IMU input vector. In the case of the EKF, an additional Jacobian was 

calculated about the inputs, and was used to propagate the process-noise portion of the predicted 

error-covariance.  In Equation (6.21) wk=w0 , implies that in the formulations considered in this 

study, the uncertainty of the sensors is not assumed to be time-varying. The non-additive noise 

approach implicitly considers the discrete sampling time.  

A similar approach was used to assign the additive measurement-noise covariance matrix, 

R.  These values were approximated by taking the variance of the GPS measurements while the 

SUAV was at rest on the runway. As an example, of the R matrix for the 9-state formulation is 

shown in Equation (6.22). 

2 2 2 2 2 2( ( ), ( ), ( ), ( ), ( ), ( ))x y zR diag x y z V V V         6.22 

 

For the 9-state formulation, only additive measurement was considered. This is because the 

external measurement is a direct measurement of a subset of the observation function (i.e. 

position and velocity in the local navigation frame). However, this is not the case for the 3-state 

GPS/INS sensor formulation.  In the 3-state formulation, the innovation residual is the difference 

between acceleration in the local navigation frame as measured by GPS and as predicted given 
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the predicted attitude states and acceleration information.  Therefore, when additive noise is 

assumed in the 3-state formulation, the uncertainty attributed to both the accelerometers and the 

GPS velocity measurements are lumped into a single 3x3 error covariance matrix R. 

 

, ,3 3 Vx y zGPS accelR R R        6.23 

 

On the contrary, when considering the more general case of non-additive noise, the uncertainty 

of the two sensors is decoupled.    That is, the measurement-noise is assumed to be 
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 where for the UKF each of the of the terms of vk in the augmented state vector are  used to 

include uncertainty at the sensor level, and for the EKF an additional Jacobian about this 

assumption is used to propagate the measurement-error covariance matrix when calculating the 

Kalman gain. 

 In general, as discussed in Chapter 5 process-noise and measurement-noise do not only 

represent physical sensor noises, but also uncertainty in the state-transition and observation 

models [37; 24]. For the purposes of this study, the state-transition and observation functions are 

kinematic relationships, which are theoretically correct [24]. Therefore, there is little uncertainty 

in the model, and the simple approach to filter tuning that is related to sensor-level noise is 

justifiable. For the non-additive case, the introduced uncertainty in the filter comes from sensors, 

and is modeled as such.    
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Chapter 7 : Sensor Fusion with Sensor Calibration  
 

7.1 State and Parameter Estimation 

 

For state-estimation when employing a nonlinear estimator as discussed in Chapter 5, 

system parameters are assumed to be known, however there are many cases where parameters 

are not known. Adaptive filtering techniques consider estimating unknown parameters and/or 

stochastic noise assumptions on-line, in addition to the original states [25; 23].  

State and parameter estimation approaches that are based on KF fall into two broad 

categories, namely dual estimation and joint estimation [81].   The dual estimation approach 

considers using a filter for state estimation KF in parallel with a KF that considers parameter 

estimation, and the joint estimation approach considers augmenting the state vector with the set 

of parameters that are to be estimated, and considering them in a single estimation filter.  As 

Stengel notes in his text, successful parameter estimation depends on ―the number of uncertain 

parameters, the magnitude of uncertainty, the functional dependence of outputs on the uncertain 

parameters, and the knowledge of the system inputs‖ [25].  

For joint estimation with the augmented system, [ ( ) ( )]a t tx x p , the normal predictor-

corrector framework is followed, it possible to include additional dynamic equations to predict 

the parameters. In this approach the filter attempts to minimize the error around the entire 

augmented state vector. For the dual estimation approach, the state and parameters are 

communicated between the two parallel filters, however the covariance between states and 

parameters are assumed to be statistically uncorrelated [32].   That is, in the joint estimation 

approach, the error covariance matrix is written as shown in Equation (7.1) 
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x p,x

x,p p

      7.1 

 

where, x, refers to the original state vector, and ,p, refers to the additional parameters.  In the 

dual estimation approach, the off-diagonal terms of Equation (7.1) are assumed to be zero [32]. 

In this study, both dual estimation and joint estimation approaches were considered for 

the purpose of tracking biases IMU on-line; however, it was determined that assuming that the 

cross-terms (i.e. off-diagonal) of error-covariance matrix between the time-varying biases and 

original states were zero, as discussed In Equation (7.1), was an invalid assumption for this 

problem.  Specifically, these cross-covariance terms were found to have a significant magnitude 

in comparison to the diagonal terms of the error-covariance matrix, and to therefore significantly 

contribute to calculation of the Kalman gain.  The results of this analysis are included in 

Appendix B of this dissertation. Therefore, in this study, when considering additional on-line 

sensor bias estimation, the state vector of the sensor fusion formulation was augmented to 

include the additional IMU bias states, and the joint estimation filter approach was used.   

7.2 Random Walk Assumption for On-Line IMU Calibration 

 

In this study, a simple generic error-model for the sensor bias was considered, 

 

( )total DCb b b t       7.2 

 

,where bDC is the static sensor bias that is easy to determine by monitoring the sensor outputs 

while the sensor is static. For each of the four IMU‘s that were used in the flight data library, a 

single set of static biases were approximated.  Specifically, these values were determine by using 
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the average of the sensor outputs of each IMU during a period that the SUAV was static on the 

runway within the data set of the first chronological flight for each IMU. Therefore only was set 

of static biases were used for each IMU, and they were not changed from flight-to-flight.   

The GPS/INS and GPS/INS/Magnetometer formulations discussed in Chapter 5 only 

considered the bDC to handle IMU sensor biases and magnetometer biases, using the values that 

were determined off-line. However, in this study, an approach that also attempts to use sensor 

fusion to account for the time-varying bias, b(t), on-line is considered. In order to do this, the 

random walk dynamic model was used. The random walk assumption is one that several others 

have adopted for handling time-varying biases of low-cost MEMS IMUs [32; 51] 

 

( ) 0 bb t  w       7.3  

 

where the bias states were perturbed by small magnitude white noises.  The actual variance of 

the time-varying portion of the sensor bias is rarely reported by low-cost IMU manufacturers 

[40], and in this study, the magnitude of these white noise values were assigned to be the same 

for all four IMUs, and ‗tuned‘ for estimation performance.  Simon [23], refers to this noise as 

“artificial noise” that allows the nonlinear KF to track the unknown parameter when minimizing 

its cost function.  It should be noted that for INS applications, this noise has a physical meaning 

and in fact comprehensive stochastic modeling of the inertial sensor errors is possible [4; 94; 92; 

93], but this is outside the scope of this study. 
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7.3  Sensor Fusion with On-Line Calibration 

7.3.1 9-State Position, Velocity and Attitude + 6- IMU Bias Estimation  

 

A 9-state + 6- IMU bias  GPS/INS sensor fusion formulation is included by augmenting the 9-

state solution to further allow the nonlinear estimator to account for time-varying biases on the 

IMU accelerometer and rate gyros.  Therefore, the augmented state vector includes the original 

PVA states and six sensor biases 

 
x y z

T

x y z a a a p q rx y z V V V b b b b b b     x .  For this GPS/INS 

formulation the prediction procedure is the same to account for the first nine state update 

relationships as the 9-state formulation, however the bias states are used to correct the raw IMU 

measurements, that is:  

 

1| 1 1| 1 1| 1 | 1 11| 11| 1xk k y k z k k k k k kk kk k k

T

k x a y a z a k p k q k rk
B

a b a b a b p b q b r b
         

       
 

u
 7.4

 

 .   

 

For the remaining six bias states, the model presented in Equation 6.3 is used to perturb the bias 

state. As the 3 and 9-state formulations, the required Jacobian matrices for a 9-state +6-IMU bias 

EKF are included in Appendix A. 

7.3.2 3-State Attitude + 6 IMU Bias Estimation  

 

Just as the 9-state formulation was augmented, it is also possible to augment the 3-state 

attitude estimation formulation to account for time-varying IMU sensor biases.  In this case the 

augmented state and vector is defined as [ ]
x y z

T
a a a p q rb b b b b b  x , where the 
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input to the state-transition function is 
1| 11| 1 1| 1k k

T

k k pk k k q k rk k
B

p b q b r b
    

     u  and the 

input to the nonlinear observation function is 
1| 1 1| 11| 1

[ ]
xk k k y zkk

T
k x a y a z a Bk kk k

a b a b a b
    

   c
 .  

7.3.3 3-State GPS/INS/Mag.  Attitude + 6 IMU Bias + 3 Mag. Bias  

 

In order to take advantage of all of the information, and also allow the estimation filter to 

track biases on-line, another formulation was formulated to estimate 3 states and 9 time-varying 

parameters.  The nine parameters consist of the six IMU biases (i.e. 3 accelerometers, 3 rate 

gyroscopes) and 3 residual magnetometer biases.  Therefore the augmented state vector of this 

formulation is [ ]
x y z

T
a a a p q r Mx Mz Mzb b b b b b b b b  x

.  The nonlinear 

prediction function, f ,and observation function, h, for this formulation is the same at the 3-state 

GPS/INS/Mag. formulation described in Section 6.3.4, but the rate gyroscopes, accelerometer 

and magnetometers have the biases applied to them whenever they appear in uk, ck , and zk 

respectively.
 

7.4  Magnetometer Calibration with GPS/INS 

 

Un-calibrated magnetometers provide a distorted measurement of the Earth‘s magnetic field 

due to local field disturbances [7; 95].  For example, in the case of a SUAV, ferromagnetic 

materials in the onboard electronic payload may cause a disturbance of the local magnetic field.  

Within this study, a magnetometer calibration method is formulated that relies on the solution of 

the aircraft attitude derived from a GPS/INS sensor fusion algorithm. 

To derive a calibration model for the magnetometers, nine parameters are used to define the 

magnetometers bias, scale factor, and non-orthogonality terms. 

 



87 
 

 
ˆ 0 0
ˆ , , 0 0

ˆ 0 0

B B
x Mx x Mx

B B
y M M M M My y My

BB
Mz z Mzz

M S M b

M R R R R S M b

S M bM

  

                                    7.5

 

 

 

 

This magnetometer error model [7; 95]accounts for the combined effects of the soft-iron /hard-

iron effects as well as the sensors own bias, scale and, and non-orthogonality. In Equation (7.5) 

RM is a DCM of three rotation angles , ,M M MR R R    and is defined as: 

 

c( )c( ) s( )c( ) c( )s( ) s( )s( ) c( )s( )c( )

s( )c( ) cos( )cos( ) s( )s( )s( ) c( )s( ) s( )s( )c( )

s( ) c( )s( ) c( )c( )

M M M M M M M M M M M

M M M M M M M M M M M M M

M M M M M

R R R R R R R R R R R

R R R R R R R R R R R R R

R R R R R

          

           

    

   
     
   7.6

 

 

where c(-) represents cosine and s(-) represents sine.   

Therefore, the set of nine parameters 
T

M M M M Mx My Mz Mx My MzR R R S S S b b b      

must optimized such that an objective function is minimized between the Earth‘s magnetic-field 

values projected into the aircraft body-axis, and the magnetometer measurements obtained in the 

aircraft body-axis.   

 

     2 2 2B B B B B B
M x x y y y yJ M Me M Me M Me        

   7.7
 

 

In Equation (7.7), in order to project the WMM magnetic field values into the body axis , MeB, 

the solution of the aircraft Euler angles over and entire flight provided by a GPS/INS sensor 

fusion algorithm were used. Specifically, given the aircraft Euler angles, from GPS/INS the 
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relationship of Equation (6.15) was used.   To perform this parameter optimization, Matlab‘s ® 

unconstrained nonlinear optimization was function was used. 
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Chapter 8 :  GPS/INS Sensor Fusion Performance 

Comparison 
Some of the results described in this chapter of the dissertation are summarized and 

presented in a journal article submission [87], and were built upon conference proceedings 

articles [89; 96] .     
 

8.1 Un-aided Low-Cost Navigation 

 

In order to provide a background for the problem addressed in this study, first some 

examples of navigation results obtained by only relying on the low-cost inertial sensors are 

shown.  That is, attitude estimates are shown that were obtained by directly integrated MEMS 

rate gyroscopes, and position and velocity estimates that were obtained by directly integrating 

MEMS accelerometers and transforming their rotations with the attitude provided by the low-

cost rate gyros.  To demonstrate these errors, the attitude estimates are compared to the high-

quality mechanical gyroscope measurements (Goodrich® VG34). 

In all of the formulations considered in the chapter the IMU data was processed at 100 Hz, 

and the GPS information was processed at 20 Hz.  This resulted in a 5-to-1 prediction to 

measurement-update ratio with respect to the nonlinear Kalman Filters. 

8.1.1 Low-Cost Inertial Navigation 

 

Figures 8.1 and 8.2 demonstrate the large attitude errors present when relying on un-aided 

low-cost MEMS IMU based attitude estimates.  
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Figure 8.1: Low-Cost IMU Roll Estimation vs. Vertical Gyro Roll Measurement 

 

As shown in Figure 8.1 the MEMS IMU based attitude estimates follow the general of the 

vertical gyroscope.  It is important to note that during this analysis, the IMU‘s static sensor 

biases were removed using a simple average of the sensor outputs while the plane was level and 

at rest on the runway.  If the significant static sensor biases were not removed, the attitude 

estimation error of the low-cost would be even worse due to time integration.  Figure 8.2 shows a 

similar trend with respect to the low-cost IMU pitch estimates.  
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Figure 8.2: Low-Cost IMU Pitch Estimation vs. Vertical Gyro Pitch Measurement 

 

 Because the signal to noise ratio of the roll signal is lower than that of the pitch signal, the roll 

channel appears less noisy,  however, upon looking at the zoomed-view on the right of plots in 

Figures 8-1 and 8-2, it is apparent that the magnitude of the  estimation error of the two attitude 

estimates are similar.  The attitude errors present in Figures 8.1 and 8.2 also contribute to the 

position and velocity drift of the low-cost MEMS navigation solution.  In addition, the sensor 

biases present on the accelerometer outputs causes quick position and velocity drift, as indicated 

in Figures 8.3 and 8.4.  
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Figure 8.3: Position drift I and velocity drift (L) of Low-Cost INS compared to GPS.  

 

 
 

Figure 8.4: A 2-D (x,y) map of low-cost INS position compared to GPS track. 

 

Figures 8.3 and 8.4 illustrate the fact that stand-alone low-cost IMU based position and velocity 

solutions are hardly useable.  Figure 8.3 shows an overall position drift of around 3000 meters 

one minute after take-off, and an estimated velocity magnitude that is around 16 the actual 
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SUAV velocity. Figure 8.4 is a different representation of position drift, in which the flight is 

shown from take-off until a few laps of loiter, and the estimated position drifts just after take-off. 

8.1.2 GPS Only Navigation 

 

While providing a statistically unbiased measurement that does not grow with time, relying 

on a GPS receiver alone also presents some problems. First, a single GPS antenna receiver 

cannot be used to determine the aircraft attitude, and accurate knowledge of aircraft attitude is 

critical in flight control applications.  Additionally, GPS position and velocity measurements are 

often corrupted with high frequency noise due to antenna shielding. Figure 8.5, provides an 

example of a spike present in the GPS measurement. 

 
Figure 8.5: An example of poor GPS position measurement. 

 

As apparent in Figure 8-5, the GPS Z-axis measurement has a significant jump on the order of 1 

meter over a single measurement time-step (20 Hz).  While the focus of this dissertation is 

attitude estimation, largely due to the availability of independent attitude truth data, qualitative 

assessments of the sensor fusion estimations ability to smooth GPS measurement error are 

shown. 
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8.2 GPS/INS Sensor Fusion Comparison Study Flight Data Library 

 

For this GPS/INS comparison study, 23 sets of YF-22 flight data were used. In particular: 

 8 Flights on the Green YF-22 

 5 Flights on the Red YF-22 

 8 Flights on the Blue YF-22 

 2 Flights on the Blue YF-22* (with Gen-V Avionics System) 

Within these flights, a total of four different electronic instrumentation payloads were used. 

Specifically, three different FFASs were used on each of the three YF-22s (Blue, Red, Green), 

and the new Gen-V avionics system was retro-fit on the Blue YF-22 research UAV (indicated as 

Blue YF-22*).   A distribution of selected flight data with respect to flight speed and GPS 

attitude is shown in Figure 8.6. 

   
 

Speed (m/s)

A
lt
it
u
d
e
(m

)

 Flight Envelope [log
10

(# of Samples)] over 23 Flights

 

 

10 20 30 40 50

50

100

150

200

250

0

0.5

1

1.5

2

2.5

3

3.5

4

Figure 8.6 Flight  data envelope with respect to speed and altitude. 
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Over the 23 flights, the average GPS speed was 71.2 mph, and the average attitude was around 

150 meters. Furthermore, the outdoor temperature during the various 23 flights varied from a 

minimum of 38°F to a maximum of 80°F, with a mean temperature of 62.9°F and a standard 

deviation of 14.1°F. The contour in Figure 8.7 shows the distribution of all data samples with 

respect to pitch and roll angles, indicating dynamic flight conditions and a large flight envelope 

covered over the 23 flights. 

 

Figure 8.7: Distribution of aircraft attitude samples over 23 flights [87]. 

 

Figure 8.7 shows a dense amount of data clustered around approximately negative 30° roll angle, 

which is attributed to the fact the most of the flights are in a loitering patter with left hand turns. 
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The average roll angle over the 23 flights was -19.8°, and the standard deviation was 20.64°. In 

terms of pitch, the average aircraft pitch angles was 5.39° and the standard deviation of pitch was 

6.78°.  The total duration of flight data considered for this attitude estimation comparison is 3 

hours 9 minutes and 41 seconds, with average flight duration of 8 minutes and 15 seconds. 

8.3 EKF and UKF Comparison for Loosely Coupled GPS/INS Sensor Fusion  

8.3.1 Performance Evaluation Metrics 

 

For this analysis a performance index, J, was selected to reflect the composite estimation 

error in units of degrees.  Therefore, this value includes the combination of both the mean 

absolute error and error standard deviation on both roll and pitch angle axes with respect to the 

Goodrich® mechanical vertical gyroscope that was used as the independent ‗truth‘ data. 

 

      mean est truth est truth est truth est truthJ w w                   8.1 

 

In order to maintain units of degrees, the weights in Equation (8.1) were chosen to be 0.3w  ,

0.2meanw  in order to sum to unity. Choosing 0.3w   places higher emphasis on the standard 

deviation of the estimation error.  In general, a smaller J indicates a better overall estimation 

performance of a sensor fusion algorithm with respect to the mechanical gyroscope 

measurements. 

 Additional values that are reported to evaluate performance are the four terms that are 

used in the calculation of the performance index, J, the standard deviation of the performance 

index over the 23 flights, and the maximum absolute error on both the roll and pitch channels. 
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8.3.2 Simple Stochastic Sensor Modeling Approach 

 

To verify the tuning approach used for this study, that were outlined in Chapter 6 and 

Chapter 7 a simple tuning test was performed to evaluate UKF and EKF‘s sensitivities to these 

stochastic model parameters. Specifically, a ratio scale factor between the process-noise 

covariance matrix and measurement-noise covariance matrix ,γ, 

 

0 0,Q Q R R       8.2
 

       

was varied over a large range of values, where a large γ represents an increase in the reliance on 

the filter‘s prediction step while a small γ represents an increase on the reliance of the 

measurement-update procedure within the Kalman filter. Figure 8.8 shows the estimation 

performance of the 9-State +6 Bias EKF and UKF as a function of the tuning parameter γ, 

averaged over 23 flights. 

 

 

Figure 8.8: Covariance tuning profile of the 9-State+6-Bias EKF and UKF (w/ non-additive noise). 
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Figure 8.8 indicates that both EKF and UKF are well tuned. That is, when γ=1, the performance 

is close to its overall best performance (minimum J). In addition, it appears that for this 

formulation EKF and UKF are similarly sensitive to this covariance tuning parameter.  The 

exception to this is at extremely low γ which represents now reliance on external measurements.  

Additionally, both curves are relatively flat for a large period (e.g. a few orders of magnitude 

around zero).  This represents that both EKF and UKF provide good performance over a 

relatively broad range of tuning. For a comprehensive analysis of the EKF and UKF sensitivity 

to covariance tuning as well as various other design parameters, sampling rate, and initialization 

error within these specific GPS/INS sensor formulations please refer to Rhudy, Gu, Gross, 

Gururajan and Napolitano [97].   

8.3.3 Performance Comparison Results 

 

The discussion of the results of the GPS/INS sensor fusion study starts by considering the 

average performance over 23-flights of low-cost INS attitude estimation, as well as the AVAE 

approach.  The AVAE approach is included, although it does not rely on a nonlinear KF, because 

it poses a cheap solution that significantly reduces estimation error, but it should not be as good 

in terms of performance or as elegant of a solution as employing the nonlinear KFs. Table 8-1 

lists the attitude estimation performance metrics of low-cost INS and AVAE averaged over 23 

flights. 
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Table 8-1: GPS/INS sensor attitude estimation performance of Low-Cost INS and AVAE 

GPS/INS Sensor 

Fusion 

Formulation 

mean(J) σ(J) mean(|φerr|) σ(φerr) max(|φerr|) mean(|θerr|) σ(θerr) max(|θerr|) 

Low-Cost INS  12.769 11.774 11.910 14.493 41.018 11.035 12.775 29.093 

AVAE 3.698 0.304 3.200 4.680 59.830 2.765 3.669 28.686 

* All values are in degrees 
         

Table 8-1 reaffirms the preliminary analysis conducted in Section 8.8.1 in that low-cost INS is 

not viable for attitude estimation.  An important indication of this is that the deviation of the 

estimation performance over the 23 flights, σ(J), is nearly as large as the average estimation 

performance.  In addition, the average maximum attitude errors are substantial. However, the 

AVAE algorithm significantly reduces the error, in terms of average performance index. 

Additionally, the AVAE performance is quite consistent from flight-to-flight as indicated by 

σ(J). However, the average maximum errors are not reduced with this approach.   

Tables 8-2 and 8-3  summarizes the average performance over the 23 flights for each EKF 

and UKF GPS/INS formulation in terms of average performance index, variation of the 

performance index and the statistics of the roll and pitch error. Figure, Table 8-2 represents the 

performance senor fusion algorithms when considering additive process-noise.  

Table 8-2: Attitude estimation performance between EKF and UKF assuming additive noise 

Assuming Additive Noise 

GPS/INS Sensor 
Fusion Formulation 

mean(J) σ(J) mean(|φerr|) σ(φerr) max(|φerr|) mean(|θerr|) σ(θerr) max(|θerr|) 

3-state EKF 2.065 0.224 2.244 2.200 13.216 1.869 1.940 7.780 

3-state UKF 2.072 0.238 2.248 2.207 13.219 1.875 1.952 7.738 

9-state EKF 2.077 0.280 2.328 2.201 11.978 1.917 1.892 7.400 

9-state UKF 2.084 0.286 2.341 2.211 11.955 1.907 1.905 7.428 

9-state + 6 IMU bias 
EKF 

1.782 0.228 1.831 2.149 12.277 1.412 1.630 6.244 

9-state + 6 IMU bias 
UKF 

1.778 0.223 1.818 2.143 12.257 1.410 1.631 6.267 

* All values are in degrees 
      



100 
 

Next, Table 8-3 represents the performance of the formulations when modeling noise directly on 

the IMU measurement vector. 

 

Table 8-3: Attitude estimation performance between EKF and UKF assuming non-additive noise 

Assuming Non-Additive Noise 

GPS/INS Sensor 
Fusion Formulation 

mean(J) σ(J) mean(|φerr|) σ(φerr) max(|φerr|) mean(|θerr|) σ(θerr) max(|θerr|) 

3-state EKF 2.085 0.244 2.263 2.164 12.922 1.914 2.001 8.275 

3-state UKF 2.070 0.255 2.249 2.166 12.753 1.904 1.967 10.194 

9-state EKF 2.094 0.294 2.368 2.176 11.822 1.954 1.923 7.526 

9-state UKF 2.102 0.315 2.346 2.215 11.918 1.950 1.929 7.523 
9-state + 6 IMU bias 

EKF 1.774 0.218 1.818 2.136 12.105 1.411 1.623 6.254 
9-state + 6 IMU bias 

UKF 1.778 0.214 1.823 2.147 12.202 1.404 1.626 6.316 

* All values are  in degrees 
       

In Tables 8-1 to 8-3, three decimal places were presented to show how the small differences 

were between the various algorithms. In that all estimates are referenced with respect to the same 

‗truth‘, it must be noted that the resolution of the Goodrich® mechanical vertical gyroscope is on 

the order of one-hundredth of a degree (i.e. pitch=0.0183°; roll=0.0275°). 

In general, regardless of the noise-assumption (additive or non-additive), the 9-state+6 

IMU bias formulation provide the best overall attitude estimation performance, both with respect 

to the mean and the standard deviation of the performance index over the 23 sets of flight data. 

The estimation performance is closely followed by the 9-state and 3-state formulations, for both 

additive and non-additive noise assumptions using either and EKF or UKF. All of the 3-state and 

9-state formulations exhibit nearly identical average performance. Also, as indicated in the 2nd 

column of Table 8-2 and Table 8-3 , the formulations that shows better performance also 

generally has less flight-to-flight performance variation. 
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Upon reviewing Tables 8-2 and 8-3, it is apparent that there is essentially no performance 

difference with respect to the attitude estimation between EKF and UKF with respect to the 

formulations considered in this study.  This is contrary to the claims of a previous study by van 

der Merwe et. al. based on simulation [31; 32], but closely agrees with the findings of others 

such as Wendel et. al. [41] and Crassidis [40].  This study offers some additional insight because 

comparisons were drawn with real flight data. 

Figure 8.9 illustrates the importance of relying on a diverse library of flight data, when 

performing a comparison between two nonlinear estimators using experimental data. In 

particular, the estimation performance of each of the algorithms over 23 flights does exhibit 

some variation from flight-to-flight. This is exemplified by considering the all of the 

formulations with non-additive noise, as shown in Figure 8.9. 

 

Figure 8.9:Non-Additive Noise  GPS/INS attitude estimation performance over 23 for various sensor fusion 

formulations .  

 

In Figure 8.9 with respect to the 3-state formulation, notice that if only a smaller subset of flights 

were used for comparison, it may lead to favoring either EKF of UKF over one another.  In 

addition, while the 9-state and 3-state formulation exhibit close overall average estimation 
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performance; there is flight-to-flight variation as to which In order to illustrate the flight-to-flight 

performance variations.  To further illustrate the small differences between EKF and UKF both 

when assuming noise as additive or non-additive, Figure 8.10 shows the relative performance 

difference between EKF and UKF for each of the three formulations. 

 

Figure 8.10: Estimation performance variation between EKF and UKF over 23 flights for both types of 

assumed noise. 

 

In Figure 8.10, the y-axes represent the difference of the EKF estimation performance and UKF 

performance; so that, a positive value indicates a ‗better‘ UKF and a negative value represent a 

‗better‘ EKF.  First, it is clear that approximately the same amount of points is distributed above 
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and below the y-axis, which is in agreement with the very small differences between the mean 

estimation performance of EKF and UKF among the formulations.  Furthermore, Figure 8.10 

shows that the 3-state formulation shows the largest magnitude differences between EKF and 

UKF, compared to the size of the performance differences between EKF and UKF for the 9-state 

and 9-state + 6-IMU bias formulations.  Another interesting property shown in Figure 8.10 is that 

there is smaller magnitude variation between the EKF and UKF whenever noise is assumed to be 

additive.  

 While Table 8-1 to 8-3 and Figures 8.9 to 8.10 provide a comprehensive performance 

summary between the EKF and UKF for attitude state estimation, it is also interesting to visually 

compare estimation performance.  Because a single plot of all the different sensor fusion 

estimates against the truth data is impractical, first a visual comparison is conducted that 

compares the different sensor fusion formulations.  That is, over a single example flight ( i.e. 

Flight #10 in the library) the 3-state, 9-state, and 9-state + 6 IMU bias GPS/INS sensor fusion 

estimates are plotted against the vertical gyroscope measurements. For this analysis, the EKF 

versions that assume additive process-noise are shown, however the same relationships appear 

when showing the UKF formulations and the non-additive process-noise cases.   Figure 8.11 

provides an example of pitch estimation performance with respect to the vertical gyroscope.  
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In Figure 8.11, the global view on the left shows the overall good agreement with the vertical 

gyroscope, which is far superior in comparison to the performance shown in Figure 8.2. The two 

zoomed views show that the bias tracking formulations are closer to the gyro measurement, 

which is expected given the results shown in Table 8-2. Figure 8.12 provides an example of roll 

estimation. 

  Figure 8.11: Pitch estimation compared with the vertical gyroscope measurement of different GPS/INS 

sensor fusion formulations using an EKF (assuming additive noise). 
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Similar trends are shown with respect to roll estimation in Figure 8.12.  The global view shows 

close agreement with the mechanical gyroscope.  The zoomed views on the right of the Figures 

show that the larger order filters appear to exhibit smoother estimated when compared to the 3-

state attitude only formulation. 

 Next, to visually compare the EKF and UKF, they are both plotted against the vertical 

gyro for all three formulations for the non-additive process noise case. The additive process-

noise cases show the same trends. Figures 8.13 and 8.14 provide visual examples of pitch 

estimates and roll estimates of the EKF and UKF against the vertical gyroscope. 

Figure 8.12: Roll estimation compared with the vertical gyroscope measurement of different GPS/INS sensor fusion 

formulations using an EKF. 
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Figure 8.13: Pitch Estimation EKF and UKF comparison for various GPS/INS formulations. 
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Figure 8.14: Roll Estimation EKF and UKF comparison for various GPS/INS formulations. 

 

Figures 8.13 and 8.14 shows no perceivable differences between the estimations provided by 

EKF and UKF for each of the three formulations. 
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8.4 EKF and UKF Linearization Procedure Comparison   

 

Another method used to assess the difference between EKF and UKF in GPS/INS 

applications was a comparison of the linearization methods is conducted. As discussed in 

throughout Chapter 5 and during the literature review in Chapter 2 a fundamental difference 

between EKF and UKF is that EKF relies on an analytical linearization of the nonlinear state 

transition and observation equations, while UKF transforms random states over a set of sigma-

points statistically. As noted by Lefebvre, Bruyninckx, and De Scheller [34], and Vercauteren 

and Wang [21]  the sigma-point transformations can be viewed as a statistical linearization. That 

is, a Weighted Least Squares Regression (WLSR) is carried out with the sigma-point, where a 

linear transition matrix, A, and a bias term c are used to approximate the nonlinear function, ( )f x

. 

1| 1 | 1 1| 1( )k k k k k kf A c      x x x
   8.3

 

    

This WLSR minimizes the weighted squared error between the true nonlinear predicted states 

and the linear model that is used to approximate the transition, A. 

1| 1 1| 1( ) ( )k k k ke f A c     x x
    8.4

 

     

In Equation 8.4 
1| 1k k x and 

| 1k kx  represent the weighted mean of sigma-points before and after 

being transformed through the nonlinear function respectively. Specifically, the solution for A 

and c that minimizes the linearization error e is provided with a standard weighted least square 

curve fitting method [21; 34] . 
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1| 1 | 1 | 1 | 1

1

k k k k k k k k
A P P

    


 x x x x     8.5

 

     

| 1 1| 1k k k kc A   x x      8.6
 

     

Using the insights in [21; 34], the difference between UKF and EKF for this specific application 

was quantified by comparing results of the two linearization processes over a single discrete 

time-step. Figure 8.15 shows the matrix norms of the attitude sub-matrix of both EKF (analytical 

linearization) and UKF (WLSR) linearized time-update models (i.e. A), and the norm of their 

difference obtained over a single flight.  The top plot in Figure 8.15 compares 
2

( , , )kA      

obtained using both the EKF and UKF procedures, and 
2

( , , ) ( , , )UKF EKF
k kA A      is shown in 

the bottom plot. For this example, the 9-state sensor fusion algorithms that assume noise directly 

on the IMU were used. 
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Figure 8.15: EKF and UKF locally linearized attitude models over time.  

 

As indicated in Figure 8-15, for this particular application, the linearization approaches produce 

very similar linear models. The differences are likely attributed to the additional bias terms c that 

the WLSR procedure includes to minimize linearization error. While small in magnitude, in 

order to capture the effect of these bias terms, the single discrete time-step predictions based on 

the EKF and UKF linearization methods for attitude mean and error covariance are shown in 

Figure 8.16 and Figure 8.17.    
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Figure 8.16: EKF and UKF 1 time step attitude magnitude prediction difference.  

350 360 370 380 390 400 410 420 430 440 450
0

1

x 10
-4

Time(s)

(D
e
g
.)

2

Attitude Error Covariance Norm: L
2
(P

k|k-1
-P

k-1|k-1
)

 

 
UKF

EKF

360 370 380 390 400 410 420 430 440 450

-2

0

2
x 10

-6

Time(s)

(D
e
g
.)

2

L
2
(P

UKF
)-L

2
(P

EKF
)



112 
 

 

Figure 8.17: EKF and UKF 1 time-step covariance prediction magnitude difference. 
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approaches were detectable in the above analysis, this did not contribute of a noticeable 

performance difference between EKF and UKF. 

Another difference that is often attributed to the EKF and UKF is the method for handling the 

process and measurement noise. Specifically, within UKF, sigma-points are created to augment 

the state-vector according to known or assumed statistical distributions of sensor noise, which 

are then directly considered at the sensor-level on sensor outputs and transformed through 

nonlinear equations in order to model uncertainty. This implicitly (statistically) linearizes around 

the assumed sensor noise. Instead, the traditional form of the EKF linearizes the nonlinear state 

transition and observation equations with respect to states and separately with respect to the 

noise assumptions, in order handle uncertainty.  This difference again was shown to have little 

effect on the estimation performance for this application. 

8.5 Nonlinear Information Filtering vs. Nonlinear Kalman Filtering 

 

It is known that for linear applications, the IF and KF are equivalent, however for multiple 

measurement-updates the IF has the good property that measurement updates are decentralized.  

When considering that the overall goal of this study is to develop a fault-tolerant algorithm, the 

property of decentralized measurement-updates is attractive.  Because the problem considered it 

nonlinear, a performance comparison between the nonlinear IF and KF using both Extended and 

Sigma-Point approaches was conducted in order to determine in any differences arise. For this 

comparison, the 3-state GPS/INS attitude estimation formulation was chosen. This formulation 

was chosen because it involves both nonlinear state-transition functions for prediction as well as 

nonlinear observation functions during the measurement-update procedure. Figure 8.18 and 8.19 

show the estimation performance index, J, over the 23 flights in the GPS/INS flight library.  
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Figure 8.18: Comparison of EKF and EIF over 23 flights. 

 

 
Figure 8.19: Comparison of UKF and EKF over 23 flights. 

 

In Figures 8.18 and 8.19 it is apparent that for the nonlinear forms of the IF are equivalent in 

terms of performance to the nonlinear forms of the KF over each of the flights in the GPS/INS 

library. 
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8.6 Position Error Smoothing and On-Line Calibration Position Drift Test 

 

Because the availability of pitch and roll measurements from a high-quality mechanical 

gyroscope, the focus of this study is monitoring estimation performance with respect to attitude 

estimation.  However, because the 9-state and 9-state + 6 IMU bias formulations provide 

estimates of position and velocity, it is also worthwhile to qualitatively assess the position 

estimates during periods of obvious GPS measurement noise. Figure 8.20 shows some examples 

of where the low-cost inertial information rejects large jumps in the GPS measurement, and 

provides a smooth solution. 

 

 

 

Due to the fact that no independent ‗truth‘ source for position of the SUAV, the extent of this 

analysis is limited visual interpretation, but in Figure 8.20 is appears that the GPS/INS solution 

provides a more reliable approximation of position than stand-alone GPS. 

 Position tracking error of INS dead reckoning monitored in a local navigation frame is 

not only dependent on the double integration of accelerometer readings, but also is dependent on 

the time integration of rate-gyroscope that are used to provide the attitude necessary to form a 

DCM that related the orientation of the accelerometers in the body-axis frame to the local 

Figure 8.20: GPS Measurement error smoothing with 9-state + 6-IMU   bias GPS/INS sensor fusion. 

 



116 
 

navigation frame. Therefore, position tracking error is often a metric used to evaluate the 

performance on an INS calibration procedure [94; 92] .  Furthermore, in the above performance 

analysis of the different sensor fusion algorithms that was evaluated with respect to attitude 

estimation, it was shown that the 9-state + 6-IMU bias tracking filters provided enhancements 

with respect to attitude estimation. In order to further demonstrate the performance of the 9-state 

+ 6-IMU GPS/INS formulation, Figure 8.21, represents the position tracking error with respect 

to a baseline GPS/INS reference trajectory of the bias tracking filter vs. the tracking error of a 

state only estimation filter. 

 

Figure 8.21: Position drift of the on-line IMU calibration filter during a 1 minute GPS outage.  

 

As shown in Figure 8.21, the position drift during a 1-minute GPS outage of the on-line 

calibration filter was reduced from 1,114 meters to 223.6 meters for a reduction of over 5 times.  

While Figure 8.21 shows and example of a single trajectory, these results were typical among all 

the bias tracking filters both with additive and non-additive noise.  
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Chapter 9 : GPS/INS/Magnetometer Sensor 

Fusion and Calibration 
Some of the results described in this Chapter are summarized and presented in a journal 

article submission [98] , and a conference article [99].    
 

Within in this study, an extensive comparison of EKF and UKF when considering different 

noise assumptions was carried out for GPS/INS over a diverse library of flight data, the results of 

which are presented in Chapter 8. In addition, the equivalent estimation performance of 

nonlinear Ifs and KFs for GPS/INS attitude estimation was also demonstrated. Throughout this 

Chapter, GPS/INS/Magnetometer fusion formulations are considered.  For this analysis, a more 

limited amount of SUAV flight data was available. Specifically, three sets of flight data were 

collected that included GPS/INS and Magnetometer information, and one of them is used to 

calibrate the magnetometers. As indicated in Chapter 8, the flight-to-flight variations between 

the EKF and UKF performance are such that basing comparisons between the two types of 

estimators with only limited number flights could be misleading. Moreover, Chapter 8 indicated 

that EKF and UKF provide essentially the same estimation performance for GPS/INS attitude 

estimation. Therefore, in the remaining chapters of this dissertation the UKF was utilized with 

noise assumed directly on sensor readings, and comparisons between EKF and UKF are no 

longer carried out. The remaining focus of the dissertation was to include magnetometers 

Chapter 9 and the design of a fault-tolerant attitude estimation algorithm Chapter 10.    

9.1 GPS/INS/Magnetometer Sensor Fusion  

 

For all the GPS/INS/Magnetometer formulations it is assumed that all sources of 

information are available at 50 Hz. Therefore because the GPS was recorded at 20 Hz, it was 

interpolated. This assumption was necessary to implement the fault-tolerant algorithm presented 
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in Chapter 10.  Novatel‘s latest OEM4 GPS receivers are available with a 50 Hz update rate, 

which have recently been integrated in the Gen-V avionics system, however, when flight data 

was collected for this study, 20 Hz was the maximum available GPS update rate.  

 

9.2 Off-line and On-Line Low-Cost Magnetometer Calibration 

 
The magnetometer calibration procedure that uses a GPS/INS attitude estimates that was 

outlined in Section 7.4 was carried out using the attitude solution from a 3-state + 6 IMU bias 

GPS/INS UKF, and the resulting calibration model was determined as given in Equation (9.1). 
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    9.1 

 

In Equation (9.1), AM is the multiplicative result of the Scale factor matrix and rotation matrix.  

To further calibrate the magnetometers, the 3-state + 9-bias GPS/INS/Magnetometer formulation 

was used, as shown in Chapter 7.  Figure 9.1 illustrate the effect of magnetometer calibration on 

roll and pitch estimation. 
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Figure 9.1: Effect of magnetometer calibration on attitude Estimation, Off-Line and Off-Line with Off-Line  

 
Figure 9.1 clearly shows that the off-line magnetometer calibration procedure that relied on 

GPS/INS improves the attitude estimates.  In addition, it further shows improvements in 

performance when including on-line sensor fusion based calibration.  

Using the two remaining sets of flight data that were not used for magnetometer calibration 

that had GPS, IMU, and magnetometer information and the vertical gyroscope available for a 

reference ‗truth‘, the estimation performances of the various sensor fusion attitude estimation 

algorithms are summarized in the next section. 

9.3 GPS/IMU/Magnetometer Sensor Fusion Performance Comparison 

 

Table 9-1 summarizes the estimation performance of a variety of sensor fusion algorithms 

that used GPS, IMU, and or magnetometers for attitude estimation, and are averaged over two 

flights. 
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Table 9-1: GPS/INS/Magnetometers attitude estimation performance summary. 

Attitude Sensor Fusion 
Formulation mean(J) mean(|φerr|) σ(φerr) max(|φerr|) mean(|θerr|) σ(θerr) max(|θerr|) 

3-state GPS/INS UKF 1.977 2.990 1.671 8.927 1.590 1.865 5.365 
3-state GPS/INS +6 Bias IMU 

UKF 
1.582 1.516 1.524 6.650 1.558 1.700 5.607 

2-state GPS/Mag.  UKF (Off-Line 
Magnetometer Calibration w/ 

GPS/INS) 
2.069 1.726 2.008 24.117 2.315 2.195 19.382 

3-state GPS/Accel./Mag. UKF 1.891 1.547 1.933 19.303 1.754 2.170 16.714 

3-state IMU/Mag. UKF (Off-Line 
Mag. Calibration Based on 

GPS/INS) 
21.943 15.809 19.588 50.089 22.989 27.688 47.052 

3-state GPS/IMU/Mag. UKF ( 
Raw Mag.) 

4.317 8.061 3.219 15.617 5.276 2.279 11.953 

3-state GPS/IMU/Mag. UKF 
(Off-Line Mag. Calibration) 

1.962 2.026 1.452 7.709 2.415 2.127 6.134 

3-state GPS/IMU/Mag. UIF (Off-
Line Mag. Calibration) 

1.962 2.026 1.452 7.709 2.415 2.127 6.134 

3-state GPS/IMU/Mag. UIF (Off-
Line Mag. +On-Line Mag./INS 

Calibration) 
1.616 1.598 1.697 6.976 1.417 1.679 6.286 

* All values are reported in degrees 
       

Table 9-1 shows several formulations including off-line magnetometer calibration, on-line sensor 

calibration, and formulations that use only a subset of the sources of information.  Upon in 

inspection, Table 9-1 reaffirms the trend shown in Figure 9.1.  That is, the off-line magnetometer 

calibration procedure that utilizes GPS/INS attitude to calibrate the magnetometers improved the 

estimation performance in comparison to using the raw magnetometer readings (compare row 6 

with row 7). Furthermore, once on-line bias tracking was included, the estimation performance 

of GPS/IMU/Mag. further increased (row 9).  However, upon comparing rows 2 and 9, it is 

apparent the GPS/INS attitude estimation with on-line bias tracking provides slightly better 

performance than GPS/INS/Mag. with bias tracking.  However, the use of magnetometers with 

GPS or GPS/Accelerometers and no rate gyroscopes provides a good attitude estimation 

solution.  The good performance of these two formulations is particularly interesting, because 

they relied on a prediction step based on random walk, and did not use rate gyroscopes. This 
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success was not extended to the use of only of only rate gyros and magnetometers (row 5), which 

does not produce very good attitude estimates.  A comparison of 3-state GPS/INS, GPS/Mag., 

and INS/Mag. sensor fusion formulations is shown in Figure 9.2. 

 

 
Figure 9.2: Comparison of 3-state GPS/INS, GPS/Mag., and INS/Mag. sensor fusion. 

 

As indicated in Figure 9.2, the GPS/INS and GPS/Mag. both closely follow the vertical 

gyroscope; however, the INS/Mag. formulation exhibits large errors.  This formulation was still 

included because it may prove useful for short periods of time in the event of a sensor failure.  In 

addition, the INS/Mag. formulation may improve if the Magnetometer and rate gyroscopes are 

calibrated with on-line bias tracking.  These issues are explored in the next Chapter, which is 

focused on fault-tolerant sensor fusion.  Finally, another property indicated is Table 9-1, is that 

just as the case for 3-state GPS/INS attitude estimation, the UIF and UKF produced the same 

average estimation error with respect to the vertical gyro (row 7 and row 8).   
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Chapter 10 : Fault-Tolerant Attitude Estimation 
Some of the results described in this Chapter are summarized and presented in a journal 

article submission [98] .    

10.1 Redundancy and the Information Filter for Fault Accommodation  

 

The final phase of this study considers the design of a fault-tolerant attitude estimation 

algorithm that is built upon on the foundation laid by the nominal condition sensor fusion 

comparisons presented Chapter 8, and the improved performance accuracy attributed to 

including magnetometers and on-line sensor calibration as presented in Chapters 8 and 9. 

Specifically, a fault-tolerant attitude estimation algorithm is derived based on the 

GPS/INS/Magnetometer attitude estimation formulation outlined in Section 7.2.3, where the 3-

state attitude estimates are enhanced to include the tracking to time-varying biases of each of the 

nine low-cost sensors fused (3 rate gyroscopes, 3 accelerometer, and 3 magnetometers). The goal 

of this algorithm is to exhibit high-performing estimation accuracy during sensor failures and to 

lose performance gracefully during long duration sensor failures. The types of failures 

accommodated include both ‗hard‘ failures which are defined as occurring quickly and having a 

large magnitude, as well as ‗soft‘ failures that grow slowly over time and have a smaller 

magnitude.    

The choice of the GPS/INS/Magnetometer formulation was natural due to the fact that if any  

two of the three partially redundant information sources  (GPS/Accelerometers, Rate 

Gyroscopes, Magnetometers) fused together provides a sensor fusion based attitude estimation 

solution alone.  Additionally, under nominal sensor conditions, the GPS/INS/Magnetometer 

fusion provides good estimation performance.   For the design of a fault-tolerant attitude 

estimation algorithm, the partially redundancy of the attitude information sources is exploited, 

and at high-level, the algorithm‘s FDI procedure can be viewed of as form of implementing a 
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voting procedure, where two stages of FDI are utilized to handle failures.  The details of the two 

forms of FDI are described in the next two sections of this chapter.   

Both for the case of GPS/INS and GPS/INS/Mag. the KF and IF were shown to provide the 

same estimates, and because the measurement-update procedure of the IF consists of a trivial 

sum of information, a UIF was chosen as the nonlinear estimator in design of the fault-tolerant 

attitude estimation algorithm. Specifically, because the UIF decentralizes the measurement-

update procedure for each source of information (from j=1 to N), and then combines information 

with a summation,     
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a failure accommodation procedure is accomplished by removing a source of information that 

has been detected faulty.   

Since the UIF provides an easy mechanism for failure accommodation, the remaining hurdle 

that was needed to implement a fault-tolerant attitude estimation algorithm was the ability to 

detect sensor failures (i.e. FDI).  In this study, FDI of substantial failures is accomplished in two 

phases. First, FDI is accomplished by isolating the information sources, and representing the 

statistical agreement between the isolated solutions. Second, FDI of smaller failures is 

accomplished by monitoring the change of the sensor bias estimates. Information isolation and 

both types of FDI used are described in the next sections of this Chapter. 
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10.2 Information Isolation 

 

In the 3-state GPS/INS/Magnetometer sensor fusion formulation, three sources of information 

are used to estimate attitude: namely, rate gyroscopes, the Earth‘s gravity vector, and the Earth‘s 

magnetic field vector. In the specific formulation presented, the rate gyroscopes are used to 

predict attitude, or in terms of the nonlinear KF, provide the „a priori‟ estimate of mean and 

error-covariance. Then, both the Earth‘s gravity vector and magnetic field vector are referenced 

during measurement-update procedures, to obtain the „a posteriori‟ estimates of the sate vector 

and error-covariance.  Where gravity is referenced by using the information from the tri-axial 

accelerometers and GPS velocity measurements, and the magnetic field is referenced using the 

information from magnetometers and WMM values. In this scenario, some of the sensors are 

used for prediction, and some information is used measurement-update, as shown in Figure 10.1. 

 

Figure 10.1: GPS/INS/Magnetometer sensor fusion block diagram. 
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Using some information for prediction and some for measurement-update provides a straight-

forward solution whenever all the sensor outputs are exhibiting their nominal level on 

uncertainty (i.e. close to the Q and R assumptions). However, when considering the 

implementation of FDIA, for this particular scenario, a difficulty arises when trying to detect a 

sensor failure that occurs during the prediction step.  In particular, if the „a priori‟ attitude from 

the rate gyroscopes is fused either with the GPS/acceleration information or magnetometer 

information it is difficult to determine whether a sensor failure occurred  on the rate sensors or 

the sensors used for measurement-update.  To avoid this problem, it is imperative to isolate 

information sources for the purposes of FDI. 

In order to isolate the three information sources to conduct FDI, the random walk attitude 

update procedure was used. In this approach, the assumption is made that that the „a priori‟ 

attitude is equal to the „a posteriori‟ with an increase level on uncertainty.   

 

rww x 0       10.3 

 

 

The prediction offered by Equation (10.3) proved successful in the GPS/Magnetometer and 

GPS/Accelerometer/Magnetometer formulations discussed in Chapter 9.  In this case, the 

estimation filter performs a correction based on the measurement-update only. Using Equation 

10.3 it is them possible to isolate the three sources of information, as depicted on Figure 10.2 
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Figure 10.2: Sensor information isolation for FDI. 

 

With the information from the rate gyroscopes (denoted with superscript P), gravity information 

(denoted with superscript G), and magnetometer information (denoted with superscript M), it is 

possible to design an FDI scheme.  It is important to mention that in the case that the FDI scheme 

determines that all three sources are nominal; it is desirable to use the approach depicted in 

Figure 10.1.  Therefore, Figure 10.2 only represents the mechanism used to isolate the sensors 

for FDI, and then information is summed using Equations (10.1) and (10.2) based on the 

selection of the FDI procedure.          
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10.3  ‘Virtual Force-Field’ Based Failure Detection and Identification 

 

Using the three isolated information sources, as described in the previous section, the first 

form of FDI considered in this study is based cross-checking, or voting [98]. This approach I 

rooted on multivariate normal (MVN) statistical hypothesis testing. More precisely, a 2 ,‗Chi-

Square‘, statistical hypothesis test [100; 54; 56; 59; 60; 101] is used to evaluate the agreement 

between estimates of the state vector and error-covariance that are calculated using different 

information sources.  

First, three sets are defined, (
kS , 

kE ,
kI ), where 

kS  is a set of N sensor information sources 

used to calculate estimates,
 kE  is a set of N state estimates each only based on one information 

source, and 
kI  is a set of associated Fisher information matrixes of the estimates. In this 

particular case N is equal to three sources (Gravity Vector, Rate Gyroscopes, and 

Magnetometers).  In order to implement FDI, the statistical agreement between one estimate in 

the set (
ske , ,s kI ) and the remaining estimates that belong to the set ( \k k skeE E , \k k skII I ) is 

defined by evaluating the likelihood that the estimated mean, esk, belongs to the MVN defined by 

another member of the set, N(eik,(Iik)
-1)  

 

   2
|

T

s i sk ik ik sk ike e I e e       10.4 

 

where 2
|s i  is a scalar that may be used to define a confidence interval that esk  ~ N(eik,(Iik)

-1) .  

Recall, that for our case, the inverse of the Fisher information matrix is equation to the error-

covariance matrix.  The scalar-value, 2
|s i , is used to determine the magnitude of a ‗virtual force‘  



128 
 

| 2
|

1
s i

s i

F


      10.5 

 

which is interpreted as the force of estimate s given sensor i.  As shown in Equation (10.5) the 

‗virtual force‘ magnitude is defined as the inverse of the scalar Chi-Squared test statistic.  The 

direction of each force is them assigned as the vector from 
ske  to each respective remaining 

member of kE .  The unit vector of which is defined by Equation (10.6). 
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,          

The combined force at 
ske  

is a sum of a total of N-1 force vectors associated with 
ske  . 
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Upon summing the ‗virtual forces‘ for each of the sensors that belong to Sk , its magnitude , sF , 

is used  as the signal to base the FDI  upon.  Specifically,   if sF  is less than a threshold, 
s , a 

failure is declared for the sensors, sk. For the general case, this approach is not limited to only 

three information sources, however in this study only an attitude prediction from rate 

gyroscopes, and measurement-updates related to Earth‘s gravity and magnetic vectors. An 

illustration of the ‗virtual force field‘ associated with the three sources considered in this study is 

shown in Figure 10.3. 



129 
 

 

Figure 10.3: 2-D Conceptual schematic of ‘Virtual Force Field’ FDI [98]. 

 

 

In Figure 10.3 the three ellipses represent the estimated error-covariance of three different 

information sources.  A ‗virtual force‘ magnitude is determined between each estimate and the 

remaining two. The ‗virtual forces‘ for each of the estimates are summed using vector addition, 

and their magnitudes are compared to a user-defined threshold.  Within this study, the thresholds 

are determined by monitoring a history of the ‗ virtual force‘ magnitudes when the information 

source is known to be healthy.  

 

10.4 On-Line Calibration Based Failure Detection and Identification 

 

While the ‗virtual force field‘ FDI approach of the previous section provides a method for 

handling relatively large sensor failures, a second approach was implemented to handle more 

subtle sensor failures. The on-line calibration based method monitors the sensor bias estimates, 

and assumes that each sensor bias should not exceed a specified bound, E. In this case, the 
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specified bound was determined by monitoring the magnitude of the time-varying bias during 

nominal sensor performance.  Using this bound, failures are monitored at two levels.  The first 

level triggers if the bias state exceeds, E, and at this point, an ‗Abnormal Condition‘ is declared 

and the on-line calibration is still allowed to accommodate for the sensor bias.  However, if the 

bias then grows to exceed a second threshold, αE, where α >1, then the set of sensors associated 

with that sensor bias are removed from the information update procedure.  At the point at which 

a sensor failure is declared, the bias estimate is capped at the detection threshold, and the error-

covariance matrix values associated with the bias states are scaled over time. 

 

| 1 | 1
f f

k k k kP P  
     10.8

 

 

For this study, β was empirically selected as 1.005. The purpose of scaling these values over time 

is to model and increased amount of uncertainty of the bias states that have been capped for 

some time. Figure 10.4 illustrates this approach. 

 

 

Figure 10.4: Conceptual schematic of on-line calibration based FDI 
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10.5 ‘Hard’ Sensor Failures 

 

In order to evaluate the fault-tolerant attitude estimation algorithm‘s ability to handle large 

abrupt sensor failures („Hard Failure‟), failure scenarios were simulated by imposing specified 

sensor errors on the actual recorded flight data.  In addition, this evaluation was conducted for 

one half of the flight during the second half of the flight, where: 

 A Large GPS velocity measurement failure consisted of abruptly adding random 

normally distributed noise N(0,2 m/s) to the GPS  velocity measurements.  

 A Large rate gyroscope failure consisted of abruptly saturating all of the  rate sensors to 

their full scale ranges (150 deg/sec.)   

 A Large magnetometer consisted of abruptly adding a bias on 500 mGauss on each of 

the magnetometers.  

The results of the sensor fusion algorithm during nominal sensor conditions and during the 

different failure scenarios are listed in Table 10-1. 

 

Table 10-1: 2-flight average fault-tolerant attitude estimation performance [98]. 

GPS/INS/MAG Failure Scenario mean(J) mean(|φerr|) σ(φerr) max(|φerr|) mean(|θerr|) σ(θerr) max(|θerr|) 

Nominal Sensors without FDIA 1.616 1.598 1.697 6.976 1.417 1.679 6.286 

Nominal Sensors with FDIA 1.584 1.585 1.708 8.549 1.360 1.610 5.527 

Large GPS Velocity Failure 3.773 3.566 5.546 19.545 2.205 3.185 15.503 

Large Rate Gyroscopes Failure 1.897 1.8140 2.211 14.131 1.622 1.820 6.486 

Large Magnetometer Failure 2.061 1.931 2.216 18.134 1.693 2.240 12.016 

* All values are reported in degrees 
       

When interpreting Table 10-1, the first good indication is that the performance slightly increases 

under nominal sensor conditions before and after the FDIA scheme is used (comparing row 1 
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and row 2).  To account for this, it was determined that the FDIA approach was successful at 

detecting real instances of poor GPS measurements, and example of this is shown in Figure 10.6. 

 
Figure 10.5: ‘virtual force field’ FDIA of natural GPS measurement quality degradation [98]. 

 

In the top plot of Figure 10.6 a half second of flight data is shown, in which a sequence of poor 

GPS measurements are detected. The poor GPS measurement effect on the roll estimates is 

shown in the bottom plot of Figure 10.6 in which the sensor fusion with FDIA tracks the vertical 

gyroscope roll channel more closely. The bottom three rows of Table 10-1 indicate the 

estimation performance of the sensor fusion algorithm during the failure scenarios.  In general, 

the GPS failure was the worst-case scenario, but still provides a reasonable solution with an 

average estimation performance under 4°.  This is expected, due to the fact the 

INS/Magnetometer sensor fusion formulation presented in Chapter 9 resulted in the worst 
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attitude estimates among all the sensor fusion algorithms. The estimation performances during 

either the rate gyroscope or the magnetometer failure scenarios were very good, in that both were 

within 0.5° of the nominal case.  

In order to illustrate the FDI scheme, Figure 10.5 shows the 3-D error-covariance 

ellipsoids located at the estimated attitude mean, as well as the ‗virtual force‘ vectors of the three 

sensors.  In Figure 10.6, the green ellipsoid and vector indicate the rate gyroscope prediction, the 

blue ellipsoid and vector indicate the GPS/Accelerometer information fused with the random 

walk prediction, and the red ellipsoid and vector indicate the magnetometer information fused 

with the random walk prediction.  

 

 

Figure 10.6: Snapshots of ‘virtual force field’ detection during sensor failures. 

No Failures GPS/Accel. Failure 

Mag. Failure 
Rate Gyro Failure 
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In the top left of Figure 10.6, there is no sensor failure. In this case all three error-covariance 

ellipsoids are intersecting one another, and the three ‗force‘ vectors are all pointing toward a 

common mean.  In the top right of Figure 10.6, a large GPS failure was introduced. In this 

scenario, the blue error-covariance ellipsoid is far away from the other two error-covariance 

ellipsoids and the blue force vector is not even visible because it is such a small magnitude.  In 

addition the two remaining healthy sensor‘s ‗force vectors‘ are pointing toward one another.  The 

same trend is followed during the two other failure scenarios as indicated in the bottom half of 

Figure 10.6. 

 In order to further demonstrate the ‗virtual force field‘ approach, a simulation was conducted 

in which 3 sequential 15 second duration sensor failures were imposed on the flight data, with 15 

seconds of nominal sensor performance between each failure.  This test was intended to show the 

smooth transitions between accommodating for different types of sensor failures.  The roll 

estimation and roll estimation error during this simulation is shown in Figure 10.7 and the pitch 

estimation and estimation error are shown in Figure 10.8. 
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Figure 10.7: ‘virtual force-field’ FDIA roll estimation performance during 3 15 second failures [98]. 
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Figure 10.8: ‘virtual force-field’ FDIA pitch estimation performance during 3 15 second failures. 

 

 

Figures 10.7 and 10.8 show the smooth transitions between failure anre nominal scenarios.  In 

addition, as expected the estimation error does tend to get slightly more noise during failed 

condition.  Figure 10.9 shows the logorithmic scale of the force magnitudes of the three sources 

of information throught the 3 sequential 15 second failure simulation. 
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Figure 10.9: Magnitudes of ‘virtual forces’ and associated failure detection threshold for each of the three 

information sources [98]. 

 

 

 

As Figure 10.9 demonstrates, the ‗virtual force field‘ FDI scheme provides a clean signal to use 

for detecting large abrupt sensor failures.  In Figure 10.9, the black dashed lines indicate the 

user-defined detection thresholds, Ω. 

While one might argue that it would be relatively easy to determine large sensor failures 

after a few time-steps, it is important to stress that the ‗virtual force field‘ detection scheme 

instantaneously, automatically, handles detecting and accommodating for large sensor failures. 

In addition, large sensor failures are accommodated with smooth as indicated in Figures 10.7 and 

10.8.   However, in order to further test the ‗virtual force field‘ FDI strategy‘s ability to handle 
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sensor failures,  that are large and abrupt, but instead only short duration, a simulation was 

conducted in which measurement spikes were introduced.  As an example, this test was 

performance by biasing the rate gyroscopes; however, it is reasonable to assume the same trend 

would hold for the other two information sources.  For this test, randomly generated biases that 

are distributed N(0,100 deg/s) were introduced on all three rate gyroscopes with a uniform 

probability of occurrence of 5%.  Figure 10.10 shows the outcome of this test. 

 
Figure 10.10: Randomly generated rate bias ‘virtual force-field’ FDIA test. 
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Figure 10.10 indicates the sensor fusion with FDIA shows a better performance to large, but 

short duration sensor failures.  However, when viewing the average estimation error, it is 

important to mention the sensor fusion algorithm without FDIA is fairly robust to sensor failures.  

Particularly on the pitch channel, which is plotted in the center of Figure 10.10, the sensor fusion 

scheme with FDIA is much smoother. 

10.6 ‘Soft’ Sensor Failures 

 

In addition to handling large sensor failures, it is important to handle small failures that 

slowly grow over time. To accommodate for these types of failures, the on-line calibration based 

FDI scheme was used. Throughout this section, some case study examples of the on-line 

calibration based FDI approach are discussed.   

In order to show an example of this type of failure accommodation, a simulation was 

conducted in which a known time-varying bias was imposed on the flight data.  In particular, 

Figure 10.11 shows an example in which a small pitch rate bias was introduced that was driven 

by random walk with a standard deviation 0.02 deg/s.   
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Figure 10.11: FDIA of small pitch rate bias through on-line calibration tracking [98]. 

 

As indicated in Figure 10.11, for a significant portion of the flight, an abnormal condition is 

declared, but the on-line calibration estimate is allowed to accommodate for the small bias.  The 

failure declaration threshold was set to be 1.5 deg/s, at around 440 seconds, the bias estimate is 

capped, as indicated by the blue signal, and the rate gyros are no longer used. It is important to 

point out that this simulation imposed an artificial time-varying bias on a real flight data signal 

that already had a natural time-varying bias; therefore in order to obtain the estimate of the 

imposed bias (magenta dashed signal), baseline bias estimated were subtracted from the signal 

after the fact for plotting purposes.  

 Another simulation was conducted with a similar scenario, however with a bias that 

grows and then shrinks.  The purpose of this test was to test the ability of the FDI strategy to 
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‗turn-off‘.  Figure 10.12 show the simulation in which s pitch rate bias was introduced, grew 

linearly, and then got smaller linearly.  

 

Figure 10.12: FDIA of small pitch rate bias through on-line calibration tracking,  ‘turn-off’ test. 
 

Figure 10.12 shows that on the way up, there is hardly any time lag between the bias estimate, 

and the artificially imposed bias; however, it took the accommodation strategy some time to 

allow the sensors to be used again.  This is due to the fact that, with this approach, upon a failure 

declaration, the bias estimate is capped at the detection threshold.  Although it is revaluated at 

each time step, the imposed bias must be significantly smaller for the estimated bias to jump 

below the threshold.  Therefore, this approach is conservative, in that, it is more difficult for a 

sensor to be re-declared healthy, than for it to be declared faulty. 
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 So far, cases study of a small pitch rate bias detection have been shown, but these result 

are also shown with respect to magnetometer failures.  Figure 10.13 indicates the detection of a 

slowly growing magnetometer bias on the x-axis magnetometer, which was driven by random 

walk with standard deviation 2 mGauss (note that the range of the sensors is ±3500 mGauss). 

 

Figure 10.13: FDIA of small magnetometer bias through on-line calibration tracking. 

 

The case shown in Figure 10.13 shows the ability for the detection scheme to go in and out of 

declaring an abnormal condition once the bias growth changes directions.  In this instance, the 

calibration failure detection threshold was set to 150 mGauss.  Figure 10.14 shows the effect of 

FDIA for the above scenario. 
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Figure 10.14:  Sensor Fusion estimation error with and without FDIA during a growing magnetometer bias. 

 

Figure 10.14 further indicates the importance of FDIA.  With the growing magnetometer bias, 

the sensor fusion estimates without FDIA continue to grow, while the estimation error of sensor 

fusion with FDIA remains small. 

 Finally, the same trend is exhibited during a simulation in which a slowly growing 

accelerometer error is imposed on the accelerometer signal.  In the simulation shown in Figure 

10.15 the imposed accelerometer bias was random walk driven with a standard deviation of 0.2 

m/s2.  
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Figure 10.15: FDIA of growing accelerometer bias through on-line calibration tracking. 

 

 

Just as the case of the magnetometers and rate gyroscopes, monitoring the sensor biases 

estimated on-line proves successful for detecting slowly growing failures.  The estimation 

performance during this simulation is shown in Figure 10.16 
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Figure 10.16: Sensor Fusion estimation error with and without FDIA during a growing accelerometer bias. 

 

 

As Figure 10.16 indicates, the estimation error with FDIA is significantly smaller that without.  

Once the bias threshold of the accelerometer is reached, the entire GPS/Accelerometer based 

measurement-update is removed from the information filter update.  Therefore, the estimation 

error even with FDIA is fairly large.  This is comparable with the large GPS failure scenario 

listed in Table 10-1, and is expected due to the poor performance of the 3-state 

INS/Magnetometer formulation discussed in Chapter 9. 
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Chapter 11 : Conclusions and Future Directions 

11.1 Summary and Conclusion 

 

In SUAV based applications the performance of navigation systems often reflects a tradeoff 

between accuracy and cost. In order to compensate for this, sensor fusion algorithms based on 

nonlinear Kalman Filters are often used to provide a low-cost and accurate solution.  Within this 

study, several sensor fusion algorithms were formulated and experimentally validated in terms of 

estimation performance. This provided a necessary supplement to previously conducted 

simulation studies in the available literature [31; 41; 40] , and provided a foundation of which to 

build upon toward designing a fault-tolerant algorithms.   

Following a detailed comparative analysis, it was determined through the use of experimental 

flight data the EKF‘s and SPKF‘s ability to handle the nonlinearities and uncertainties associated 

with the application of attitude estimation for these low-order estimation filters are essentially 

the same. The trend of very similar estimation performance was shown across 23 diverse sets of 

GPS/INS flight data collected using four separate sensor systems with the use of independent 

attitude ‗truth‘ measurements.  Furthermore, within this study, multiple formulations were 

considered which varied how noise was considered and where nonlinear relationships were used 

in the estimation filter.  In addition, a linearization comparison was conducted in which the 

central difference between the EKF and SPKF was directly compared.  This analysis also 

showed little difference between the two approaches.  Specifically, both the time-varying 

linearized models extracted using the statistical linearization approach of the UKF and the 

analytical linearization used by the EKF were very similar. Across many flights with different 
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hardware and among different algorithm formulations, EKF and UKF provided similar SUAV 

attitude estimation performance. 

The experimental EKF and UKF comparison results are valuable for others considering the 

particular application of SUAV attitude estimation.  On the other hand, this work does not 

question the fact that the Unscented Transformation is fundamentally a better way to handle the 

transformation of random variables through nonlinear functions [30].  In fact, it is likely that 

applications with other nonlinearities may see performance improvements with the sigma-point 

approach; however it just was not the case for this particular application. The comparisons 

offered in this study were exposed to nonlinearities such that the UKF on the average did not 

outperform the EKF.   

Another aspect of this study used the nonlinear KFs to improve accuracy by tracking on-line 

sensor biases. This approach is common in the literature [23; 32; 24], but within in this study it 

represented an important milestone toward achieve fault-tolerance through sensor fusion. In 

particular, when provided a simple model of time varying sensor biases, both the EKF and SPKF 

were experimentally shown to track time-varying inertial sensor biases and improve attitude 

estimation performance. Another portion of this study used a GPS/INS sensor fusion solution to 

determine a calibration model of a set of low-cost tri-axial magnetometers. Using the GPS/INS 

derived magnetometer calibration model, improved GPS/INS/Magnetometer attitude estimation 

sensor fusion performance, and provided an additional partially redundant source of information.  

On-line calibration within the filters improved performance and opened a path toward fault-

tolerant attitude estimation. 

To further address reliability, a sensor fusion attitude estimation algorithm was developed that 

provided a high-performance solution both during nominal sensor conditions and during 
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simulated sensor failures.   This algorithm was based on a nonlinear Information Filter (i.e. UIF). 

The UIF provided a natural platform for failure accommodation, as was suggested in the 

literature for other sensor fusion applications [22; 20; 21].  In order to implement FDI, a two-

tiered approach was used. This FDI approach was based on statistical hypothesis testing and on-

line bias monitoring. In particular statistical hypothesis testing was used to populate a ‗virtual 

force-field‘ which provided a scalable way to evaluate the health of individual information 

sources. The combination of these approaches provided a solution for mitigating both abrupt 

sensor failures and failures that grew from zero over time.  By imposing artificial failures to 

corrupt real flight data, several simulation case studies were shown in which the fault-tolerant 

attitude estimation algorithm successfully identified and accommodated for a sensor failure.   

Finally, a contribution of this work is the development of an SUAV avionics system for future 

research at WVU.  The system is specifically designed to allow for fault-tolerant flight controls 

research, and provides a lot of flexibility for future sensor fusion research. 

11.2 Future Directions 

 

There are many openings for future development in this project.  In particular, while the 

random walk assumption for on-line bias estimation proved powerful, an in-depth stochastic 

modeling of the inertial sensors based on Allan variance testing [91; 102; 50; 92; 103] could 

provide a better estimation of the true time-varying sensor bias.  This is the next step planned by 

the author of this dissertation.   

Furthermore, while this study leads to the conclusion that there is essentially no difference 

between EKF and UKF for this practical application,  a sensitivity analysis to the various design 

parameters associated with EKF and UKF as well as their robustness to various conditions would 
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be useful for further investigation.  This is the graduate project of fellow WVU PhD student 

Matthew Rhudy [97].     

Finally, in this study only three information sources were used for the fault-tolerant attitude 

estimation algorithm.  Because at high-level the failure accommodation strategy outlined in this 

study is a form of voting, by increasing the number of information sources, it is expected that 

better performance, robustness, and the ability for the algorithm to accommodate for concurrent 

failures.  This is a direction that is currently under development for experimental evaluation by 

Dr. Yu Gu.  
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Appendix A.  Discretized Models and Jacobian 

Matrices 
 

In order to implement the GPS/INS sensor fusion algorithm using a nonlinear filter, the 

continuous time formulations must be discretized. This was done using a first order Euler 

approximation.  For the case of the EKF, Jacobian matrices that are comprised of first order 

Taylor series expansion are included. This Appendix includes the discretized models of the 

various GPS/INS sensor fusion formulations. 

 

A.1 9-State Formulation 

The discrete equivalent of the 9-state formulation is provided in A.1. 
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A.1 

 

Since the Kalman Filter equations only apply to a linear model, the system equations (A.1) are 

linearized by using a first order Taylor series expansion leading to the generation of a 9x9 



160 
 

Jacobian matrix.  The linearized state relationship matrix is indicated as A within Eq. A.3, and is 

shown in expanded form 
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A.2 3-State Formulation 

  

The 3-state formulation separates the IMU rate gyros and accelerometers between the 

prediction and measurement procedures, respectively; however the same relationships are 

present.  Therefore, the linear A matrix consists of indices (7:9x7:9) of (A.2), and the linear H 

matrix consists of indices (4:6x4:6).  

A.3 15-State Formulation 
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The 15-state formulation augments the IMU input with six estimated bias parameters.  

Therefore upper left-hand 9x9 sub-diagonal block of A is the same as the 9-state formulation 

(0.3), however the IMU measurements have the bias estimates negated from then.  Furthermore, 

additional terms in the Jacobian arise due to partial derivatives with respect to the bias 

parameters. The first 3x3 block arises by taking partials of the velocity update equations 

(4:6)x(10:12). 
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The second 3x3 block is calculated by taking partials of the velocity update equations 

(7:9)x(13:15). 
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Therefore, the resulting linear A matrix for the 15-state formulation is given: 
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       A.5  

Finally, the linear observation function used within the 15-state formulation is simulate to the 9-

state, but is horizontally concatenated with a 6x6 matrix of zeros. 

 

 

 

A.4 Non-Additive Noise 

 

When considering non-additive noise, the assumption used in this study was the noises were 

additive at the sensor level.  Therefore additional Jacobians of the state equations with respect to 

additive noise on the inputs were used.  Because the functions are linear with respect to the input 

vector, these Jacobians were simply the state transition functions.  For the 9-state formulation, 

the derivative of f with respect to the acceleration inputs is  the DCM representing the velocity 

update equations, and additive noise on the rate gyros were propagated using the attitude 

kinematic equations. 
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Appendix B.  Joint-Estimation vs. Dual-Estimation 

for On-Line IMU bias tracking 

 
As indicated in Chapter 6 originally both dual and joint state and parameter estimation 

approaches were considered. However, a dual state and parameter filter assumes that the off-

diagonal terms of the error-covariance matrix between the states and parameters are zero 

(Equation( 6.1)).  In this appendix, the poor performance of the dual state approach is shown in 

comparison to the joint approach. Also, the cross-covariance terms of the joint filter between the 

states and IMU biases are shown to have a magnitude that is significant in comparison to the 

diagonal terms. Figure B.1 shows the comparison of estimation performance over 23 flights. 

 

 

Figure B.1: Performance comparison of Joint vs. Dual Bias Estimation 

 

The estimation performance of the dual state and bias tracking filter is significantly worse than 

the joint approach (average J=2.244 vs. 1.777). In order to illustrate that the cross terms on the 
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parameters with respect to the states are significant, Figure B.2 shows a time history of the 

magnitudes of some block diagonal sections of Px. 

 

 

Figure B.2: Time history of cross-covariance terms of states and parameters in joint state and parameter 

estimator 

 

Figure B.2 shows  that the cross-covariance of the attitude with respect to the accelerometer 

biases has a significant magnitude  and therefore would greatly contribute to the calculation of 

the Kalman gain. 
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