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Aiming at solving network delay caused by large chunks of data in industrial Internet of Things, a data compression algorithm
based on edge computing is creatively put forward in this paper. The data collected by sensors need to be handled in advance and
are then processed by different single packet quantity K and error threshold e for multiple groups of comparative experiments,
which greatly reduces the amount of data transmission under the premise of ensuring the instantaneity and effectiveness of data.
On the basis of compression processing, an outlier detection algorithm based on isolated forest is proposed, which can accurately
identify the anomaly caused by gradual change and sudden change and control and adjust the action of equipment, in order to
meet the control requirement. As is shown by experimental simulation, the isolated forest algorithm based on partition out-
performs box graph and K-means clustering algorithm based on distance in anomaly detection, which verifies the feasibility and
advantages of the former in data compression and detection accuracy.

1. Introduction In order to capture road information in real time, sensors

and cameras mounted on unmanned vehicles will generate
With the rapid development and integration of the Internet  about 1 GB of data per second. According to THS, by 2035,
of Things (I0T) and cloud computing technology, we have  there will be 54 million driverless vehicles in the world [4].
gradually entered the era of “Internet of Things, compre- Usually, sensors collect data at a certain frequency and
hensive perception” [1]. At the same time, a large number of  send the data to the cloud. The cloud then receives the
sensor devices are widely used in various fields including  observed data in strict-time sequence. These data known as
biomedicine, petrochemical, public transportation, envi-  “time series data” accurately record the real-time changes of
ronmental protection, electric power, and industrial  certain parameters at some point, such as speed, power, and
manufacturing. In spite of the excitement, IoT sensor-based  temperature. They can reflect the regulation of data changes
technology still faces great challenges and uncertainties inits ~ under certain parameters, which is the premise of subse-
authenticity, timeliness, reliability, and security. With the  quent data analysis and mining. In practical scenarios, there
extensive use of sensor devices, people’s lifestyle changes a  are always some abnormal data that deviate from the normal
lot; meanwhile, massive time series data are generated perception in the process of data acquisition and trans-
during the process of application. According to the Internet  mission; thus, it is very difficult to obtain high-quality data
Data Center (IDC) [2], by 2020, the global .data are expected through sensors. Furthermore, the occurrence of faults is
to exceed 40 zb. Boeing 787 generates more than 5GB of data  always unpredictable. Nowadays, most of the anomaly de-
per second, and the bandwidth between the aircraft and the  tection algorithms are based on statistics, clustering, simi-

satellite is not enough to support real-time transmission [3].  larity measurement, constraint rules, and neural network
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[5-9]. Statistical methods usually know the distribution of
the sequence. By maintaining the sliding window and cal-
culating the statistical characteristic indexes, abnormal parts
can be detected accurately. This method is suitable for
detecting discrete and abrupt value anomalies in the se-
quence, but it is difficult to effectively identify the contin-
uous abnormal sequence interval. The clustering method
quantifies the distance between outlier and normal cluster to
judge outliers. Computational complexities of different
clustering models vary tremendously, and the detection
results depend on the quality of clustering. The method
based on similarity measure can judge whether there is
abnormal data by calculating the similarity between the
standardized sequences. However, this method can take a
long time. In the rule-based method, researchers have
proposed sequence dependence and speed constraint, which
can effectively use the characteristics in time series to repair
highly abnormal data. However, this method can hardly
meet the needs of sequence anomaly detection with variable
patterns [10]. Yu et al. [11] proposed the framework of IoT
monitoring system based on edge computing, and an
anomaly detection approach using self-encoding neural
network. According to the particularity of time series data
and the difference of data composition, literature [12]
proposes that, in the field of time series data, most anomaly
detection methods are based on pattern recognition and
clustering. In [13], a new anomaly detection algorithm for
time series data is put forward, constructing a distributed
recursive computing strategy and k-nearest neighbor fast
selection strategy. Qi et al. [14] proposed a real-time
anomaly detection algorithm for sensing data based on edge
computing. By analyzing the continuity and correlation
between sensing data in the form of time series, the algo-
rithm establishes a distributed anomaly detection model of
sensing data based on edge computing so as to effectively
detect anomalies in real-time sensing data. At present, most
of the existing time series anomaly detection methods focus
on the abnormal recognition of single dimension periodic or
simple pattern time series. A lot of misjudgments and
omissions may occur in the process, which leads to the
performance degradation of anomaly detection methods.
Although various anomaly detection methods have been
proposed in the literature, it is still difficult to accurately
detect the abnormal data and patterns for the one-dimen-
sional time series with variable patterns.

In addition, nowadays the IoT data is processed in the
cloud, and cloud computing can provide an efficient com-
puting platform for big data processing. However, with the
growth rate of network bandwidth lagging well behind that
of data, data transmission delay and energy consumption of
cloud data center have increased significantly, which lead to
the bottleneck of cloud computing. As a new computing
mode, the core of edge computing is to migrate the
decomposed computing tasks to the edge nodes for pro-
cessing, so as to realize the preprocessing of data before
entering the cloud server, and to reduce the computational
load of cloud computing data center. It has been applied in
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many fields, such as online shopping, smart home, smart
city, intelligent transportation, security monitoring, etc.
[1, 15]. In order to provide a better computing platform for
the Internet of Things, a cloud computing center with strong
computing power and mass storage, this paper proposes an
edge collaborative cloud architecture with the help of edge
devices processing massive data and private data in edge
computing. On this basis, an algorithm of data compression
and anomaly detection based on edge computing comes into
being. The data collected by sensors are preprocessed to
reduce the amount of data transmission, so as to greatly
reduce the cloud computing load. Analyzing from the
perspective of time series data, anomalies in the sensor data
can be effectively identified, and the normal data fluctuation
in the sensor data is entirely retained.

The main content of this paper is as follows: Section 2
outlines the application of edge computing in the IoT and the
advanced algorithms in sensor outlier detection. Sections 3
and 4 describe the basic principle and structure of isolated
forest algorithm. In Section 5, the evaluation indicators of
compression algorithm and anomaly detection algorithm
are discussed, and the performance of the algorithm is
evaluated experimentally using actual data. In Section 6, the
whole research idea is summarized.

2. Related Work

2.1. Internet of Things. The Internet of Things, also known as
the “Internet connecting goods,” is an outstanding practical
result of information network development during the third
revolution of science and technology. IoT has now pene-
trated into various fields, including transportation, public
safety, environmental protection, electric power, smart
home, and medical health, and has received widespread
attention from all walks of life. The Internet of Things refers
to the connection of any object with the network through the
information sensing equipment according to the agreed
protocol. The objects exchange information through the
media, so as to realize intelligent identification, positioning,
tracking, supervision, and other functions. The Internet of
Things, as the name suggests, is developed on the basis of the
Internet. Put simply, it is an extension of the Internet. The
information exchange and sharing of client extend the
communication between things.. The Internet of Things is
formed when everything is connected at any time, in any
place, and between anyone.

Compared with the Internet, the Internet of Things
covers a wider range. It does not necessarily require direct
participation of people. Problems of objects are analyzed and
managed by artificial intelligence. It contains a large number
of sensor applications. Sensor is the source of massive data in
the Internet of Things, which is more abundant in data types
and processing diversification. It mainly uses wireless
technology to connect. It can carry out real-time informa-
tion interaction and data transmission, as well as infor-
mation processing. It can integrate the storage, processing
and analysis capabilities of things at one end of things, real-
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time data processing, and feedback to improve user response
efficiency and user experience [16].

With the development of information and communi-
cation technology, many items and devices can be connected
to the network, for example, articles carrying radio fre-
quency identification code, and most devices in industrial
control, environmental control, and traffic control. There-
fore, the IoT technology can make things more intelligent.
The application of Internet of Things has covered the whole
Internet field. The IoT architecture can be divided into
perception layer, network layer, and application layer. The
perception layer is the source of data and the source of
identifying objects and collecting information in the Internet
on Things. Mainly composed of a large number of sensors,
RFID tags, cameras, and other sensing sensors, it is the basic
layer supporting the whole IoT system. The network layer is
the center of the Internet of Things, which is responsible for
data transmission. It connects the application layer and the
perception layer and realizes the relationship between things
by wireless communication through the exchange equip-
ment and transmission equipment. In this way, the user
terminals distributed in different locations are connected to
form a complete information transmission path. The ap-
plication layer is a direct user-oriented interface, through
which users interact with objects [17].

With the rapid development of IoT technology, a series
of national strategies, including Made in China 2025, Ad-
vanced Manufacturing Partner program of the United
States, and German Industry 4.0, are put forward and
implemented. The Industrial Internet of Things (IIoT)
emerges as the times require and has become an important
driver of the intelligent transformation of global industrial
system (originated from China Institute of Electronic
Technology Standardization). IIoT, a cutting-edge industry
of huge commercial value, is widely used in design, pro-
duction, management, and service [16]. IIoT realizes flexible
allocation of raw materials, execution of manufacturing
process on demand, reasonable optimization of production
process through network interconnection and rapid adap-
tation to the manufacturing environment, and data ex-
change and system interoperability of industrial resources to
achieve efficient utilization of resources, in order to build a
new service-driven industrial ecosystem [18, 19]. The In-
ternet of Things (IoT) is equivalent to information about
physical objects (sensors, machines, cars, buildings, and
other objects), which makes possible the interaction and
cooperation between these objects to achieve common goals.
It helps realize remote monitoring and intelligent mainte-
nance application scenarios of industrial equipment, and
remote monitoring, preventive maintenance, and perfor-
mance optimization analysis of equipment [20]. The so-
called IIoT is an advanced production mode that uses cloud
platform to upgrade traditional industry to intelligent
industry.

2.2. Edge Calculation. As a key technology to realize the
Internet of Things, edge computing is widely used in many
fields, such as smart city, intelligent manufacturing, intelligent

transportation, smart home, privacy protection [21], disaster
relief [22-25], etc. In the aspect of smart city, edge computing
can meet three requirements of large data volume, low latency,
and real-time location identification in the construction of
smart city. It can efficiently process the massive data in various
fields including public safety, health data, public facilities, and
transportation information. It can reduce the time for data
transmission and process the private data of users and relevant
institutions more safely. In the aspect of intelligent
manufacturing, edge computing can effectively realize the
interaction and cooperation of information in each part of the
intelligent manufacturing system and ensure the real-time data
processing in the intelligent process. It can upload the pro-
cessing results to the cloud for compensation calculation and
then download them to the controller for operation, so as to
reduce the communication cost and improve the processing
efficiency. In the aspect of intelligent transportation, the system
analyzes the data collected by cameras and sensors in real time
through edge calculation and makes corresponding decisions,
which can solve bandwidth waste and delay, improve security
of intelligent transportation, extend the applicability of it, and
provide a better user experience. In the aspect of smart home,
the edge computing system runs on the edge gateway inside the
home, integrating smart home devices into the system. And the
data generated by the devices can be processed and desensitized
locally, which can effectively reduce the data transmission delay
and better protect the privacy of users. In the aspect of disaster
rescue, the key of intelligent fire protection is to process, an-
alyze, and predict the data obtained from multiple data sources,
and effectively transmit the results to rescuers, which require
high computing power and timely response. Through edge
computing, the data can be transmitted to the base station
through the edge equipment and then to the cloud without
infrastructure. In transmission, the edge computing and
storage resources will be used nearby to realize the partial
processing, analysis, and prediction of the data, reduce the
number of data transmissions, and shorten the bandwidth and
response time.

Cloud computing and edge computing are key tech-
nologies to realize the Internet of Things. As a computing
model, cloud computing accesses computing resources,
network resources, and storage resources of the data center
through the network and provides scalable distributed
computing capability for applications [26]. With the char-
acteristics of large-scale servers, high reliability, strong ex-
tensibility, and virtualization, IT cloud computing is used by
more and more enterprises and organizations to deploy their
applications. But in cloud computing mode, computing
tasks are handled by the cloud center. The service provider
provides the data to be uploaded to the cloud center, and the
client of the terminal sends the request to the cloud center.
The cloud center responds to the relevant request and sends
the relevant data to the terminal customer. The terminal
customer always plays the role of consumer. Edge com-
puting is a new computing mode to perform computing at
the edge of the network, which places the data that should be
processed in the cloud center near the data source. The
comparison between edge computing and cloud computing
is shown in Table 1.
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TaBLE 1: Comparison of edge computing and cloud computing.

Content

Edge computing

Cloud computing

Target application

Service node location

Communication network

Number of devices available for service
Types of services provided

Internet of Things or mobile application
WLAN 4¢g/5¢g

Local information

General Internet
Data center
Wan
Millions
n global information

Edge network

Billions

As can be seen from Table 1, compared with cloud
computing, edge computing has the following obvious ad-
vantages: first, it can improve the security of data center;
third, it can enhance the security of data. But edge com-
puting cannot replace cloud computing. It is the extension of
cloud computing, providing a better computing platform for
the Internet of Things. Edge computing model requires the
strong computing ability and mass storage support of cloud
computing center. Cloud computing also needs the pro-
cessing of massive data and private data by edge devices in
edge computing to meet the real-time requirement and
satisty the needs of privacy protection. Therefore, the device
edge cloud architecture model can provide a better con-
figuration scheme.

3. Data Compression Preprocessing Based on
Edge Computing

Aiming at the problem of cloud computing transmission and
feedback delay caused by massive IoT data, an effective
method is designed to better process a large amount of
sensor time series data. Generally, increasing data redun-
dancy can improve the stability of the system. In a sense, low
data redundancy and high data reliability are contradictory,
which means it is very difficult to find the optimal solution of
minimum data redundancy and maximum data reliability.
The shorter the processing time is, the better the com-
pression processing is carried out on the premise that
original data characteristics of the sensor and the true re-
flection of the data are not changed.

The method used in this paper needs to set the number
k and error threshold e of each group of data packets in
advance. When the time sequence data t is uploaded to the
edge end, all the first k temperature data are uploaded.
When the average value of the time sequence data T[i + k]
and its first k time series data is less than the error
threshold e, the output will not be carried out, so as to
cycle when T[i+2k—-1] and T [i+2k-1] still meet the
above conditions. We take the average value of T
[i+2k—1] and the first k — 1 data as the uploaded data and
store them in out2.txt, and I +k in outl.txt. If the time
series data T[i+ k] appears and the average value of the
first k time series data in the group is no less than the error
threshold e, then T[i + k] is directly uploaded and stored
in out2.txt, and I+k is stored in outl.txt to reduce the
amount of data transmission and subsequent data

processing. Among them, T[i] is the ith time series data
collected, and outl.txt and out2.txt are edge storage files.
The implementation of sensing data compression algo-
rithm is shown in Algorithm 1.

4. Anomaly Detection Based on Isolated
Forest Algorithm

Isolation forest algorithm is an unsupervised anomaly de-
tection method based on random binary tree and suitable for
continuous data [28]. In isolated forests, anomalies are
defined as “outliers that are easily isolated,” that is, points
with sparse distribution and far away from high-density
population. In the feature space, the sparsely distributed
region indicates that the probability of events occurring in
the region is very low, so it is judged that the data distributed
in the sparse area is abnormal. It is suitable for anomaly
detection of time series data.
The forest isolation algorithm is described in detail:

(i) Define 1 so that t is a binary tree and N is the node of
T. if N is a leaf node, it is called an external node; if N
is a node with two children, it is called an internal
node.

Definition 2 in an iTree; the data of the edge from the
root node to the outer node is called the path length,
which is denoted as H (s).

The construction process of a single iTree is as follows:
select a point randomly from the data set S={S1, $2, §3, - -,
Sn} to generate the cut point P randomly. The cutting point
P is generated between the maximum value and the
minimum value of the specified dimension in the current
node data, and then each data is divided. The selection of
the cutting point generates a hyperplane, which places the
points smaller than P in the left branch of the current node
and points greater than or equal to P in the right branch of
the current node. The left and right branches are con-
structed recursively until only one data set or tree on the
leaf node has grown to the set height. Traverse each iTree to
find the final path length of S. Since the cutting process is
completely random, we need to use the method of ensemble
to make the result converge; that is, repeatedly start cutting
from the beginning, and then calculate the average value of
each segmentation result, namely, H (s). The schematic
diagram of data traversal iTree is shown in Figure 1.
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Input: data.txt sensor data T number of packets processed in a single group K, error threshold E.
Output: outl.txt, out2.txt.
(1) fori=1toN

2) read the data from “test.txt”, and write them to “data.txt”
(3) if e of the “test.txt”

(4) break

(5) endif

(6) fori=1toN

(7) read the data from “data.txt” to T[i+1]

(8) aver=sum(T)/i+1;

(9) end

(10) if (aver<0)
11) fori=1to k

12) aver < aver + T[i]
13) aver < aver/k

(14) end

(15) else

(16) fori=2ton

17) temp < aver

(18) for j=0to k-1
19) ifitj>=n
(20) temp < -1
(21) aver < aver + T|i +j]
(22) end if

(23) end

(24) end if

(25) end

(26) end if

(27)  aver<aver/k
(28) if |aver-temp|>=¢

(29) put i+j—1 to “outl.txt”
(30) put T[i+j—-1] to “out2.txt”
(31) endif

(32) return “outl.txt”,“out2.txt”

ALGORITHM 1: Sensor data compression algorithm.

Abnormal score

Outlier
sample

Normal rate
sample

Normal
sample

FIGURE 1: Orest anomaly detection process.



Scientific Programming

18 ———— 11—
17|
16 |
15|
14

13

Temperature (°C)

12

11

10 L 1 L 1 L 1 1

00 05 1.0

Collection point

—— Raw data

1.5 20 25 30 35 40 45 50

x10*

FIGURE 2: Scatter plot of time series variation trend of temperature data set.

H (k) =In(k) + &,

( 2(A-1
sHA--2ATD 4y
n
c(A)=q, A=2,
0, A<2,

(1)

E(h(S)) — 0,s — 1; E(h(S)) — A—-1,5s — 0; E(h(S)) — c(A),s —> 0.5.

H (s) is the node depth of S in iTree. E [.] is the average of
tiTrees. ¢ (A) is the average length of a point bisection search
tree. H(k) = In (k) + &, & is Euler’s constant. The closer S(S) is
to 1, the more likely it is to be abnormal data; and the closer
it is to 0, the more likely it is to be a normal point. When the
S(S) of most data is 0.5, there is no abnormal value in the
data.

Isolated forest algorithm is different from clustering, box
graph, and other algorithms; it does not need to calculate the
distance, density, and other indicators; it can greatly im-
prove the calculation speed and reduce the system overhead.
In the process of training, each iTree is randomly selected
and generated independently. It accelerates the operation of
the deployment of large-scale distributed systems. Based on
the ensemble method, the more iTrees, the more stable the
algorithm.

5. Experimental Simulation

The temperature data used in this paper is collected from the
environmental data set uploaded from the experimental
cloud platform of the Internet of Things. The time is
intercepted from 8:00 on May 1, 2019, to 7:15, May 17,
2019. The data upload interval is 30 s, with a total of 45989
temperature sensing data, and the data accuracy is 0.1°C.
Figure 2 shows a scatter diagram of time series variation

trend of temperature data set, including 10 times of
anomalies caused by gradual change or sudden change.

Hardware environment: all experiments are carried out
with Windows 7 operating system, CPU is Intel Core i5
4200u, the graphics card is AMD Radeon HD 8670 m,
memory is 4 GB, and python platform is used for simulation.

The isolated forest algorithm is used to detect the original
temperature data set and four groups of compressed data
sets to evaluate the performance of outlier detection. The
parameters are as follows: the number of iTree t=100; the
number of test samples a = 256; the path length H (s) = 15. As
shown in Figure 3, the test results of iForest algorithm in the
original data set show that there are 10 abnormal data
detected, all of which are detected without misjudgment.
Figures 4-7, respectively, show the anomaly detection results
of four groups of data based on iForest algorithm. In the first
group, 10 abnormal data were detected, but one normal data
was misjudged as abnormal data, and one abnormal data was
not detected; nine abnormal data were detected in the
second group without misjudgment, and one abnormal data
was not detected; the third group detected 10 abnormal data,
but there were 2 misjudgments, and 2 abnormal data were
not detected; 10 abnormal data were detected in the fourth
group, without misjudgment.

In order to verify the comparison and analysis of
anomaly detection accuracy of the three algorithms, and to
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iForest

-4 -2 0 2 4

+ Training
e Normal
* Abnormal

FIGURE 3: Anomaly detection results of iForest algorithm in the
original data set.

iForest

+ Training
o Normal
= Abnormal

FIGURE 4: iForest algorithm anomaly detection results of the first
group of compressed data.

assure the reliability and justness of results, the anomaly
detection results of different algorithms for the original data
and compressed data are listed in Table 2 (note: the original
data is before the processing, and the data is after the
processing).

In, Table 2 the accuracy is calculated by the ratio of the
number of correctly classified samples to the total number of
samples, the accuracy is the ratio of the correct prediction to
the positive proportion of all the predicted samples, and the
recall rate is the ratio of the correct prediction to the positive
proportion of all the positive samples, which can be un-
derstood as the ratio between the number found and the
total number to be found.

iForest

+ Training
o Normal
* Abnormal

FIGURE 5: Anomaly detection results of iForest algorithm for the
second group of compressed data.

iForest

+ Training
o Normal
* Abnormal

FIGURE 6: Anomaly detection results of iForest algorithm for the
third group of compressed data.

It is not difficult to find from Table 2 that the accuracy
and recall rate of iForest algorithm are generally higher than
those of the other two algorithms in the anomaly detection
of the original data set and the compressed data set. In the
comparison of different data sets of the same algorithm, due
to the large amount of original data, the abnormal detection
accuracy, accuracy, and recall rate of the original data are
obviously higher than those of the compressed data, while
the other compressed data does not deviate from changing
the tracking of the original data. When the data is flat, the
compressed data can replace the original data with fewer
values; when the data becomes different, the original data
can be replaced by the compressed data in normal time, and
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FIGURE 7: iForest algorithm anomaly detection results of the fourth
group of compressed data.

TaBLE 2: Comparison of detection results of three algorithms.

Algorithm

iForest
category

Box diagram K-means

Accuracy  99.98%, 96.95%  99.95%, 96.08%  100%, 99.52%

Precision  99.98%,96.92%  99.99%, 99.3%  100%, 99.78%
Recall 100%, 99.25%  99.95%, 96.52%  100%, 99.72%
Execution 10330 3085 10875, 2.85s  14.21s, 3.045
time

compressed data can keep the abnormal data for outlier
detection, which can effectively prevent the abnormal data
from being missed. In terms of algorithm execution time, the
execution time of K-means clustering algorithm is always the
shortest, but it is only 0.19 s shorter than iForest algorithm,
which has no impact in practical application. Therefore,
iForest algorithm based on partition outperforms box graph
and K-means clustering algorithm based on distance in
anomaly detection performance. From the aspect of the
execution time of anomaly detection before and after
compression processing, the box graph algorithm is short-
ened by 11.35 s, K-means clustering algorithm by 8.02's, and
iForest algorithm by 11.07s. Data compression can signif-
icantly shorten the time of anomaly detection. Based on the
time required for data compression, the time consumed in
the whole data processing is still reduced to a certain extent.
Therefore, the superiority of edge computing is finally
verified.

6. Conclusions

In this paper, in order to solve the problem of cloud
computing, transmission and feedback delay caused by the
current massive IoT data, this paper proposes a cold chain
monitoring management method based on edge computing
through the research and analysis of the cold chain IoT
monitoring system. The real-time sensing data is
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compressed to ensure that the original characteristics and
true reflection of the sensing data remain unchanged, and
the amount of data calculated in the cloud center can be
reduced, as well as the transmission delay and response
delay. Based on the data compression processing, the ab-
normal detection of the filtered data is carried out with high
detection precision, which can timely detect anomalies and
remind users of them.

In future work, we will take the lead in adjusting the
compression conditions in data compression to achieve
selective data compression. Secondly, in order to minimize
the loss in the process of anomaly repair in the future, we try
to add one or more prediction mechanisms in the follow-up
work to reasonably optimize the anomaly detection method.
Based on the consideration of the correlation between data
files and the time interval of similar files being accessed, the
cache replacement strategy will be improved.
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