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ABSTRACT With the rapid development of Internet technology and social networks, a large number

of comment texts are generated on the Web. In the era of big data, mining the emotional tendency of

comments through artificial intelligence technology is helpful for the timely understanding of network public

opinion. The technology of sentiment analysis is a part of artificial intelligence, and its research is very

meaningful for obtaining the sentiment trend of the comments. The essence of sentiment analysis is the text

classification task, and different words have different contributions to classification. In the current sentiment

analysis studies, distributed word representation is mostly used. However, distributed word representation

only considers the semantic information of word, but ignore the sentiment information of the word. In this

paper, an improved word representation method is proposed, which integrates the contribution of sentiment

information into the traditional TF-IDF algorithm and generates weighted word vectors. The weighted word

vectors are input into bidirectional long short term memory (BiLSTM) to capture the context information

effectively, and the comment vectors are better represented. The sentiment tendency of the comment is

obtained by feedforward neural network classifier. Under the same conditions, the proposed sentiment

analysis method is compared with the sentiment analysis methods of RNN, CNN, LSTM, and NB. The

experimental results show that the proposed sentiment analysis method has higher precision, recall, and F1
score. The method is proved to be effective with high accuracy on comments.

INDEX TERMS Sentiment analysis, artificial intelligence, social network, weighted word vectors, BiLSTM.

I. INTRODUCTION

In recent years, with the rapid development of the Internet

and social networks, more and more users begin to freely

express their opinions on web pages. Therefore, the big data

of user comments is generated on the Internet. For exam-

ple, the product comments are generated on E-commerce

websites such as Jingdong and Taobao, and hotel comments

are generated on travel websites such as Ctrip and ELong.

With the explosive increasing of comments, it is difficult

to analyze them manually. In the era of big data, mining

the emotional tendencies of comment texts through artificial

intelligence technology is helpful for timely understanding of

network public opinion. The research of sentiment analysis

is very meaningful for obtaining the sentiment trend of the

comments.

Sentiment analysis is a kind of text classification, involving

natural language processing, machine learning, data mining,

The associate editor coordinating the review of this manuscript and
approving it for publication was Yin Zhang.

information retrieval and other research fields [1]. Sentiment

analysis of comments mainly focuses on the sentiment ori-

entation analysis of comment corpus, which indicates that

users express positive, negative or neutral sentiments towards

products or events. In addition, sentiment analysis can be

divided into news comment analysis [2], product comment

analysis [3], film comment analysis [4] and other types. These

comments convey the views of Internet users about products,

hot events, etc. Merchants can master the user satisfaction

with the relevant product comments. Potential users can eval-

uate products by viewing these product comments.

The essence of sentiment analysis is the text classification

task, and the contribution of different words is different to

classification. For sentiment classification tasks, learning a

low-dimensional, non-sparse word vector representation for

a word is a key step [5]. The widely used word representation

is the distributed word vector obtained by Word2vec technol-

ogy [6]. The word vector has a low dimension and contains

the semantic information of the word. However, distributed
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word vectors do not contain sentiment information about

words. In this paper, the contribution of the word’s sentiment

information to text sentiment classification is embedded into

the traditional TF-IDF algorithm, and the weighted word

vector is generated.

In this paper, a sentiment analysis method of comments

based on BiLSTM is proposed. The remainder of this article

consists of four parts. Firstly, the research backgrounds of the

text sentiment analysis method and the representation of the

word vector are expounded. Secondly, the detail of the pro-

posed sentiment analysis method of comments is described.

Thirdly, the experiments are carried out and the experimental

results are analyzed and discussed. Finally, the proposed

method is summarized and the next research direction is

introduced.

II. BACKGROUND

A. TEXT SENTIMENT ANALYSIS TECHNOLOGY

Text sentiment analysis technology mines text emotions

through computer technology. According to the object of

sentiment analysis, text sentiment analysis can be divided

into three levels, respectively for words [7], sentences [8],

chapters [9]. According to the classification method of sen-

timent orientation, it can be divided into binary sentiment

classification [10], ternary sentiment classification [11] and

multi-sentiment classification [12].

At present, text sentiment analysis methods are mainly

divided into three categories: sentiment analysis method

based on sentiment dictionary, sentiment analysis

method based on machine learning, and sentiment analysis

method based on deep learning.

The method based on sentiment dictionary uses the dic-

tionary to identify sentiment words in the text and obtain

sentiment values. Then, according to the sentiment calcu-

lation rules, the text sentiment tendency is obtained. The

literatures [13], [14] introduced the representative research

based on sentiment dictionary. Text sentiment analysis based

on sentiment dictionary does not require manual labeling of

samples and is easy to implement. However, the quality of

the analysis is highly dependent on the sentiment dictionary.

Most of the sentiment dictionaries have problems such as

insufficient coverage of sentiment words and lack of domain

words.

The earliest research on text sentiment analysis based on

machine learning was Pang et al. [15]. They used naive

Bayesian algorithm, maximum entropy algorithm and SVM

algorithm to analyze the sentiment of film reviews. Finally,

the experimental results showed that SVM algorithm worked

best in dealing with the sentiment classification of movie

reviews. Goldberg and Zhu [16] proposed a graph-based

semi-supervised classification algorithm which scored 0-4

stars for the positive and negative comments.Wang et al. [17]

studied the sentiment analysis of short texts. Based on mul-

tiple dimensions such as sentiment features, negative fea-

tures and emoji, a high-dimensional mixed feature sentiment

analysis model based on SVMwas proposed. Sentiment anal-

ysis method based on machine learning tends to be more

accurate, but it relies on the quality of the corpus labeled with

polarity.

In recent years, many scholars have introduced the method

of deep learning into sentiment analysis and achieved good

results. The RNTN (Recursive Neural Tensor Network)

model proposed by Socher et al. [18] introduced a senti-

ment tree library, which synthesized semantics on the syn-

tactic tree of binary sentiment polarity and obtained good

sentiment analysis results in the data set of movie reviews.

The CharSCNN [19] (Character to Sentence Convolutional

Neural Network) model used two convolutional layers to

extract the features of related words and sentences, andmined

semantic information to improve the sentiment analysis of

short texts like Twitter. Irsoy and Cardie [20] used the Recur-

rent Neural Network based on time series information to

obtain sentence representation, which further improved the

accuracy of sentiment classification. Ta et al. [21] proposed a

Tree-Structured Long Short-Term Memory Networks model,

which had achieved good results in semantic association and

sentiment classification. Baziotis et al. [22] introduced the

attention mechanism into the LSTM, which achieved good

results in the sentiment analysis of SemEval-2017 Task4 for

Twitter.

Considering that the feature words of comments are sparse,

and in order to better capture the context information, Bidi-

rectional Long Short Term Memory [23] in deep learning is

used to obtain the comment representation in this paper.

B. WORD REPRESENTATION

In natural language processing, words in sentences or docu-

ments are usually used as features [24]–[26]. Currently, there

are two widely used word vector representations: one-hot

representation and distributed representation.

The vector dimension of one-hot representation is decided

by the words’ number of the dictionary containing a large

number of words and is the same as it. The vector of the

word only has a dimension value of 1 corresponding to the

position of the word in the dictionary, and the rest dimension

values are 0. The method has the following problems: (1) The

vector dimension will be too large if there are too many words

contained in the dictionary; (2) The vector has too many

0 values, which causes the sparseness of the vector; (3) This

method ignores the semantic association of the words.

Distributed representation was proposed by Hinton in the

1986 [27]. It maps each word into a low-dimensional real

vector, which solves the problem that the dimension of the

One-hot representation word vector is too large. All word rep-

resentations constitute a word vector space, so the semantic

similarity can be judged by calculating the distance between

words.

Bengio et al. [28] first introduced word distributed rep-

resentation into the language model of neural network, and

proposed the Neural Network Language Model (NNLM).

For the NNLM model, the context of the word wt was
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represented as context = {w(t−n), w(t−(n−1)), . . ., w(t−1)}.

The NNLM model consisted of four layers which were the

input layer, the mapping layer, the hidden layer, and the

output layer. In order to obtain an efficient training model,

Mikolov et al. [29] removed the nonlinear hidden layer of

NNLM and proposedWord2vec technology. It contained two

new log-linear models: Continuous Bag-of-Words (CBOW)

and Skip-gram (SG). These models not only improved the

accuracy of the word vector, but also greatly improved the

training speed.

At present, word vectors have been applied into senti-

ment analysis. For example, Kim [30] took the lead in using

word vectors as features and input word vectors into con-

volutional neural networks for sentiment classification. The

model achieved good classification results. Tang et al. [31]

introduced several neural networks to effectively encode con-

text and sentiment information into word embeddings. The

effectiveness of the word embedding learning algorithm is

verified on Twitter dataset. Chen et al. [32] integrated user

and product information into a hierarchical neural network

to implement sentiment analysis of user product reviews. Liu

and Zhang [33] used the news about food safety as the training

corpus to obtain the word vectors. The trained word vectors

were input into the underlying Recursive Neural Network to

obtain the sentence representation. Then, sentiment analysis

of the news was achieved through a high-level Recurrent

Neural Network.

However, the word representations in the current

researches of sentiment analysis do not comprehensively

consider the sentiment information contained in the words

and its contribution to the classification. In this paper, the sen-

timent information is integrated into the traditional TF-IDF

algorithm to calculate the weight of the words. Thus, the word

vector could be better represented.

III. RESEARCH METHODS

A. THE CONSTRUCTION OF THE WEIGHTED

WORD VECTOR

In this paper, Word2vec model is used to obtain distributed

representations of words. Word2vec technology includes

CBOWmodel and Skip-grammodel. Both CBOWmodel and

Skip-gram model include input layer, projection layer and

output layer. CBOW model predicts target words based on

context distribution. For the word wk, the context is expressed

as follows:

context(wk ) =
{

wk−t ,wk−(t−1), . . . ,wk+(t−1),wk+t
}

(1)

On the contrary, the Skip-gram model predicts the context

based on the target word wk.

TF-IDF is a combination of TF and IDF weight calculation

methods. It is the most commonly used weight calculation

method in text categorization. The frequency of the word in

a single document and the distribution of the word in the

documents are considered in this method. It can better reflect

the importance of a feature in classification. The formulas of

TF-IDF are as follows:

w (ti, d) =
tf (ti, d) × idf (ti)

√

∑

ti∈d

[tf (ti, d) × idf (ti)]
2

(2)

idf (ti) = log (N/nti) + 1 (3)

w(ti,d) denotes the weight of the word ti in document d,

tf(ti,d) denotes the frequency of the word ti in document d,

N denotes the total number of documents and nti denotes the

number of documents in which the word ti appears.

In this paper, whether a word contains sentiment infor-

mation is determined by matching sentiment dictionaries.

At present, Hownet sentiment dictionary, National Taiwan

University Sentiment Dictionary (NTUSD) and Li Jun’s

Chinese commendatory term and derogatory term Dictio-

nary of Tsinghua University [34] are three commonly used

sentiment dictionaries in Chinese sentiment analysis. If the

number of words in sentiment dictionary is too large, it will

contain a large number of words with low sentiment infor-

mation. If the number of words in sentiment dictionary is too

small, it will ignore a large number of sentiment words in the

text and reduce the accuracy of sentiment classification. After

the analysis and comparison, Li Jun’s Chinese commendatory

term and derogatory term Dictionary of Tsinghua University

is used in this paper. The dictionary contains a moderate num-

ber of words with high sentiment information. The dictionary

contains 10035 sentiment words. The related information is

shown in TABLE 1 and TABLE 2.

TABLE 1. The related information of positive word.

TABLE 2. The related information of negative word.

The weight calculation method for word vectors is as

follows:

wi = tf − idfi · e (4)

e =

(

α, ti is a sentiment word

1, ti is a non− sentiment word
(5)

where ti is the word, tf-idfi is the TF-IDF value of the feature

word calculated by equation 2, wi is the weight of the word,

and e is the weight according to whether the word contains

sentiment information. α > 1.
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Ea is defined as the distributed word vector trained by

word2vec. The weighted word vector Ev constructed in this

paper is defined as follows:

Ev = wi · Ea (6)

B. RECURRENT NEURAL NETWORKS

The traditional neural network model is ineffective in deal-

ing with the sequence learning because it is impossible to

describe the correlation between the front and back of the

sequence. RNN (Recurrent Neural Networks) is a sequence

learning model that connects nodes between hidden layers

and can learn sequence feature dynamically. RNN which

is applied to Chinese text sentiment analysis is shown in

FIGURE 1. In the figure, the input text is

(The environment of the hotel is good). After word segmenta-

tion, it becomes . Each word is converted

into the corresponding word vector (w1, w2,w3,w4), and then

the corresponding word vector (wt ,wt ,wt ,wt ) is sequentially

input into the RNN.

FIGURE 1. The sentiment analysis model of RNN.

The calculation process of RNN is as follows:

1) At the time t, wt is input to the hidden layer.

2) st is the hidden layer’s output of the step t. st is based

on wt and st−1. st = f (U ∗ wt +W ∗ st−1), where f is

usually the non-linear function, such as tanh or ReLU.

3) Finally, the output D is calculated according to

ot = soft max(V ∗ st ).

C. LONG SHORT TERM MEMORY MODEL

The traditional recurrent neural network model cannot cap-

ture long-distance semantic connection, even if it can trans-

fer semantic information between words. In the process of

parameter training, the gradient decreases gradually until it

disappears. As a result, the length of sequential data is limited.

Long Short Term Memory (LSTM) overcomes the problem

of gradient disappearance by introducing Input gate i, Output

gate o, Forget gate f and Memorycell. The LSTM network

structure [35] is shown in the following FIGURE 2.

Forget gate f determines the information to forget in Mem-

orycell at the last moment. The input is h(t-1) and x(t). The

output value is between 0 and 1. The calculation method is as

follows:

ft = σ (Wf xt + Uf ht−1 + Vf ct−1 + bf ) (7)

FIGURE 2. The diagram of LSTM network structure.

Among them, ht−1 and xt are the inputs of LSTM unit.

Wf is the connecting weight of xt and forget gate f. Uf is

the connecting weight of ht−1 and forget gate f. ct−1 is the

state of Memorycell at the last moment. Vf is the connecting

weight of ct−1 and forget gate f. bf is the bias term. σ (·) is

sigmoid activation function.

Input gate i determines the information to be updated in

Memorycell at the current time. The calculation method is as

follows:










it = σ (Wixt + Uiht−1 + Vict−1 + bi)

c_int = tanh(Wcxt + Ucht−1 + Vcct−1 + bc)

ct = ft · ct−1 + it · cint

(8)

Among them, Wi is the connecting weight of xt and it . Ui
is the connecting weight of ht−1 and it . Vi is the connecting

weight of c_t − 1 and it .Wc is the connectingweight of xt and

c_int . Uc is the connecting weight of c_int and ht−1. tanh(.)

is tanh activation function. ft and it refer to weights of ct−1

and c_int . bi and bc are the bias terms.

Output gate o determines the output value of LSTM unit.

The calculation method is as follows:
{

ot = σ (Woxt + Uoht−1 + Voct−1 + bo)

ht = ot · tanh(ct )
(9)

Among them,Wo is the connecting weight of xt and ot . Uo
is the connecting weight of ht−1 and ot . Vo is the connecting

weight of ct−1 and ot . bo is the bias term.

D. SENTIMENT ANALYSIS OF COMMENTS BASED BILSTM

For overcoming the shortcomings in current comment sen-

timent analysis methods, a sentiment analysis method of

comments based on BiLSTM is proposed in this paper.

In the traditional recurrent neural network model and

LSTMmodel, information can only be propagated in forward,

resulting in that the state of time t only depends on the

information before time t. In order to make every moment

contain the context information, BiLSTM which combines

bidirectional recurrent neural network (BiRNN) models and

LSTM units is used to capture the context information.

BiLSTM model treats all inputs equally. For the task of

sentiment analysis, the sentiment polarity of the text largely

depends on the words with sentiment information. In this

VOLUME 7, 2019 51525



G. Xu et al.: Sentiment Analysis of Comment Texts Based on BiLSTM

FIGURE 3. The comment sentiment analysis method proposed in this paper.

TABLE 3. Examples of data SET.

paper, the sentiment reinforcement of sentiment word vec-

tor is realized. Sentiment analysis tasks are essentially text

categorization tasks, and distributed word vectors do not

take into account the contributions of different words to the

categorization task. In Section A of Research Methods, the

weighted word vectors containing sentiment information and

classification contribution are constructed.

Firstly, the weighted word vectors are used as the inputs

of BiLSTM model, and the outputs of BiLSTM model are

used as the representations of the comment texts. Then,

the comment text vectors are input into the feedforward

neural network classifier. Finally, the sentiment tendency of

the comments is obtained. The activation function of feedfor-

ward neural network is ReLU function. In order to prevent

the over-fitting phenomenon in the training process, dropout

mechanism was introduced, and dropout discarding rate was

set to 0.5.

The schematic diagram of the sentiment method proposed

in this paper is as FIGURE 3. The left subgraph is the process

of comment text feature extraction. The right subgraph is the

process of obtaining the sentiment polarity of the comment

text. Among them, NodeNum refers to the number of nodes

of LSTM hidden layer.

IV. EXPERIMENT

A. EXPERIMENTAL ENVIRONMENT

In this paper, the experimental hardware platform is Intel

Xeon E5 (6 cores), 32G memory, GTX 1080 Ti. The exper-

imental software platform is Ubuntu 16.04 operating system

and development environment is Python3.5 programming

language. The Tensorflow library and the Scikit-learn library

of python are used to build the proposed sentiment analysis

method and comparative experiments.

B. DATA SET

The experimental corpus which has equal number of positive

and negative texts includes 15000 hotel comment texts (Data

set) crawled from Ctrip (https://www.ctrip.com/). The polari-

ties of the comment texts have been labeled on Ctrip website.

Examples of Data set are shown in Table 3.
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TABLE 4. Training parameters for word2VEC.

TABLE 5. The relevant parameters.

The distributed representations of words are the 300-

dimensional word vectors trained by the Skip-Gram model

provided by DataScience (https://mlln.cn). The parameters

are shown in Table 4.

C. EVALUATION INDICATORS

The evaluation indicators in this paper are precision(P),

recall(R) and F1 score. The relevant parameters are shown

in Table 5.

The formula for calculating precision(P), recall(R) and F1
score is as follows:

P =
a

a+ b
(10)

R =
a

a+ c
(11)

F1 =
2 × P× R

P+ R
(12)

D. HYPERPARAMETERS SETTING OF MODEL

The hyperparameters in the proposed sentiment model

include the number of epochs, α value, learning rate, maxLen,

nodeNum, and so on. The hyperparameters with the best

classification effect of the model are studied. The Data set is

randomly divided into a test set and a training set according

to a ratio of 1:4. Other network parameters are unchanged,

and the hyperparameters are changed to test.

1) EPOCHS

Epochs is the number of iterations of the training set.

As Epochs increases, the generalization ability of the model

enhances. However, if the number of epochs is too large, over-

fitting problem is easily generated, and the generalization

ability of the model reduces. Therefore, it is important to

choose the right Epochs. FIGURE 4 is the classification effect

of the model at different Epochs.

It can be seen from FIGURE 4 that with the growth

of Epochs, the classification performance F1 score of the

model gradually increases. It tends to be stable when

Epochs is 70.

FIGURE 4. Relationship between Epochs and F1 score.

FIGURE 5. Relationship between α values and F1 score.

2) α VALUE

In this paper, the weight of the word with sentiment informa-

tion is α, which is the metric of the contribution of sentiment

information to the sentiment classification task. If the α value

is too small, it cannot fully reflect the difference between sen-

timent words and non-sentiment words, reducing the effect

of sentiment classification; if the α value is too large, it will

over-measure the contribution of sentiment information and

reduce the accuracy of sentiment classification. FIGURE 5 is

the classification effect of the model at different α value.

It can be seen from FIGURE 5 that when the α value is 1,

F1 score of the model is 90.87%; as the α value increases,

F1 score of the model increases first and then decreases.

When α values are 2, 3, and 4, the contribution of the sen-

timent information to the model is integrated into the weight

of the word vector, so that F1 score of the model is higher than

the base value of 90.87%; meanwhile, when α value is 2, F1
score of the model is highest, reaching at 91.90%. When α

VOLUME 7, 2019 51527



G. Xu et al.: Sentiment Analysis of Comment Texts Based on BiLSTM

value is above 5, the weight difference between the sentiment

word and the non-sentiment word is too large, resulting in F1
score is lower than 90.87%.

3) LEARNING RATE

The appropriate choice of learning rate is important for the

optimization of weights and offsets. If the learning rate is

too large, it is easy to exceed the extreme point, making the

system unstable. If the learning rate is too small, the training

time is too long. FIGURE 6 is the classification effect of the

model at different learning rates.

FIGURE 6. Relationship between learning rate and F1 score.

It can be seen from FIGURE 6 that F1 scores of the model

are around 92%. Moreover, F1 score reaches a maximum

value of 92.2% when the learning rate is 0.2.

4) MAXLEN

In this paper, MaxLen is the number of word vectors input

into BiLSTM. If the length of data is greater than MaxLen,

the data will be truncated. If the length of data is less than

MaxLen, a zero vector is added at the end of the data until

the length reaches MaxLen.

The value of MaxLen is related to the input data of the

model. IfMaxLen is too large, the zero vector in the data is too

much filled. If MaxLen is too small, the lost data information

is too much. Thus, MaxLen has a great influence on the

performance of the model. The distribution of the length of

data is shown in FIGURE 7.

It can be seen from FIGURE 7 that data lengths are

short and most data lengths are less than 200. Therefore,

the maximum value of MaxLen is set 200. FIGURE 8 is

the classification effect of the model at different learning

rates.

It can be seen from FIGURE 8 that when MaxLen is

20, F1 score is only 90.27% due to discard too much valid

information about the data.WhenMaxLen increases, F1 score

shows an upward trend. When MaxLen = 100, F1 score

reaches a maximum value 92.20%. When MaxLen continues

to increase, F1 score shows a downward trend. This is because

the zero vector is filled too much.

FIGURE 7. Text length distribution in the dataset.

FIGURE 8. Relationship between Maxlen and F1 score.

5) NODENUM

The number of hidden layer nodes influences on the complex-

ity and effect of themodel. If the number of nodes is too small,

the network learning ability will be limited. If the number of

nodes is too large, the complexity of the network structure is

large. At the same time, it is easier to fall into local minimum

points during the training process, and the network learning

speed will decrease. FIGURE 9 is the classification effect of

the model at different NodeNums.

It can be seen from FIGURE 9 that when the number of

nodes increases from 32 to 128, F1 score is improved slightly.

When the number of nodes exceeds 128, F1 score shows a

downward trend. Therefore, the number of hidden layer nodes

in the model is selected to be 128.

E. COMPARATIVE EXPERIMENTS

1) COMPARISON OF THE SENTIMENT ANALYSIS FOR

DIFFERENT WORD REPRESENTATIONS

In order to verify the validity of the word representation

proposed in this paper, different word representations are

input into BiLSTM model. The effects of sentiment analysis
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FIGURE 9. Relationship between NodeNum and F1 score.

TABLE 6. Hyperparameter list.

are compared through experiments. The specific parameters

of the sentiment analysis model are shown in Table 6.

The vec in this paper refers to the distributed word rep-

resentation generated by Word2vec containing the semantic

information of the words. TF-IDF refers to the weighted

distributed word vectors with TF-IDF, which embodies the

contribution of different words to the classification task. Sen-

info refers to the weighted distributed word vectors with sen-

timent information, which embodies the difference between

sentiment words and other words. Seninfo+TF-IDF refers

to the weighted distributed word vectors with TF-IDF and

sentiment information.

The Data set is randomly divided into a test set and a

training set according to a ratio of 1:4. F1 scores of ten

repeated experiments for different word vector representa-

tions are shown in FIGURE 10.

It can be seen from FIGURE 10 that F1 score is only

around 88.5% when seninfo or tfidf is not integrated to word

representation; When the tfidf or seninfo is integrated to

the weighted word vector, the sentiment analysis effect of

comments is significantly improved, reaching around 91%,

and integrating tfidf is slightly better than seninfo. After

integrating tfidf and seninfo as the weight of word vector,

the sentiment analysis has the best effect, and F1 score is

basically above 92%.

The average precision, recall and F1 score of ten repeated

experiments for different word vector representations are

shown in Table 7 and FIGURE 11.

FIGURE 10. F1 scores of ten experiments for different word
representations.

TABLE 7. Comparison of various word vector representations.

FIGURE 11. Comparison of the sentiment analysis of different word
vector representations.

It can be seen from Table 7 and FIGURE 11 that the

precision, recall and F1 score of the word representation

(Seninfo+TF-IDF) proposed in this paper are superior to

other word representation methods. In particular, compared

with the distributed word vector trained by Word2vec,

the representation method proposed in this paper increases

the precision by 2.44 percentage points, the recall increases

by 4.73 percentage points, and F1 score increases by 3.58 per-

centage points. The reason is that the distributed word vector

trained by Wordvec mainly contains the semantic informa-

tion of words, but cannot contain the sentiment information

of words. At the same time, the distributed word vector

trained by wordvec cannot reflect the different importance

of different words to the classification task. When the word

vectors are input into BiLSTM model for sentiment analysis,

the degree of discrimination of the words is relatively weak,

thus reducing the accuracy of sentiment analysis. The word
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representation method proposed in this paper takes into

account the sentiment information contained in the words and

the contribution to the classification task, which alleviates the

above problems to some extent.

2) COMPARISON OF THE SENTIMENT ANALYSIS FOR

DIFFERENT SENTIMENT ANALYSIS METHODS

In order to further prove the effectiveness of the senti-

ment analysis method proposed in this paper, the proposed

method is compared with other traditional sentiment analysis

methods (LSTM, RNN, CNN, Naive Bayesian). The inputs

of models are the weighted word vectors proposed in this

paper. The hyperparameters of RNN and LSTM are shown

in Table 6. The CNN method uses a single channel, and the

convolution filter size is set to 5. The Naive Bayesian method

uses MultinomialNB with an alpha setting of 2.0.

The Data set is randomly divided into a test set and a

training set according to a ratio of 1:4. F1 scores of ten

repeated experiments for different sentiment analysis meth-

ods are shown in FIGURE 12.

FIGURE 12. F1 scores of ten experiments for different sentiment analysis
methods.

It can be seen from FIGURE 12 that F1 scores of the above

methods are relatively stable in ten experiments. In above

five methods, the sentiment classification effects of CNN and

Naive Bayesian are poor, and F1 score is only around 85%.

When using RNN and LSTM suitable for sequencemodeling,

F1 score can reach around 87%. The method proposed in

this paper introduces BiLSTM structure, which can capture

the semantic information of the context more effectively,

so the sentiment analysis works best. F1 score is significantly

improved, reaching around 92%.

The average precision, recall and F1 score of ten repeated

experiments for different sentiment analysis methods are

shown in Table 8 and FIGURE 13.

It can be seen from Table 8 and FIGURE 13 that precision

of proposed method reaches 91.54%, recall reaches 92.82%,

and F1 score reaches 92.18%. F1 scores of the other methods

range from 84% to 89%, which are obviously lower than F1
score of the proposed method. In addition, F1 scores of RNN

and LSTM suitable for sequential processing tasks are higher

than those of CNN and Naive Bayesian. The reasons are:

TABLE 8. Experimental results of the proposed method and other
traditional methods.

FIGURE 13. Comparison of experimental results between the proposed
method and other traditional methods.

① RNN deep learning model can effectively transfer the

semantics between words, but there is a gradient disap-

pearance problem; ② CNN deep learning model can mine

local information, but the semantic information passed by

the sequences cannot be effectively modeled;③ LSTM deep

learning model alleviates the gradient disappearance problem

to some extent, but it is impossible to capture context seman-

tic information because the information is only transmitted

from front to back;④Naive Bayesianmachine learningmodel

has a certain error rate because it determines the probability

of posteriority through prior knowledge and data.

The proposed sentiment analysis method uses the

improved word representation as input, so that the model can

better learn the sentiment information contained in the words

and the contribution to the classification task. The introduced

BiLSTM model includes the LSTM unit. The gradient dis-

appearance problem is solved to some extent by the gating

mechanism. In addition, the forward sequence information

and the reverse sequence information are considered, and

the semantic information of the context is captured more

effectively.

V. CONCLUSION

In the era of rapid development of Internet technology and

social networks, it is very meaningful to explore the emo-

tional tendency of comments through artificial intelligence

technology. In this paper, a sentiment analysis method of

comments based on BiLSTM is proposed and applied to

the comment sentiment analysis task. According to the defi-

ciency of the word representation method in the current

researches, the sentiment information contribution degree is

integrated into the TF-IDF algorithm of the term weight
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computation, and a new representationmethod of word vector

based on the improved term weight computation is proposed.

In addition, BiLSTMmodel fully considers the context infor-

mation and can better obtain the text representation of the

comments. Finally, through the feedforward neural network

and softmax mapping, the sentiment tendency of the text is

obtained. The experiments of different word representation

methods prove the validity of the proposed word represen-

tation method in this paper. Through the comparison exper-

iments with other traditional sentiment analysis methods,

the accuracy of the proposed comment sentiment analysis

method is improved. However, the sentiment analysis method

of comments based on BiLSTM consumes a long time in

the training model. In future work, the method to effectively

accelerate the training process of the model will be studied.
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