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Abstract 

The government's months-long total lockdown in response to the COVID19 outbreak has 

resulted in a lack of physical connection with others. This resulted in a massive increase in 

social media communication. Twitter has become one of the most popular places for people to 

communicate their thoughts and opinions. As a result, massive amounts of data are created 

every day. These data can assist businesses in making better judgments. In the case of Nepal, 

there has been relatively little investigation into the text's analysis. Because few researchers are 

working in the field, development is slow. In this study, Four language-based models for 

sentiment analysis of Nepali covid19 tweets are designed and evaluated. Because the number 

of individuals using social media is expected to skyrocket in the next few days, companies will 

benefit from an AI-based sentiment analysis system. It will greatly assist firms in adapting to 

the changing climate.  
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1. Introduction  

With the surge of COVID19 cases and the government's months-long complete 

lockdown. Citizens from all around the world were severely impacted. To keep the country's 

economy afloat, educational institutions, companies, and government offices must rely on 

modern technologies to carry out daily duties. Technology has been utilized to its utmost 
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potential. In the past, the use of social media to communicate was on the rise, and this shutdown 

provided it a big push. Twitter is one of the fastest-growing social media sites where individuals 

share their opinions on a variety of topics. As a result, a massive quantity of data has been 

created on this platform. As a result, comprehending this data will assist companies in making 

better judgments. Any stakeholder should be able to deduce the mood and significance of the 

fine-grained user evaluations. 

COVID-19 attitudes changed quickly in response to the World Health Organization's 

(WHO) pandemic announcement and government-led measures to combat the illness. During 

the COVID-19 pandemic, this research [1] looked at global patterns in four emotions (fear, 

anger, sorrow, and joy) as well as the narratives that underpin those feelings. Using the search 

terms "Wuhan", "corona", "nCov", and "covid" researchers gathered almost 20 million social 

media tweets generated during the early stages of the COVID-19 epidemic from 28 January to 

9 April 2020. Throughout the epidemic, public emotions moved dramatically from fear to rage, 

with grief and joy also surfacing. Fears about COVID-19 test shortages and medical supply 

constraints were more common conversation themes, according to word clouds. Anger moved 

from xenophobia at the start of the epidemic to a discussion over stay-at-home warnings as the 

virus progressed. Issues linked to sadness included the loss of friends and family members, 

while topics relating to pleasure included thankfulness and excellent health. Over a few weeks, 

worldwide COVID-19 opinions have changed dramatically. The findings point to the 

emergence of emotion-driven communal concerns centered on shared public distress 

experiences of the COVID-19 pandemic, which include large-scale social isolation and human 

life loss. The constant growth in social worries reflected in negative emotions must be 

monitored and regulated by combining frequent crisis communication with strategic public 

health communication aimed at balancing public psychological well-being. In the wake of the 

Corona outbreak, Twitter has become one of the most popular social networking sites. We 

conducted sentiment analysis on tweets using the BERT model, based on people's similar 

enthusiasm and opinions to better comprehend their mental state. 
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The researchers in this study [2] do sentiment analysis on two data sets: one data set 

comprises tweets from individuals all over the globe, while the other data set contains tweets 

from people in India. The accuracy of the emotion categorization from the GitHub source has 

been verified by researchers. Researchers used a supervised machine learning technique to 

analyze Covid-19 tweet sentiment in this study [3]. The ability to identify Covid-19 emotions 

from tweets would enable more educated judgments to be made about how to best handle the 

present pandemic scenario. The utilized dataset was retrieved from Twitter using the IEEE data 

port's IDs. Tweets are retrieved using the Tweepy library by an in-house crawler. Preprocessing 

methods are used to sanitize the data, and the TextBlob library is used to extract sentiments. 

The performance evaluation of several machine learning classifiers utilizing their suggested 

feature set is the contribution of this study. Concatenating the bag-of-words and the term 

frequency-inverse document frequency yields this collection. Positive, neutral, and negative 

tweets are categorized. The accuracy, precision, recall, and F-1 score of classifiers are used to 

evaluate their performance. 

In the Nepali digital arena, one may discover Nepali-language material, reviews, and 

comments. Document-level, Sentence-level, and Aspect-level sentiment analysis are the three 

methods for assessing sentiments from texts. For Nepali texts, research has been done on 

identifying emotions [4] and categorizing sentiments [5] at the document level. Sentence-level 

sentiments offer an emotion for each sentence, whereas Aspect-level sentiments provide 

sentiments for phrases or entities inside the sentence. Aspects, which are commonly found as 

nouns, noun groups, or proper nouns, and adjectives, are linked to feelings.  Aspect-based 

Sentiment Analysis [6] aids in the comprehension of the opinions of the connected entities, 

resulting in improved service or product quality. Using Machine Learning (ML) classifier 

algorithms such as Support Vector Machine (SVM) and Nave Bayes, a model is constructed to 

identify aspect-based sentiment in Nepali text (NB). The system gathers Nepali text data and 

uses Part of Speech (POS) tagging to extract the necessary aspect and emotion characteristics. 

Each sentence is manually labeled to determine the emotion of the statement. The significance 

of the terms is calculated using the Term Frequency-Inverse Document Frequency (TF-IDF) 
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method. The feature vectors are then used to forecast and categorize the text using the Classifier 

algorithms. The SVM classifier has a 76.8% accuracy, whereas Bernoulli NB has a 77.5 percent 

accuracy. 

Other researches have utilized deep learning as well. This study [14] looks at efficient 

energy procedures for wireless sensor networks (WSN). The numerous protocol types are 

provided by the newly suggested taxonomic categorization and comparison. The simulation 

results of several protocols on the NS-simulator demonstrate that the routing task must be based 

on a variety of intelligent technologies in order to increase network life and provide greater 

sensory area coverage. Computing technology advancements have proven to be very effective, 

resulting in the generation of huge amounts of data that must be evaluated. However, there is 

much worry about the data's privacy protection. As a result, this work [20] offers a solution to 

such problems by employing an effective perturbation method that makes use of large data via 

optimum geometric transformation.  Capsule networks that use structured data perform well in 

visual inference domains. In this work [21], classification of hierarchical multi-label text is 

achieved utilizing a simple capsule. The study [15] used Twitter to gather tweets on a specific 

disease and treatment combination, which were then processed to extract attitudes. The tweets 

obtained on the illness and therapy combination were subjected to the Nave Bayes algorithm.  

Fake fingerprint identification has recently become a difficult problem in the cyber-crime 

industry in any industrialized country. The implementation and assessment of appropriate 

machine learning methods to identify fingerprint liveness are the subject of this paper [16]. A 

comparison of the Ridge-let Transform (RT) and Machine Learning (ML) approaches is also 

included. Emotion Analysis for movie reviews detects a commentator's overall assessment or 

sentiment toward a film. The sentiment analysis model is being pruned by a number of analysts. 

When compared to classifiers like Gini index with SVM, correlation with random forest, and 

information with random forest, the proposed study[17] shows that using features optimized 

by Gini index feature selection and then concatenating with Machine Learning classification 

gives better results in terms of accuracy and class details parameters. Deep learning algorithms 

will be used in a variety of applications to aid humans in the near future. Deep learning 
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algorithms have a proclivity towards allowing a machine to work on its own assumptions. This 

paper [18] lays out the building pieces needed to implement a deep learning-based method. In 

addition, the study examines the importance of the preprocessing phase in a number of deep 

learning-based applications. In this work [19], researchers show the results of a machine 

learning method utilizing R and Rapid Miner to categorize the sentiment of Twitter tweets. The 

tweets are retrieved and pre-processed before being categorized into neutral, negative, and 

positive attitudes, and ultimately the findings are summed up. The Naive Bayes algorithm was 

used to classify the attitudes expressed in recent tweets from various airlines. 

Only machine learning algorithms were utilized in the previous paper. In one article, 

the entire phrase is used for the training model, but in the other, only one element is employed. 

The goal of this article is to solve these difficulties by training the model in both machine 

learning and deep learning based models, and using both aspect and full sentence training. This 

will allow for a more in-depth examination. 

2. Proposed Work                                                                                                                  

2.3 Architecture  

Figure 1. shows the high-level architecture of the study. Initially, the data are scraped 

from Twitter using a crawler. The gained data are preprocessed by cleaning foreign words, 

symbols, and translations.  Google Translator API is used to translate the sentence from Nepali 

to English. Afterward, the translated sentence is tokenized using NLTK library, and English 

stopwords are removed and iNLTK[7] library is used to tokenize Nepali sentences and Nepali 

stopwords are removed. NLTK[8] is mostly focused on English and other western languages 

while iNLTK is focused on Indic languages like Hindi, Nepali, Urdu, etc. Next, the tokens are 

passed through a lemmatizer where the words are converted to meaningful base form taking 

context into consideration. Since the Nepali pos tagger is not developed enough, the Nepali 

sentence is translated to English, and aspect is gained from the translated English sentence. The 

conversion of the sentence and extraction of the aspect is shown below. 
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Sentence: सम्पन्न भएकाे  हाे गुठि ल  गर्ाा अम ठिका , ब लायत नबन्र्ा उपत्यका सम्पन्न भएकाे  

हाे  । 

Sentence English: The valley was completed when the United States and the United 

Kingdom were not formed. 

Aspect: valley state kingdom 

 

Figure 1.  High-Level System Architecture 

One of the most successful ways to do text-based sentiment analysis is to use aspect-

based analysis. Noun words are used to indicate the aspect. The experiment is conducted using 

aspect and complete sen tences. 

CountVectorizer and TFIDFTransformer were used to convert training data into vectors 

for classification using the ML Algorithm. The sentences are one-hot encoded and padding is 

applied in the case of LSTM[9]. The independent variable is the statement(sentence or aspect), 

whereas the dependent variable is the label, which represents the mood of the sentence 

(positive(0) or negative(1)). The system extracts relevant characteristics from the existing data 

using these vectors, allowing it to learn from them and generate predictions about future texts. 

Following that, distinct evaluation measure scores from the NB[10], SVM[11], and LSTM 
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classifiers are recorded using various hyper-parameters. The optimum model is obtained by 

analyzing the optimal scores from each classifier. Because the negatives outnumber the 

positives by a little margin, the label is stratified when the data is divided. The results gained 

after pos tagging a sentence are shown below. Only the aspect part is extracted from the 

sentence. 

Sentence: The valley was completed when the United States and the United Kingdom 

were not formed. 

PosTag: [('The', 'DT'), ('valley', 'NN'),('was', 'VBD'),('completed', 'VBN'),('when', 

'WRB'),('the', 'DT'),('United', 'NNP'),('States', 'NNPS'),('and', 'CC'),('the', 'DT'),('United', 

'NNP'),('Kingdom', 'NNP'), ('were', 'VBD'), ('not', 'RB'), ('formed', 'VBN')] 

2.2 Data Collection 

Tweets publish by Nepali users during the COVID19 period are scraped using the 

Twitter API. A total of  4035 sentences are scraped from Twitter in which 1899 are positive 

and 2136 are negative.  The gained text is labeled manually based on the sentiment of the 

words. The positive is labeled 0 whereas the negative is labeled 1.  A sample of the final 

preprocessed dataset is shown in Table 1. More information regarding the dataset is provided  

in Table 2. The complete pre-processed dataset[22]  is stored in the kaggle system for further 

analysis. 

Table 1. Sample Dataset 
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Table 2.  Dataset Information 

Data Label ‘1’ (negative) Label ‘0’ (positive) Total 

Total 2136 1899 4035 

Training  Data 1691 1537 3228 

Testing  Data 445 362 807 

 

2.3 Algorithm 

The Naive Bayes theorem is used to create a classification method called Naive Bayes. 

It is widely utilized in text analysis applications such as emotion recognition, spam 

classification, and so forth. The naïve Bayes Theorem is represented mathematically by 

Equation 1 and  2. 

𝑃(𝑐|𝑥) =
𝑃(𝑥|𝑐)𝑃(𝑐)

𝑃(𝑥)
          Eqn. 1 

𝑃(𝑥|𝑐) = 𝑃(𝑥1|𝑐) ∗ 𝑃(𝑥2|𝑐) ∗ … ∗ 𝑃(𝑥𝑛|𝑐) ∗ 𝑃(𝑐)     Eqn. 2 

P(c|x) represents the posterior probability, P(x) represents the predictor prior 

probability, and P(c) represents the class prior probability and P(x|c) represents the likelihood 

in the above equation. A posterior probability is a likelihood of allocating observations to 

classes based on the outcomes. A prior probability is the probability of an observation 

belonging to a group before the data is gathered. 

A Support Vector Machine (SVM) is a discriminative classifier with a separating 

hyperplane as its formal definition. In other words, the algorithm produces an optimum 

hyperplane that categorizes fresh instances given labeled training data (supervised learning).  

The major components of the SVM can be seen in the figure 2. The figure is gained after three-

dimensional data is passed through linear kernel  SVM. The equation of the supporting vectors, 
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separating hyperplane, is shown in the figure 2, and also the equation representing the distance 

between support vectors and the distance between a support plane and a support vector. 

The hyperplane equation can be also written as, 

𝑊𝑇 − 𝑏 = 0          Eqn. 3 

where ‘w’ is the normal vector of the hyperplane and 
𝑏

||𝑊||
 denotes the offset of the 

hyperplane from the origin along the normal vector w. (𝑥1, 𝑦1),...,(𝑥𝑛, 𝑦𝑛) represents the 

training dataset of ‘n’ points.  

In this study, '𝑥𝑛 ' represents the vectorized complete sentences or aspects and '𝑦𝑛 ' 

represents the labels that represent the sentiment of the sentences. The linear kernel is used to 

linearly separate the data to categorize the sentiment. The effectiveness of linear separation is 

attributed to the existence of increased dimensionality of instances and features. 

 

Figure 2. SVM Classifier 

Long short-term memory is a type of neural network that works well with time-series 

data. It's primarily utilized in natural language processing for tasks like text creation and 

categorization. LSTM uses special units in addition to ordinary units, unlike its predecessor, 

RNN. An LSTM unit has a memory cell, which can retain data for a long time. Three gates 
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make up an LSTM. Input Gate, Forget Gate, and Output Gate are the three gates. Input, Forget, 

and Output Gates are mathematically represented by Equations 4, 5, and 6, respectively. 

𝑖𝑡 = 𝜎(𝑊𝐼[ℎ𝑡−1, 𝑥𝑡]  + 𝑏𝑖)        Eqn. 4 

𝑓𝑡 = 𝜎(𝑊𝑓[ℎ𝑡−1, 𝑥𝑡]  +  𝑏𝑓)        Eqn. 5 

𝑜𝑡 = 𝜎(𝑊𝑜[ℎ𝑡−1, 𝑥𝑡]  +  𝑏𝑜)        Eqn. 6 

where "𝜎" represents a sigmoid function, "𝑤𝑖",”𝑤𝑓” and “𝑤𝑜” represents the weight for 

the input, forget and output neuron gate, “𝑤𝑡” is the input at timestamp ‘t’ and “𝑏𝑖”, “𝑏𝑓” and 

“𝑏𝑜” represents biases for input, forget and output gate respectively. Fig.3. represents the basic 

Architecture of a  Block of LSTM. 

 

Figure 3. Basic Architecture of a Block of LSTM 

In the above figure,”𝑐�̅�”, "𝑐𝑡", "ℎ𝑡−1", and "ℎ𝑡" are the candidate cell state at timestamp 

(t), cell state at timestamp(t), the input of the previous hidden state, and input for the next 

hidden state. The mathematical equations for the candidate cell state, cell state, and the final 

output is shown below. 

𝑐�̅� = tanh (𝑊𝑐[ℎ𝑡−1, 𝑥𝑡]  +  𝑏𝑐)       Eqn. 7 
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𝑐𝑡 = 𝑓𝑡 ∗ 𝑐𝑡−1 +  𝑖𝑡 ∗  𝑐�̅�       Eqn. 8 

ℎ𝑡 = 𝑜𝑡 ∗ tanh (𝑐𝑡)          Eqn. 9 

3. Results and Discussion                                                                                                

The experimental system for this study is shown in Table 3. 

Table 3. Model HyperParametera 

Experiment Parameter Value 

System 𝐾𝑎𝑔𝑔𝑙𝑒 (𝐶𝑙𝑜𝑢𝑑) 

CPU 𝐼𝑛𝑡𝑒𝑙 𝑋𝑒𝑜𝑛 

RAM 25.3 𝐺𝐵 

Programming Language 𝑃𝑦𝑡ℎ𝑜𝑛 3.5 

Torch 1.3.1 

iNLTK library 𝐷𝑒𝑓𝑎𝑢𝑙𝑡 

NLTK library 3.2.4 

Pandas 1.2.2 

Numpy 1.19.5 

Scikit-learn 0.24.1 

Keras 5.3.1 

Tensorflow 2.4.1 

 

During the experiments, ML and DL algorithms such as NB, SVM, and LSTM were 

used. Evaluation measures like as accuracy, precision, recall, and f1-score are generated to 

assess the model's performance. 
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𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
          Eqn. 10 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
           Eqn. 11 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
          Eqn. 12 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2 ∗
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙
         Eqn. 13 

where, TP = True Positive,   TN = True Negative, FP = False Positive, FN = False 

Negative 

Table 3, 4 and 6 show the results obtained using Bernoulli Naive Bayes (BernoulliNB), 

SVM, and LSTM algorithm respectively. 

The BernoulliNB [13] classifier is trained in different with complete sentences and 

aspects of the sentence in varying alpha values chosen between 0 and 1. Alpha is the additive 

smoothing parameter. Table 4 shows the result obtained. 

Table 4. BernoulliNB Classifier 

Trained On Alpha Accuracy Precision Recall F1-Score 

Complete 

Score 

0.1 70 70 70 70 

0.5 71 72 71 71 

0.9 71 71 71 71 

Aspect 0.1 76 80 76 76 

0.5 67 66 67 66 

0.9 71 73 71 68 

 

The SVM classifier is trained in different with complete sentences and aspects of the 

sentence in varying alpha values chosen between 0 and 1. Alpha is the constant which 
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multiplies the regularization term. Regularization becomes greater when the value is increased. 

Table 5 shows the result obtained.  

Table 5. SVM Classifier 

Trained On Alpha Accuracy Precision Recall F1-Score 

Complete 

Score 

0.1 69 71 69 67 

0.5 63 65 64 63 

0.9 55 66 55 49 

Aspect 0.1 64 77 64 53 

0.5 63 67 63 52 

0.9 63 67 63 57 

The SVM classifier is trained in different with complete sentences and aspects of the 

sentence. The model is hyper tuned and Table 6 represents the hyperparameters gained after 

tuning. Table 7 shows the result obtained.  

Table 6. .Model Hyperparameter 

Hyperparameters Value 

Embedding Vector Feature 40 

Epochs 10 

Batch Size 32 

Loss Binary CrossEntropy 

Optimizer Adam 

Metrics Accuracy 

 



Journal of Artificial Intelligence and Capsule Networks (2021) 

Vol.03/ No.03 

Pages: 151-168 

http://irojournals.com/aicn/ 

DOI: https://doi.org/10.36548/jaicn.2021.3.001 

 

 164 

ISSN: 2582-2012 (online)  

Submitted: 07.07.2021  

Revised: 16.07.2021  

Accepted: 21.07.2021  

Published: 23.07.2021  

Table 7. LSTM Classifier 

Trained On Accuracy Precision Recall F1-Score 

Complete 

Sentence 

79 80 79 79 

Aspect 70 70 70 70 

Finally, figure .4. represents the graphical of the performance of the best model in terms 

of metrics for all models. It can be clearly seen that the LSTM based model trained on full test 

performs the best. 

 

Figure 4. Models Performance 
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Very little research has been done in Nepali text analysis. So, few papers have been 

published in journals. Table 8 shows the comparison of the models with past papers used in 

similar tasks.  

Table 8. Model Comparison 

Article Accuracy Algorithm 

Braja Gopal Patra, Dipankar 

Das, and Amitava Das (2018) 

56.9% SVM 

Sujan Tamrakar1, Bal Krishna 

Bal and Rajendra Bahadur 

Thapa (2020) 

77.5% Bernoulli Naive Bayes 

Milan Tripathi (2021) 79% LSTM 

 

4. Conclusion                                                                                                                                

For most organizations, capturing consumer sentiment is critical. This leads to a more 

detailed understanding of consumer observation, which improves customer happiness. The 

results of algorithms such as NB, SVM, and LSTM in detecting sentiments in user opinions 

centered on a whole phrase and a specific entity are shown in this paper. The BernoulliNB 

Classifier performs best on aspect-based classification with an alpha value of  0.1, whereas the 

LSTM Classifier performs best on entire sentences on a restricted dataset (4035 phrases and 

483 aspects). The algorithm may be evaluated against a larger dataset for future improvements, 

which might result in increased accuracy.             
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