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Abstract—Sentiment analysis in gaining more attention as it 
is increasingly used in multiple domains, including in 
interpreting educational data. The article uses sentiment 
analysis technique to understand the early childhood educators 
reported beliefs (perception) on young children’s ICT use. The 
dataset was obtained from a comparative study of early 
childhood educators from two countries, Australia and 
Malaysia. The result shows a similar outcome where most 
teachers agreed upon the benefits of ICT use and conclude 
more positive sentiment polarity. 

This paper summarizes the findings using sentiment 
analysis as well as comparing it to the quantitative data 
obtained from the survey.   
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I. INTRODUCTION  

In recent years, a collaboration of interdisciplinary, or 
multidisciplinary nature has emerged as a new trend in 
research. For instance, the application of computer science 
principles in the education domain is gaining more 
popularity. Obviously, it is due to the potentials that 
computer science can offer in general, and the convergence 
of artificial intelligence in various field, including in 
analyzing educational data. More recently, the collaboration 
of interdisciplinary research is evident for both computer 
science and education field. There are multiple ways of how 
these two fields can work together in research including in 
Educational Data Mining (EDM), Learning Analytics and 
Knowledge (LAK), Computational Thinking (CT), as well 
as computing education itself, to name a few. Sentiment 
Analysis (SA) too, has great potential, yet it remains 
underused in educational context [1] despite its extensive 
use in other disciplines. Also, there is a need to foster more 
communication and collaboration between LAK and EDM 
to reap more benefit in research, by sharing of methods, and 
tools for data mining and analysis [2]. According to the 
Society of Learning Analytics Research, “Learning analytics 
is the measurement, collection, analysis and reporting of 
data about learners and their contexts, for purposes of 
understanding and optimizing learning and the environments 
in which it occurs.” [3] 

Hence, the article aimed to re-introduce this artificial 
intelligence tool, by deploying sentiment analysis as another 
data analytical means. This technique offers an alternative to 
the conventional way (such as thematic analysis) to gauge 
qualitative data and to compare it with the related 
quantitative data, in this case, it was derived from a 
comparative study in education. 

II. RELATED WORKS 

A. Teachers perceptions and adoption of ICT 
Over the years, a growing body of research in an 

educational setting has been discussing teachers’ attitude and 
their uptake of ICT, including for preschool teachers. The 
issue is one of the major areas of interest within the field of 
educational technology. Most of the study has applied their 
preferred lenses in investigating the problems and offering 
different perspectives within various contexts. Many studies 
reported while the majority of teachers has positive beliefs, 
this may not be necessarily true in their classroom practice, 
due to various factors, including structural issues or lack of 
technical support [4]. This is despite policies related to ICT 
availability in classrooms. Other factors might contribute to 
this positive belief and the uptake of ICT in an educational 
setting including the need for continuous teachers’ 
professional development [5], among others. The original 
study where the data on preschool teachers’ beliefs (or 
perception) benefits of ICT use on young children has the 
following variables, as shown in Fig. 1 below: 

 

Fig.1 Preschool teachers’ beliefs on ICT use by young children, as part 
of the study [6] 

 



B. Sentiment analysis in educational research  
 Among examples of sentiment analysis use in 
educational context is sentiment analysis in student learning 
experience [7] and teachers feedback [8], [9] and learning 
outcome-based feedback [10]. For instance, [11] suggested 
the use of Natural Language Processing (NLP) and machine 
learning be applied to student feedback to assist university 
administrators and teachers in handling teaching and learning 
issues, by using students’ comments from course surveys and 
online sources to identify sentiment polarity, the emotions 
expressed, and satisfaction. In the context of e-learning, [12] 
recommended the use of a hybrid approach to get the best 
accuracy. 

C. Sentiment Analysis Techniques  
Sentiment Analysis or Opinion Mining techniques can 

be separated into three different groups which are 
supervised, semi-supervised and unsupervised techniques. 
The supervised techniques are machine learning classifiers. 
Supervised techniques more accurate, however, need to be 
trained on a relevant domain [13]. Unsupervised statistical 
techniques do not require training. They are efficient in a 
dynamic environment but at the cost of accuracy. Sentiment 
analysis techniques analyze opinion datasets to generate a 
general perception that people have about products, services 
or thoughts on a certain issue. The classification of 
sentiments in a review document is performed by 
identifying and separating all the positive and negative 
opinion words. Considering the strength of these words, 
along with their polarity, helps in multi-class classification 
[13], [14]. Machine learning techniques suitable with 
sentiment analysis task as plenty of data and its presence in 
pattern [13]. A test set dataset is used to figure out the 
performance of the classifiers. These classifiers can also be 
successful for classification of text effectively [15]. The 
classifiers are trained on a labeled dataset which called 
supervised learning. The supervised learning approach relies 
on the existence of labeled training dataset [16]. 

Naïve Bayes (NB) classifier is popular for text 
classification. NB can determine the possibilities of the 
classes to relate the review with the help of feature vector 
[13], [14]. The feature vector actually labeled as positive 
and negative for binary classification. By using the 
annotated training data set the probability of feature vector 
can be calculated with each label. A label is assigned by the 
feature vector that has the highest probability for it [13], 
[16]. If this information is sustained, it can be used to show 
the confidence in a label for a feature vector. In [17] they 
used Naïve Bayes classifier in their study to classify movie 
reviews. From their study, the found that NB classifier 
produced outperformance where 0.91 was their accuracy. 
Besides that, Naïve Bayes classifier also performed well in 
movie reviews where the accuracy was 81% [18]. For 
reviews from microblog that done by [10], the accuracy for 
Naïve Bayes was 83%. NB has succeeded in producing 
better performance in several experiments that involving 
different type of domains.  

Support Vector Machine (SVM) is one of the popular 
methods for text classification. Also, SVM one of the most 
efficient approaches for text classification as found in many 
studies [19]–[21]. SVM is effective in the text analysis that 

works by developing a hyper-plane to two separate classes 
which are positive and negative while maximizing the 
margin between the two classes [21]. Support vectors 
calculate the margin that is formed, one on each side of the 
hyper-plane [13], [21], [22]. The massive amount of time 
that needed, which is related to the number of training 
instances and found unreliable for large scale application is 
one of the limitations for SVM [13], [16], [21]. 

The k-nearest neighbour is a type of instance-based 
earning or non-generalizing learning where it does not need 
to construct a general internal model but simply stores 
instances of the training data [17].  When the irrelevant 
features were removed, the accuracy of the model improves. 
Features are assigned weights to vary their contribution 
towards decision making [13]. Weights are extracted from 
the probability of information in documents across different 
categories. A study on performance of k-NN using a pre-
processed dataset that mentioned in [13] claiming 10 % 
improvement when noise and outliers are moved out. 
Optimum value is chosen as a threshold to separate regular 
data from noise. Sentiment analysis is performed with a 
reduced set of the feature vector in [23] to avoid the disaster 
of dimensionality. It is effective against large feature sets and 
the order of features and their thresholds are identified from 
within the training data [13]. k-NN has encouraging results 
in sentiment analysis. But, it is more susceptible to noise and 
high dimensional feature set. Therefore, more of the work in 
k-NN for text classification has focused on feature selection 
and reduction techniques as they are the driving factors of k-
NN’s performance [13]. 

III. MATERIAL AND METHOD  

A. The educational study  
 The datasets were taken from a comparative study 
investigating preschool teachers’ comfort levels, and 
practices and beliefs of young children’s ICTs and Internet 
use in early childhood contexts in both Australia and 
Malaysia. [6]. The study used a survey questionnaire as the 
instrument to collect data by using both online and printed 
copies to reach target samples in both countries. The study 
involved a total of N=131 for Australian participants and 
N=103 for Malaysian counterparts. 

B. Dataset 
For this study, we analyzed the qualitative data from an 

educational research. The survey questionnaires have a part 
where the teachers express their thought about children 
experience through accessing the Internet and Web 
searching. One of the survey questions in this study: “What 
do you believe children experience through accessing the 
Internet and Web searching?” was an open-ended question at 
the end of the questionnaire with opinions from teachers 
where mentioned in [24] text comments one of the 
unstructured data that will be analyzed using sentiment 
analysis tool in this article. The survey data has both 
positive, negative and neutral reviews. The sentiment for this 
dataset has been annotated by using Valence Aware 
Dictionary for sEntiment Reasoning (VADER), a lexicon-
based method of classifying reviews or comments to a 
particular sentiment. The method of classifying the sentiment 
using VADER is also often used in other research works 
[25]–[27]. 

 



 
Fig. 2. Percentage sentiment distribution 

C. Methodology  
This study specifically constructed to understand early 

childhood teachers’ current educational beliefs of their 
general ICT and Internet use in the preschool years of 
education in Malaysian and Australian context.  

The data was in CSV file format. The data then was 
converted into arff format. The arff file was imported into the 
WEKA data mining tool. WEKA is an abbreviation from 
Waikato Environment for Knowledge Analysis where this 
tool was developed by University of Waikato, New Zealand. 
This software can provide an implementation of machine 
learning algorithms and contains a module for data 
processing. In addition, it supports several data mining tasks 
includes data preprocessing, binning, feature selection, 
clustering and regression.  

The main components of the methodology consist of 4 
phases as shown in Fig. 3: 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

Fig.3 Process of Sentiment Analysis 

 Phase 1: Text Preprocessing is an essential part of any 
Natural language Programming (NLP) system since the 
characters, words and sentences identified at this stage. 
These are the fundamental units passed to all further 
processing stages, from analysis and tagging components 

[28]. First, the researchers need to eliminate noisy data from 
the raw dataset before proceeding to the next phases where 
tokenization took place. Tokenization is the process of 
breaking a stream of text into words, phrases, symbols or 
other meaningful elements called tokens [29]. The list of 
tokens becomes input for further processing such as parsing 
or text mining. Textual data is only a block of characters at 
the beginning. All processes in information retrieval require 
the words of the data set. So the requirement for a parser is 
tokenization of documents. The main use of tokenization is 
identifying meaningful keywords 

Then normalization occurred where the process involves 
transforming text to ensure consistency. Some examples of 
this process include converting upper case letter to lower 
case, Uni-code conversation and removing diacritics from 
letters, punctuations or numbers [29]. Stemming is one of the 
important roles in NLP where the process of conflating the 
variant forms of a word into a common representation, which 
is the stem. For example, the word “presentation”, 
“presented”, “presenting” could all be reduced to a common 
presentation “present” [29], [30]. 

 Next, researchers performed stop word removal where 
many words in documents recur very frequently but are 
essentially meaningless as they are used to join words 
together in a sentence. It is commonly understood that stop 
words do not contribute to the context or content of textual 
documents. Due to their high frequency of occurrence, their 
presence in text mining presents an obstacle in understanding 
the content of the documents. Stop words are very frequently 
used common words such as ‘and’, ‘are’, ‘this’ and etc. 
These words are not useful in the classification of 
documents. That’s the reason it must be removed [29], [31]. 

 Phase 2: Classification performances can be improved 
when feature selection is applied where it will remove 
irrelevant and redundant features from the actual dataset  
[32]. Attribute selection filter or feature selection is applied 
to decrease the dimensionality of the dataset and can improve 
the learning algorithms’ performances. There are three 
techniques in feature selection: filter, wrapper and hybrid 
[33]. In this study, Correlation Attribute Eval (CA) where it 
evaluates the attributes with respect to the target class [34] is 
evaluated. 

 Phase 3: There were three supervised learning algorithms 
were used to perform the classification task. The algorithms 
are Naïve Bayes, Support Vector Machine (SVM) and 
Random Forest. The measurement that will be considered is 
the percentage of correctly classified instances and for the 
validation part, the researcher used the 10-fold cross 
validation. 

Phase 4: Evaluation and analysis: The verification is 
conducted by comparing the result the acquired from the 
reviews that already classified from different classifiers. The 
result will be discussed in the next part of this paper.  

IV. EXPERIMENT AND RESULT 

This study is completely experimental with a practical 
implementation. Data visualization can be utilized to get an 
overview of the pattern of the dataset in a graphical view. 
Fig. 4 shows visualization for attribute that consists of three 
different sentiment distribution where positive sentiment 
represents by blue, negative sentiment represented by light 
blue and neutral sentiment represent by red. 

Teacher’s beliefs 
(dataset)

Text Preprocessing 

Sentiment Classification 

Evaluation and Analysis 

Feature Selection 



 
Fig. 4. Data visualization for attribute sentiment_class.  

The experiment of feature selection on the dataset is 
conducted using Correlation Attribute. Fig. 5 shows the top 
20 attributes for the ranking method after went through 
feature selection process. 

 
Fig. 5. Attribute selection output based on ranking method 

 After the feature selection process, the performances 
among the three machine learning algorithms which are 
SVM, Naïve Bayes and Random Forest is compared. In 
WEKA there has four test options available: Training 
Dataset, Percentage Split Supplied Test and Cross 
Validation. This study is conducted by using 10-Fold Cross 
Validation. The experiment is carried out using the 10-Fold 
Cross-Validation test option. Cross-validation is a statistical 
technique to evaluate the predictive model by splitting the 
original sample into two part which is training set to learn or 
train a model and a test set to perform the evaluation on it. 
For k-fold cross-validation, data are partitioned into k 
equally sized folds. Training and validations are performed 
repeatedly for each number of k-iteration.  

 Specifically, within each iteration, different folds of the 
data are also kept out for validation, while the remaining k-1 
folds are retained for learning. k samples of the performance 
metric will then be available for each model to be evaluated. 
Aggregation measures such as averaging can be further 
performed to highlight model performance comparison, 
otherwise the samples can be used to support a statistical 
hypothesis test. Table 1 shows the comparison of the 
learning algorithms; Naïve Bayes, SVM and Random Forest 
performances in terms of recall. It is observed that the SVM 
algorithm outperforms other algorithms where its recall value 
is at 0.674 using the 10-fold Cross-Validation method. 

TABLE I.  PERFORMANCE OF THE ALGORITHMS ON THE DATASET 

 
Algorithms 

Support Vector 
Machine Naïve Bayes  Random Forest  

Recall  0.674 0.606 0.659 

 

V. DISCUSSION 

This study provides a comparison of performances 
between three classifiers: Naïve Bayes, SVM and Random 
Forest in classifying sentiment using this dataset. The 
accuracy of these three classifiers are compared to each 
other. The SVM classifier achieved 0.674 recall value 
followed by Random Forest classifier where it achieved 
0.659 recall value and recall value that achieved by Naïve 
Bayes is 0.606. Prior to performance comparison, several 
preprocessing techniques such as data cleaning and feature 
selection were first conducted, and the results can be 
increased when others learning algorithms or new hybrid 
algorithms is tested as well using 10-fold cross validation. 
The best result is given by SVM, as it works well with 
unstructured data such as text. Besides that, SVM consist of 
kernel that will give the model better strength and with a 
suitable kernel function, SVM can solve any complex 
problem.  

Finding the sentiment of the reviews or comments can 
help in a various domain where to develop intelligent 
applications that can provide the users comprehensive 
reviews of products, movies or services. In this paper, we 
are reviewing the sentiments of early childhood education 
(or preschool) teachers on their perceptions of ICT use for 
young children.  We also compare the result of using 
sentiment analysis with the related quantitative data on 
preschool teachers’ beliefs on use of ICTs for young 
children (refer Fig. 6 and data in Fig. 7). From the table, 
there were very positive beliefs amongst the preschool 
teachers in both countries for the statement “it is good to use 

technology to build on the interest children bring to the 
classroom” (more than 90%), although there were also 
concerns on the time children spent with technology. 

 
Fig. 6. Percentage of Australian and Malaysian teachers’ positive 

beliefs on young children’s technology use [6] 

 



 

In summary, there are similarities where both qualitative 
and quantitative data (Fig. 6 and Fig. 7) reported medium to 
high percentage of positive beliefs (perception) on young 
children use of technology. Both groups of teachers reported 
having positive attitudes or perceptions towards technology 
and Internet use in early childhood education, although these 
beliefs did not translate into their reported practices [6]. 

 
VI. CONCLUSION 

The study has potential to further use sentiment analysis 
as a useful analytical tool within educational data mining 
(EDM) and Learning Analytics and Knowledge (LAK) 
corpus of research. Overall, this effort would contribute to 
the existing body of knowledge within this interdisciplinary 
research between education and computer science domain. 
The use of sentiment analysis must be extended to reach 
more researchers and be applicable in wider educational 
research objectives, has merits for researchers in both fields. 
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