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ABSTRACT

Changes in the land surface can drive large responses in the atmosphere on local, regional, and global scales.

Surface properties control the partitioning of energy within the surface energy budget to fluxes of shortwave

and longwave radiation, sensible and latent heat, and ground heat storage. Changes in surface energy fluxes

can impact the atmosphere across scales through changes in temperature, cloud cover, and large-scale at-

mospheric circulation. We test the sensitivity of the atmosphere to global changes in three land surface

properties: albedo, evaporative resistance, and surface roughness. We show the impact of changing these

surface properties differs drastically between simulations runwith an offline landmodel, compared to coupled

land–atmosphere simulations that allow for atmospheric feedbacks associated with land–atmosphere cou-

pling. Atmospheric feedbacks play a critical role in defining the temperature response to changes in albedo

and evaporative resistance, particularly in the extratropics. More than 50% of the surface temperature re-

sponse to changing albedo comes from atmospheric feedbacks in over 80% of land areas. In some regions,

cloud feedbacks in response to increased evaporative resistance result in nearly 1K of additional surface

warming. In contrast, the magnitude of surface temperature responses to changes in vegetation height are

comparable between offline and coupled simulations. We improve our fundamental understanding of how

and why changes in vegetation cover drive responses in the atmosphere, and develop understanding of the

role of individual land surface properties in controlling climate across spatial scales—critical to understanding

the effects of land-use change on Earth’s climate.

1. Introduction

While it is intuitive to think about how climate im-

pacts the land surface, here we focus on how changes in

the land surface influence the climate system. In par-

ticular, we focus on the effects of changing land surface

properties associated with vegetation change. The ef-

fects on climate of changing vegetation vary depending

on the location of the vegetation change.

For example, tropical forests have high rates of tran-

spiration, and thus high rates of evaporative cooling;

tropical deforestation reduces this evaporative cooling

effect, leading to warming at the surface (Bonan 2008b).

Increasing tree cover in themidlatitudes has been shown

to alter climate locally by warming and reducing cloud

cover (Swann et al. 2012; Laguë and Swann 2016).

Changes in vegetation at high latitudes can modify

surface temperatures through both surface albedo and

atmospheric water vapor changes (Bonan 2008b; Swann

et al. 2010). The effects of historical land-use and land-

cover change have been shown to impact near-surface
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air temperatures and energy fluxes (Pitman et al. 2009;

de Noblet-Ducoudré et al. 2012), while future land use

has been proposed as a potential method of mitigating

anthropogenic climate change (Canadell and Raupach

2008). In addition to directly influencing surface fluxes

and temperature, interactions between vegetation

change and the atmosphere can drive atmospheric

feedbacks and global-scale teleconnections, which fur-

ther influence surface climate, both locally and remotely

(Bonan 2008b; Swann et al. 2012; Laguë and Swann

2016; Kooperman et al. 2018).

Vegetation change has been observed to drive

changes in surface energy fluxes across a range of biomes

(Lee et al. 2011). In addition to observational studies,

much of our understanding of land–atmosphere cou-

pling and vegetation–climate feedbacks comes from

models of Earth’s land–atmosphere–ocean–sea ice sys-

tem. Land surface models represent the biogeophysical

coupling between the land and atmosphere through

fluxes of momentum, energy, and water, which are in

turn modulated by the land surface albedo, rates of

evapotranspiration, and aerodynamic surface rough-

ness. The climate at the land surface is determined both

by the background regional climate and by the charac-

teristics of the local land surface; changes in individual

land surface properties each have a different impact on

surface temperature and energy fluxes. Albedo directly

controls the amount of solar energy absorbed by the

surface; aerodynamic roughness controls the efficiency

of turbulent energy exchange with the atmosphere; and

the resistance to evapotranspiration controls how much

water can move from the land surface to the atmo-

sphere. Changes in vegetation modify each of these

surface properties in different ways, and changes in

different properties of the land surface drive changes in

the surface energy budget and surface temperatures.

Through these changes in energy fluxes, the land

can drive changes in the atmosphere, ranging from

small local changes in air temperatures or cloud cover to

large, global-scale changes in circulation (Devaraju

et al. 2018).

Surface energy fluxes are the complex outcome of

biogeophysical processes at the land surface, with

changes in any individual surface property having a

different effect on climate. In modern Earth system

models, it is often difficult to individually perturb a

single land surface property. In a model such as the

Community Land Model (CLM; Lawrence et al. 2018),

surface albedo is the complex result of leaf and stem

reflectance and transmittance, the orientation of leaves,

the amount of leaf and stem material, interception

of snow in the canopy, soil color, soil moisture, and

snow cover. Evaporation is calculated from stomatal

conductance for transpiration, a conductance for soil

evaporation, and evaporation of intercepted water held

externally on foliage. Stomatal conductance itself de-

pends on photosynthetic rates as determined by the

photosynthetic capacity of the canopy as modified by

light absorption, temperature, vapor pressure deficit,

soil moisture availability, and atmospheric CO2 con-

centration. Because of these complex relationships,

many seemingly simple properties of a land surface

model, such as albedo, are actual emergent properties of

the model. As such, it is difficult to directly prescribe a

change in a specific surface property such as albedo or

evaporative resistance, or anticipate how a change in

vegetation type may actually influence these surface

properties. Davin and de Noblet-Ducoudré (2010)

isolated the individual effects of albedo, evaporative

resistance, and surface roughness when comparing the

climate effects of forests versus grasslands using the

Organizing Carbon and Hydrology in Dynamic Eco-

systems (ORCHIDEE) land model, but such a mod-

eling protocol is uncommon. Alternatively, using

climate models with imposed vegetation change, or a

mix of linearized surface energy budget equations and

flux tower observations, the relative contribution of

different surface fluxes to changes in surface temper-

atures can be estimated (Lee et al. 2011; Boisier

et al. 2012).

The effects of human-induced land use and land cover

change can vary largely between different land–

atmosphere models, as shown by the ‘‘Land Use and

Climate, Identification of Robust Impacts’’ (LUCID)

experiments (Pitman et al. 2009; De Noblet-Ducoudré

et al. 2012). These differences come in large part from

the different ways various models represent complex

land surface properties. Here, we focus explicitly on

testing the sensitivity of the climate system to three land

surface properties in a single land–atmosphere model.

Modifying surface energy fluxes through vegetation

change has a direct impact on surface climate. In-

dependent of interactions with the atmosphere,

repartitioning surface energy fluxes on the land surface

can modify surface temperatures and water availabil-

ity. Land–atmosphere coupling with the near-surface

atmosphere further modifies the effect of a change in

some land surface property on surface temperatures

and energy fluxes. For example, Vargas Zeppetello

et al. (2019) discuss the coupling between surface

temperatures, lower-atmospheric temperatures, and

downwelling longwave radiation reaching the land

surface, while Dirmeyer (2001) identify regions with

strong coupling between the land surface state and

lower-atmospheric temperatures, humidity, and even

precipitation.
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In addition to local, near-surface land–atmosphere

coupling changes in response to changes in the land

surface, larger-scale changes in the atmosphere can also

occur in response to land surface changes, which can

then feed back on surface climate, both locally and re-

motely. For example, modifying forest cover in the

midlatitudes can alter midlatitude cloud cover, which in

turn modifies the amount of sunlight reaching the land

surface (Laguë and Swann 2016). Vegetation can also

modify local precipitation (Kooperman et al. 2018) or

remote precipitation by driving changes in large-scale

circulation (Swann et al. 2012). These large-scale at-

mospheric feedbacks to vegetation change can result in

remote climate and vegetation responses in regions far

removed from the initial vegetation change, as a result of

changes in large-scale atmospheric circulation (Swann

et al. 2012; Garcia et al. 2016; Laguë and Swann 2016;

Swann et al. 2018). Analysis of the climate impact of

changes in vegetation that do not allow for atmospheric

feedbacks, such as simulations of changes in vegetation

forced with noninteractive data atmospheres (e.g., land

models forced with reanalysis), captures the direct sur-

face climate response but is unable to capture any of the

climate response to vegetation change resulting from

atmospheric feedbacks.

Changes in vegetation have been shown to drive

substantial atmospheric responses in many modern

ESMs (Gibbard et al. 2005; Bala et al. 2007; Davin and

de Noblet-Ducoudré 2010; Chen et al. 2012; Medvigy

et al. 2013; Devaraju et al. 2015; Badger and Dirmeyer

2015; Swann et al. 2012; Laguë and Swann 2016).

However, as mentioned above, changing vegetation

type in a modern land model encompasses many

simultaneous changes to multiple land surface proper-

ties; several studies using early coupled global climate

models demonstrated the ability of changes in individual

surface properties to influence global climate, including

albedo (Charney et al. 1975; Charney 1975; Charney

et al. 1977), roughness (Sud et al. 1988), and land

evaporation (Shukla and Mintz 1982).

In this study, we introduce an idealized landmodel, the

Simple Land Interface Model (SLIM), which we couple

to a modern Earth system model. We use this idealized

land model to examine the effects of specified changes in

vegetation albedo, evaporative resistance, and surface

roughness in uncoupled land-only and in coupled land–

atmosphere simulations. These simulations examine cli-

mate sensitivities to specific land surface processes,

identify different regional climate responses, quantify

the impact of atmospheric feedbacks from land surface

changes, and provide a quantitative evaluation of how

large a surface perturbation is required to achieve a

desired change in surface temperature.

2. Methods

a. Experimental design

To modify a single land surface property, while

holding all other properties fixed, wewrote a very simple

land surface model (see section 2b), which can be cou-

pled to the Community Earth System Model (CESM;

Hurrell et al. 2013). This simple land model replaces the

Community Land Model, version 5 (CLM5; Lawrence

et al. 2018), within CESM. Simulations are run coupled

to the Community Atmosphere Model, version 5

(CAM5), or forced by an atmospheric dataset; a slab-

ocean model (SOM) (Neale et al. 2012); and the Los

Alamos Sea Ice Model for interactive sea ice (CICE5)

(Hunke et al. 2013; Bailey et al. 2018). The slab ocean

assumes ocean circulation does not change throughout

the simulation (monthly heat fluxes are prescribed for

each ocean grid cell, representing horizontal and vertical

energy transport within the ocean), but allows sea sur-

face temperatures (SSTs), and thus energy exchange

with the atmosphere, to adjust to forcings from the at-

mosphere. SOMs allow atmospheric signals to propa-

gate farther than fixed SST models by allowing ocean

temperatures to respond to changes in energy fluxes

from the atmosphere, but are much less computationally

expensive than fully dynamic ocean models and do not

allow for climate signals driven by variability in ocean

circulation. As such, the SOM provides a good com-

promise for studying the impacts of changes in the land

surface on atmospheric circulation. The role of oceans in

propagating land surface change impacts on global cli-

mate has been previously demonstrated (e.g., Bonan

et al. 1992; Davin and de Noblet-Ducoudré 2010; Swann

et al. 2012); here we capture some of that response by

allowing sea surface temperatures and sea ice to change,

but do not capture any response relating to changes in

ocean circulation or heat capacity.
In each experiment, we modify the value of a single

surface property while holding the rest of the surface

properties fixed. For each surface property, we run two

sets of simulations: one where the land model is forced

with a data atmosphere (‘‘offline’’) and one running fully

coupled to CAM5 (Fig. 1). Land models are frequently

run offline (i.e., not coupled with an interactive atmo-

sphere); here, we are interested in identifying how im-

posing the same changes on the land surface model both

offline and coupled to an interactive atmosphere impact

the resulting surface energy fluxes and temperatures in

response to the change in the land surface. Other de-

lineations of the land–atmosphere boundary, such as

allowing the land to interact with a boundary layer but

not a larger-scale atmosphere, would result in a different

interpretation of the role of atmospheric coupling.
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In the offline simulations, we use atmospheric forcing

data generated by a control simulation of CAM5 run-

ning coupled to the simple landmodel with the following

surface property values over all nonglaciated land re-

gions: snow-free albedo5 0.2, evaporative resistance5

100 sm21, and vegetation height 5 0.1m. These values

were chosen as they roughly correspond to a world

where all nonglaciated lands are grasslands. The offline

simulations are all forced with the same 3-hourly at-

mospheric forcing data saved from the last 30 years of

this coupled simulation (where the first 20 years are

discarded to allow the model to reach equilibrium). We

find the results to be qualitatively similar (i.e., the di-

rection and magnitude of the response of surface tem-

perature and energy fluxes to a change in surface property

is the same) when the offline simulations are forced with

GSWP3 (Global Soil Wetness Project, phase 3; http://

hydro.iis.u-tokyo.ac.jp/GSWP3/) reanalysis (Compo et al.

2011), which is the standard atmospheric forcing dataset

used to evaluate CLM5 in offline simulations (Lawrence

et al. 2018).

We perturb the value of each of these surface prop-

erties over all nonglaciated (in the present day) land

surface (Table 1). For albedo a, we use a 5 0.1 (com-

parable to the albedo of a needleleaf evergreen forest),

a 5 0.2 (comparable to the albedo of a grassland), and

a 5 0.3 (comparable to the albedo of a desert) (Bonan

2008a), while holding evaporative resistance fixed at

100 sm21 and vegetation height fixed at 0.1m. For

evaporative resistance rs, we use rs 5 50 sm21 (low re-

sistance, comparable to that of a crop like wheat), rs 5

100 sm21, and rs 5 200 sm21 [moderately high re-

sistance, comparable to that of a pine forest; see

Fig. 17.10 in Bonan (2015)], while holding albedo fixed

at 0.2 and vegetation height fixed at 0.1m. For vegeta-

tion height hc (height of canopy) we use hc 5 0.1 (short

grassland), 1.0 (tall grass), and 2.0m (shrub/short tree)

(Bonan 2008a). After approximately 2m of vegetation

FIG. 1. Three types of land atmosphere interactions: (a) the direct, local response of the surface to the atmosphere (with no feedbacks);

(b) local atmospheric feedbacks, where changes in the atmosphere above a modified land surface occur because of the modified land

surface below that atmospheric column; and (c) remote atmospheric feedbacks, where a change in land at location 1 drives a large-scale

atmospheric response that can in turn impact the land at location 2. Examples of each feedback consider the impact of a change in albedo

a on absorbed shortwave energy SWabs, sensible heat flux SH, cloud cover, downward shortwave energy at the surface SWdown, downward

longwave energy at the surface LWdown, and surface temperature Ts.

TABLE 1. The values for each experiment are given, with each column of three values corresponding to a single experiment. Values for

albedo a are given in the top row, evaporative resistance rs (s m
21) in the middle row, and vegetation height hc (m) in the bottom row.

Columns are grouped into the variable being perturbed; note that the ‘‘baseline’’ simulation ofa5 0.2, rs5 100, and hc5 0.1 appears three

times but is actually a single simulation.

Surface value

Perturbation variable

Albedo Evaporative resistance Vegetation height

a (unitless) 0.1 0.2 0.3 0.2 0.2 0.2 0.2 0.2 0.2

rs (s m
21) 100 100 100 30 100 200 100 100 100

hc (m) 0.1 0.1 0.1 0.1 0.1 0.1 0.1 1.0 2.0
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height, the response of surface temperatures and energy

fluxes to subsequent increases in vegetation height be-

comes much shallower; as such, we perform an addi-

tional three experiments with hc 5 5.0, 10.0, and 20.0m

to explore the response of surface fluxes to a range of

tree heights; these results are presented in the supple-

ment, while here we focus on the 0.1–2.0-m range of

vegetation heights.

While the goal of this study was to separate the at-

mospheric sensitivity to individual surface properties

which often change simultaneously as a result of vege-

tation change, there are situations where real-world

vegetation change only modifies one of these proper-

ties. An example of this is the stomatal response of

vegetation to changes in atmospheric water demand,

which would modify evaporative resistance but not al-

bedo or vegetation height. Specific crop cultivars have

been developed to modify water use (e.g., Zhang et al.

2005), while growing more reflective plants has been

proposed as a type of geoengineering (Caldeira et al.

2013). Also, there are other land surface properties not

perturbed here that could impact surface energy fluxes

over various time scales, including soil heat capacity,

which has been shown to impact the diurnal amplitude

of surface temperatures (Cheruy et al. 2017).

Each simulation is run for 50 years; we discard the first

20 years of the simulation to allow for themodel to reach

equilibrium, and evaluate the last 30 years of each sim-

ulation. The drift in surface temperatures over the last

30 years, globally averaged, is less than 0.01K. Simula-

tions are run at a resolution of 1.98 latitude3 2.58

longitude.

b. Simple Land Interface Model

The simple land model used here (the Simple Land

Interface Model) allows us to individually modify dif-

ferent surface properties within a coupled climate

model, to isolate their effect on climate. SLIM is de-

scribed in greater detail in the supplemental material of

this paper.

For this study, SLIMwas written to couple into CESM

in place of CLM. At every land location, the user can

independently set each land surface property. These

properties include the snow-free albedo, evaporative

resistance, vegetation height (for aerodynamic rough-

ness), the capacity of the land to hold water, the heat

capacity and thermal resistance of the soil, the number

and depth of soil layers, the snow-masking depth (the

volume of snow required to mask the snow-free ground

albedo), and the locations of glaciers. Heat diffusion

through the soil is solved on a discretized vertical grid

that is decoupled from the water budget of the land.

Hydrology is represented using a bucket model, where

the resistance to evaporation from the bucket is a

combination of a user-prescribed ‘‘lid’’ resistance

(comparable to the bulk stomatal resistance of a com-

plex land model like CLM) and an additional resistance

due to how empty the bucket is (as in the GFDL-LM2

model; Milly and Shmakin 2002; Anderson et al. 2004;

Manabe and Bryan 1969). Given semi-realistic values

for albedo, vegetation height, and evaporative re-

sistance, SLIM can produce surface temperatures that

differ less than 1K to those from CLM5 over most re-

gions using reanalysis atmospheric forcing data (see

Figs. S2–S9 in the online supplemental material).

At each time step, the land model solves a linearized

surface energy budget to calculate a surface temperature

and surface fluxes of radiation, sensible and latent heat

flux, and heat uptake by the ground. A simple snow

model allows snow falling from the atmosphere to

accumulate on the surface and mask the bare ground

albedo; snow is removed from the surface either by

sublimation to the atmosphere or by melting into the

land surface.

c. Analysis approaches

For each surface property, we fit a least squares linear

regression model of a climate variable (e.g., surface

temperature) to the prescribed values of the surface

property (Fig. 2). Each surface property value has 30

points, one annual mean value for each spun-up simu-

lation year. When fitting our linear model, we track how

linear the relationship between the change in global

surface property (e.g., albedo in Fig. 2) and the response

of the climate variable in question (surface temperature

in Fig. 2) using the r2 value of the linear relationship.We

test if the slope is significantly different from zero using

the p value (where p , 0.05 indicates a statistically sig-

nificant relationship at the 95% confidence level).

To evaluate the climate response to physically

meaningful changes in each surface property, we scale

the slope by a somewhat arbitrary scaling factor chosen

to show a maximum temperature change of roughly 1K

in the coupled simulations, which corresponds to maxi-

mum surface energy flux changes of approximately

10Wm22. This corresponds to a scaling factor of 20.04

for albedo (the surface gets 4% darker), 50 sm21 for

evaporative resistance (increasing surface resistance),

and 20.5m for vegetation height (response per 0.5m

shorter/smoother the surface becomes). For example, a

slope of 220K per 1.0 increase in albedo is not physi-

cally meaningful, as albedo values only range between 0

and 1. Instead, we scale the slope to get a change

of20.8K (220K3 0.04) per 4% decrease in albedo. To

evaluate the warming impact of each surface property,

we look at the effects of decreasing albedo, increasing
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evaporative resistance, and decreasing vegetation height.

This slope value is calculated individually for each grid

cell, and presented as the climate response to each scaled

change in surface property in the rest of the paper.

In our offline simulations, the impact on surface en-

ergy fluxes and temperature of a change in a land surface

property represents the response independent of any

atmospheric response to the change in land surface

property. That is, the changes are driven only by the

surface energy budget adjustment to the local change in

surface property (Fig. 1a), and not by any change in

atmospheric temperature, cloud cover, etc., which may

occur due to any interaction with the atmosphere

(Figs. 1b,c). For example, even if the surface energy

fluxes on the land surface changed dramatically in re-

sponse to a change in some surface property, the at-

mospheric fluxes sent down to the land model would

remain the same. Thus, the offline simulations give us an

estimate of the direct response of the surface energy

budget to a change in the land surface in isolation from

any atmospheric changes—note that this is more of a

theoretical concept, as in the real world the atmosphere

and land are always free to interact.

In comparison, coupled simulations capture the direct

surface energy budget response (i.e., the response we

would expect in an offline simulation), changes in surface

fluxes due to local atmospheric responses to the initial

surface change (Fig. 1b), as well as changes in local sur-

face fluxes due to remotely driven atmospheric responses

(i.e., driven by land surface property changes elsewhere;

Fig. 1c). We call the changes in the atmosphere driven

by initial changes in land surface properties, which then

go on to modify energy fluxes at the land surface, the

atmospheric feedback to that initial land surface change.

3. Results and discussion

a. Albedo

The albedo (the fraction of incident radiation that

is reflected) of different land surfaces varies greatly

between vegetation and land cover types. Coniferous

forest albedos range from 0.05 to 0.15, deciduous forests

from 0.15 to 0.20, grasslands from 0.16 to 0.26, and soils

from 0.05 to 0.40; snow cover leads to land albedos of

over 0.9 (Bonan 2002).We scaled our results so that they

are relative to a 0.04 change in land surface albedo;

physically, this can be thought of as a conservative

approximation of the albedo difference between a co-

niferous and deciduous forest or between a deciduous

forest and a grassland.

Albedo directly controls the amount of solar energy

absorbed by the land surface and, as such, plays an im-

portant role in controlling land surface temperatures. If

the land surface absorbs more energy in response to

decreasing surface albedo, more energy must also leave

the surface, either by an increase in turbulent energy

fluxes (sensible and latent heat) or by an increase in

longwave radiation emitted by the surface (increasing

surface temperature). Over long time scales the storage

of energy by the land surface is negligible.

1) OFFLINE

The differences in the pattern of surface temperature

change in response to albedo in the offline simulations,

where no atmospheric feedbacks are allowed, are caused

by differences in 1) the change in absorbed solar energy

(a function of downwelling solar radiation) and 2) the

partitioning of energy into turbulent heat fluxes versus

surface heating.

In the offline simulations, the surface temperature re-

sponse to decreasing land surface albedo is largest in the

midlatitudes and smallest at high latitudes (Fig. 3d; see

also Fig. S10a). Because the incident sunlight is weaker at

high latitudes, the same decrease in surface albedo results

in a smaller net increase in absorbed solar radiation

compared to lower latitudes (Fig. 4e). This means that in

high latitudes there is less extra energy that the sur-

face needs to get rid of (either through warming or

through turbulent heat fluxes), and the total temperature

FIG. 2. Example of calculation of the slope ›atm/›lnd for the

response of surface (skin) temperature to changing surface albedo

at 428N, 102.58W. Individual black dots show the annual mean

temperature for a single year (30 years per spun-up simulation) at

each of the three albedo levels. The solid red line shows the slope of

the response, while the dashed red lines show plus and minus one

standard error around the slope. Because this example has a strong

response, the p value, which we use to test if the slope is different

from zero, is very small (p ’ 10247).
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change is small. Conversely, surface temperature changes

in the offline simulations are larger in regions with a large

amount of incident solar radiation at the surface (the

tropics andmidlatitudes). Despite the fact that equatorial

regions receive the most incoming solar radiation at the

top of the atmosphere, the large amount of deep cloud

cover over the tropics blocks a lot of solar radiation, and

the largest amount of downwelling solar radiation at the

surface in the annual mean actually occurs over northern

Africa and the Arabian Peninsula (Fig. S11).

The surface temperature response to decreasing al-

bedo in the tropics is smaller than in the midlatitude

deserts not only because of the difference in the incident

solar radiation at the surface, but also because of dif-

ferences in the amount of water available on the land

surface due to high tropical precipitation rates. As such,

though decreasing albedo does lead to an increase in the

total energy absorbed at the surface in the tropics

(Fig. 4e), that excess energy is removed from the surface

primarily by evaporating more water (Fig. 4h), negating

the need for increased surface temperatures and

changes in upward longwave radiation (Fig. 4f). The

largest surface temperature changes in the offline sim-

ulations occur in sunny, dry regions such as the Sahara

and Arabian Peninsula, where latent cooling is not able

to occur and the excess absorbed solar energy is bal-

anced by increased surface temperatures and sensible

heat fluxes (Figs. 4f,g).

2) COUPLED

In the coupled simulations, changes in energy fluxes are

transmitted to the atmosphere, with potential resulting

interactions and feedbacks between the land and the at-

mosphere. Interactions with the atmosphere could cause

FIG. 3. Annual mean scaled surface temperature Ts response (K) for (a)–(c) coupled simulations and (d)–(f)

offline simulations, per (a),(d) 0.04 darkening of the surface albedo, (b),(e) 50 sm21 increase in evaporative re-

sistance, and (c),(f) 5.0-m decrease in vegetation height. Violet regions (DTs , 20.1) indicate regions where the

temperature cooled substantially in response to the prescribed surface change. Stippling indicates regionswhere the

slope is not significantly different from zero (p . 0.05).
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further changes in surface climate through several path-

ways, three of which are discussed here. First, changes in

atmospheric air temperature couldmodify themagnitude

of downwelling longwave radiation and the surface-to-

atmosphere temperature gradient, which influences sen-

sible heat flux. Second, changes in cloud cover could

modify the magnitude of both downwelling shortwave

and longwave radiation at the surface. Third, changes in

humidity could modify the vertical moisture gradient,

which influences latent heat flux.

In the coupled simulations, not only is the response of

surface temperature to decreasing albedomuch larger in

FIG. 4. Annual mean change in surface energy fluxes (Wm22) per 0.04 decrease in global land albedo, showing

(a)–(d) fluxes from the coupled simulations and (e)–(h) offline fluxes: (a),(e) net shortwave radiation, (b),(f) net

longwave radiation, (c),(g) sensible heat flux, and (d),(h) latent heat flux. Red (blue) indicates an increase (de-

crease) in net shortwave radiation, net longwave radiation, and sensible heat flux. Green (brown) indicates an

increase (decrease) in latent heat flux. Stippling indicates regions where the response is not significant (p . 0.05).
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magnitude compared with the offline simulations, but it

is also drastically different in spatial pattern (Fig. 3a vs

Fig. 3d). Rather than the high latitudes having the

smallest surface temperature response to decreased al-

bedo, they now have some of the largest warming signals

(along with hot, dry regions in the midlatitudes). The

magnitude of warming at the surface in the coupled

simulations is larger than in the offline simulations in

almost all regions, with the exception of equatorial Af-

rica. When the atmosphere is allowed to respond (cou-

pled simulations), decreasing the surface albedo still

generally leads to an increase in absorbed shortwave

radiation. However, the change in absorbed energy is

smaller in magnitude and has a different spatial pattern

than in the offline simulations, with near-zero changes in

absorbed shortwave radiation in the parts of the tropics

and high latitudes, and the largest increases in absorbed

solar radiation occurring over the midlatitudes and parts

of tropical South America (cf. Figs. 4a and 4d). Sur-

prisingly, there are some locations where decreasing

albedo actually leads to slightly less absorbed solar

radiation at the surface. This response is most notable

in the coupled simulation over equatorial Africa, and is

the result of increased cloud cover over this region re-

ducing the incident solar radiation (Fig. S12).

Across the tropics, decreasing albedo leads to much

larger increases in latent heat flux in the coupled simu-

lations than in the offline simulations, most notably over

India, equatorial Africa, Indonesia, and the western

Amazon (Fig. 4d). Many of these regions also stand out

as having a decrease in net longwave radiation at the

surface with decreased albedo, despite surface warming

(Fig. 4b). Surfacewarming is accompanied by an increase

in upward longwave radiation emitted from the surface,

following the Stefan–Boltzmann equation LW[
}sT4

s

(where Ts is the radiative skin temperature of the land

surface, and s is the Stefan–Boltzmann constant).

However, when the atmosphere warms in response to

surface warming, there is also an increase in downward

longwave radiation at the surface; thus, more energy is

being input to the land system as a result of a warmer

atmosphere (Vargas Zeppetello et al. 2019). The net

longwave radiation at the surface is the difference be-

tween the longwave radiation emitted upward, and the

downwelling longwave radiation reaching the surface

from the atmosphere. In some locations, the increases in

upward longwave radiation (corresponding to increases

in surface temperatures) are larger than the increases in

downwelling longwave radiation (corresponding to a

warmer atmosphere), resulting in decreased net long-

wave radiation at the surface as albedo decreases.

The increase in annual mean surface temperature at

high latitudes is largest in autumn and winter (not

shown), when the incoming insolation is very small. This

is surprising, as decreasing surface albedo during dark

months has a much smaller impact on absorbed short-

wave radiation than decreasing albedo during bright

months; moreover, much of the high-latitude land sur-

face is covered with (bright) snow during the winter

months, masking the direct change in surface albedo.

This suggests that the high-latitude winter warming is

not locally driven. Indeed, there is a significant increase

in energy transport into the Arctic region from the

midlatitudes [see section 3d(2) below], which should

lead to high-latitude warming. Additionally, there is

significant loss of sea ice (largest in September) for the

reduced albedo simulations, which is likely due to a

combination of increased energy transport to the Arctic

and local warming from summer albedo changes trig-

gering an ice–albedo feedback.

b. Evaporative resistance

Vegetation can directly control the evaporative re-

sistance of a surface through the opening and closing of

stomata on their leaves. The evaporative resistance of a

surface is also controlled by soil properties, vegetation

root depth, leaf area, and howmuch water is available in

the soil. Here, we present results for a 50 sm21 change in

the evaporative resistance of the land surface. The total

resistance to evaporation is a combination of the surface

resistance (which we perturb) and the resistance asso-

ciated with how dry the soil is. Changing the evaporative

resistance of the land surface has no direct effect on the

total amount of energy absorbed by the surface; rather,

it controls the partitioning between latent and sensible

heat fluxes (Fig. 5). In general we expect that a surface

with higher resistance would have relatively more sen-

sible and less latent heat flux, leading to higher surface

temperatures relative to a surface with lower resistance.

1) OFFLINE

Our offline simulations show the largest change in

surface temperature in the wettest regions of the tropics

(Fig. 3e). This response is intuitive: increasing resistance

in these regions causes a large reduction in latent heat

flux (Fig. 5h), which is compensated for by surface

warming, increased sensible heat flux, and increased

upward longwave radiation (Figs. 5f,g). Dry regions

(e.g., the Sahara and central Australia) have no tem-

perature response to increasing surface resistance in the

offline simulations; these regions have very little water

on the land surface and near-zero latent heat fluxes, so

making it more difficult to evaporate water does not

result in any substantial changes to the actual magnitude

of latent heat flux, and thus there is no compensating

change in the other terms of the surface energy budget.
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The amount of shortwave radiation absorbed at the

surface is only a function of the downwelling shortwave

radiation and the albedo of a surface; as such, increas-

ing evaporative resistance in offline simulations has no

impact on the absorbed solar energy at the surface

(Fig. 5e). Instead, evaporative resistance directly

controls the partitioning of energy between turbulent

heat fluxes, with the largest temperature responses

occurring in warm locations with large amounts of water

available to evaporate, such as Indonesia and the coastal

regions of the Amazon (Fig. 5h). These regions have

large latent heat fluxes in the mean state, because of a

FIG. 5. Annual mean change in surface energy fluxes (Wm22) per 50 sm21 increase in evaporative resistance,

showing (a)–(d) fluxes from the coupled simulations and (e)–(h) offline fluxes: (a),(e) net shortwave radiation,

(b),(f) net longwave radiation, (c),(g) sensible heat flux, and (d),(h) latent heat flux.Red (blue) indicates an increase

(decrease) in net shortwave radiation, net longwave radiation, and sensible heat flux. Green (brown) indicates an

increase (decrease) in latent heat flux. Stippling indicates regions where the response is not significant (p . 0.05).
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combination of plenty of precipitation (thus lots of water

available to evaporate), and plenty of energy entering

the land system. Thus, increasing evaporative resistance

leads to large magnitudes of change in latent heat fluxes;

energy that formerly was used for evaporation instead

results in surface heating.

2) COUPLED

As with albedo, the pattern and magnitude of the sur-

face temperature response to increasing evaporative re-

sistance over land have a larger magnitude and a spatially

distinct pattern in our coupled simulations compared to

their offline counterparts (Fig. 3b). Rather than in the

wettest tropical regions, our coupled simulations have the

largest changes in surface temperature in response to de-

creasing surface resistance in the middle to high latitudes.

Dry regions in the subtropics have the smallest change

in surface temperature when evaporative resistance is in-

creased, but these regions still showmore warming than in

the offline simulations. Although temperature changes in

the tropics are small, the decreases in latent heat flux in the

wettest regions of the tropics, such as the Maritime Con-

tinent, are the largest of anywhere on the globe.

One of the largest changes in surface temperature in

response to increased evaporative resistance occurs over

southeastern North America. Over this region, there is a

slight decrease in evaporation in both the coupled and

offline simulations (cf. Figs. 5d and 5h). However, the

changes to temperature and energy fluxes are otherwise

quite different. In the coupled simulation, increased

evaporative resistance at the land surface drives warming

and drying of the regional atmosphere. The warming and

drying of the lower troposphere in this region leads to a

decrease in relative humidity and a decrease in low cloud

cover (not shown). The reduction in cloud cover in turn

allows more solar radiation to reach the surface, causing

surface temperatures to rise. Averaged over the region

328–458N, 858–1008W a 50 sm21 increase in evaporative

resistance leads to a 6.2Wm22 increase in absorbed solar

radiation in the coupled simulations. This increase in

energy into the land system over this region results in a

temperature increase of roughly 0.9K in the coupled

simulation, compared to a warming of only 0.2K in the

uncoupled simulation (per 50 sm21 increase in evapora-

tive resistance). This cloud feedback is particularly in-

teresting, as evaporative resistance cannot directlymodify

the amount of energy absorbed by the surface.

The decreases in latent heat flux in response to in-

creased evaporative resistance are actually smaller in

the coupled simulations than in the offline simulations.

This is because in the coupled simulations, as the air

dries in response to reduced evaporation, the atmo-

spheric demand for water increases.

c. Roughness

1) OFFLINE

Changing the height of vegetation changes the aero-

dynamic roughness of the land surface, and thus how

effectively turbulent energy fluxes can be exchanged

with the atmosphere. Decreasing surface roughness

makes it harder to remove energy from the land surface

by turbulentmixing, but has no direct impact on the total

amount of energy entering the land system (Fig. 6e).

Decreasing the roughness leads to a reduction in sensi-

ble heat flux, balanced by a corresponding increase in

longwave radiation, with little to no impact on latent

heat flux (Figs. 6f–h).

The strongest impacts on surface energy fluxes occur

in regions with large sensible heat fluxes, such as the

subtropical desert regions. Note that the pattern of

temperature response is similar for both the short and

tall regimes of changes in vegetation heights, but that the

height change required to scale responses to roughly 1K

shifts from 0.5m in the short regime to 10.0m in the tall

regime (see Fig. S16 and further discussion in the sup-

plement). This reflects a shift in how efficiently a given

change in surface aerodynamic roughness can impact

energy fluxes and surface temperatures—when the land

is relatively smooth, small changes in aerodynamic

roughness are important; when the land is relatively

rough, small changes have little impact.

2) COUPLED

Unlike decreasing albedo and increasing evaporative

resistance, which result in larger surface temperature

changes with different spatial patterns in the coupled

compared to the offline simulations, decreasing surface

roughness results in a similar pattern and magnitude

of warming in the coupled versus offline simulations

(Figs. 3c,f). Also unlike the albedo and evaporative re-

sistance cases, which modify both the surface tempera-

ture (radiative skin temperature) and the near-surface air

temperature in the coupled simulations, the temperature

response in the coupled roughness simulations is pri-

marily restricted to the surface itself (Fig. 7).

In both the offline and coupled experiments, de-

creasing the vegetation height (and thus the surface

roughness) has the largest impact on temperature in the

warmest regions of the globe, with much smaller annual

mean temperature increases in the high latitudes. As the

roughness of a surface should impact how efficiently

turbulent heat can be moved away from the surface, it

should have the largest impact on surface temperatures

in regions where turbulent heat fluxes play a large role in

balancing the surface energy budget.
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d. Feedbacks

In the real world, as well as in our coupled simula-

tions, the land surface does not respond to forcing in

isolation; changes in surface energy fluxes are com-

municated to the atmosphere and can drive changes in

atmospheric temperature, humidity, cloud cover, and

circulation as noted above. Many of these atmospheric

responses to changes in surface energy fluxes can then

feed back on the surface energy budget itself. For

example, a change in cloud cover driven by some initial

surface change could lead to a subsequent change in

solar radiation reaching the surface, which in turn

drives further changes in the surface energy budget

FIG. 6. Annual mean change in surface energy fluxes (Wm22) per 0.5-m decrease in vegetation height, showing

(a)–(d) fluxes from the coupled simulations and (e)–(h) offline fluxes: (a),(e) net shortwave radiation, (b),(f) net

longwave radiation, (c),(g) sensible heat flux, and (d),(h) latent heat flux. Red (blue) indicates an increase (de-

crease) in net shortwave radiation, net longwave radiation, and sensible heat flux. Green (brown) indicates an

increase (decrease) in latent heat flux. Stippling indicates regions where the response is not significant (p . 0.05).
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(Fig. 1b). Additionally, the atmosphere can transmit

information (e.g., changes in circulation, or fluxes of

water, heat, or clouds) from one atmospheric column to

another, such that a change in the land surface in one

region can, through these remote atmospheric feed-

backs, influence the surface energy budget in a remote

region (Fig. 1c).

1) TOTAL ATMOSPHERIC FEEDBACK

The differing surface fluxes between simulations

where the atmosphere is or is not allowed to respond

result in remarkably different patterns and magnitudes

of surface temperature change for the same imposed

surface property change as described above. Because

the atmosphere can respond to changes in surface fluxes,

modifying land albedo, evaporative resistance, and

roughness can lead to large changes in cloud cover,

snowfall, sea ice, and energy transport, all of which can

feed back on the surface energy fluxes over the land

surface.

We define the total atmospheric feedback on surface

climate to be the difference between the coupled simu-

lation and the offline simulation (Fig. 8; for surface air

temperature, this would be the difference between the

left and right columns of Fig. 3). For albedo and evap-

orative resistance, the extratropics have up to 1K of

additional surface warming when the atmosphere is al-

lowed to respond to changes in surface energy fluxes

driven by the modified land surface properties.

To identify the strength of the atmospheric feedback—

that is, what percentage of the total warming signal comes

from interactions with the atmosphere—we calculate the

percentage change in surface temperature between the

coupled simulation and the offline simulation:

Feedback strength5
Coupled2Offline

jCoupledj
3 100: (1)

For albedo, over 50% of the change in surface tem-

perature comes from interactions with the atmosphere

FIG. 7. Change in (a)–(c) surface temperature and (d)–(f) 2-m air temperature (K) per (a),(d) 0.04 decrease in

land surface albedo, (b),(e) 50 sm21 increase in land surface evaporative resistance, and (c),(f) 0.5-m decrease in

land surface vegetation height. Stippling indicates regions that are not significant (p , 0.05), while violet shows

areas where the temperature response is less than 20.1K.
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over more than 80% of global, nonglaciated land area,

with asmuch as 75%of the temperature response coming

from the atmosphere over 28% of land area. This is even

larger for evaporative resistance; over 50% of the surface

temperature increase comes from atmospheric feedbacks

over 84% of nonglaciated land areas, with increases as

large as 75%over 64% of land area (Fig. 9). This suggests

that vegetation changes that significantly alter the color of

the land surface or change how difficult it is to remove

water from the land surface (such as the conversion of a

forest to a grassland) have significant impacts on surface

climate due to changes in the atmosphere in response to

the initial vegetation change.

2) IMPACT ON GLOBAL ATMOSPHERIC

CIRCULATION

In addition to changes in temperature driven by

changes to the local surface energy budget, decreasing

albedo and increasing evaporative resistance both drive

changes in large-scale atmospheric circulation. A north-

ward shift of the Hadley circulation results in a significant

change in northward energy transport by the atmosphere

(Fig. 10a). When excess energy is absorbed in the

Northern Hemisphere the Hadley circulation shifts to

move energy from the energy-rich Northern Hemisphere

to the Southern Hemisphere, causing the intertropical

convergence zone to shift toward the energy-rich hemi-

sphere (Fig. 10b). This response is well documented in

slab-ocean models (Chiang and Bitz 2005; Kang et al.

2008; Swann et al. 2012; Frierson andHwang 2012; Chiang

and Friedman 2012; Laguë and Swann 2016) and also

found in models with dynamical oceans (Broccoli et al.

2006). If such an energy gradient is established, we expect

to see this large-scale circulation response.

In the case of albedo, a darker surface directly in-

creases the amount of energy absorbed by the land

surface. Because the Northern Hemisphere has more

FIG. 8. Difference in surface temperature response in coupled

minus offline simulations for (a) albedo, (b) evaporative resistance,

and (c) vegetation height.

FIG. 9. Atmospheric feedback strength (percentage change)

for (a) albedo, (b) evaporative resistance, and (c) vegetation

height.
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land—in particular, more nonglaciated land (we only

modify nonglaciated land in this study)—than the

Southern Hemisphere, decreasing land albedo globally

results in more energy being absorbed by the surface in

the Northern Hemisphere than in the Southern Hemi-

sphere. The resulting energy gradient causes a south-

ward shift in the Hadley circulation, evident in the

increased southward energy transport across the equa-

tor. However, decreasing land albedo also has the effect

of slightly increasing the energy transport from the

northern midlatitudes into the Arctic, leading to high-

latitude warming driven by the nonlocal albedo changes

in the tropics and midlatitudes.

Evaporative resistance, unlike albedo, does not di-

rectly change the amount of energy absorbed by the

surface; rather, it changes the partitioning of energy

between sensible and latent heat. As such, it is surprising

that increasing evaporative resistance drives a large,

significant decrease in northward energy transport (blue

line in Fig. 10a). We find that increasing evaporative

resistance drives a decrease in cloud cover over many

land areas; this causes an increase in downwelling

shortwave radiation at the surface, and thus an increase

in net shortwave energy absorbed at the surface despite

no change in surface albedo (Fig. S12b, Fig. 5a). This

introduces the hemispheric energy imbalance required

to drive the observed large-scale shifts in energy

transport.

Changing the roughness of the surface has only a weak

impact on the total amount of energy absorbed by the

land, and as such we see only small changes in northward

energy transport and zonal mean precipitation (orange

lines in Fig. 10).

3) RESPONSE OVER OCEANS

Changes in land surface properties drive changes in

surface climate not only over the land, but also over the

oceans. The slab-ocean model employed in these simu-

lations allows SSTs and sea surface energy fluxes to re-

spond to changes in the atmosphere (although heat

transport within the ocean is held fixed). As such, at-

mospheric signals driven by changes in the land surface

FIG. 10. Change in (a) northward energy transport (PW) and (b) zonal-mean precipitation

(mmday21) per 0.04 decrease in albedo (green), 50 s m21 increase in evaporative resistance

(blue), and 0.5-m decrease in vegetation height (orange). Solid lines show the annual mean

change in each field per change in each surface property. Shading indicates plus and minus

one standard deviation around that mean change. Northward energy transport Ff at each

latitude f is calculated as Ff 5
Ð f

2p/2

Ð 2p

0
RTOAa

2 cosf dl df, where a is the radius of Earth,

RTOA is the net radiation at the top of the atmosphere, f is latitude, and l is longitude.
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can propagate over the oceans, impacting SSTs, oceanic

clouds, and precipitation, and potentially reaching far-

removed land surfaces. Unlike the climate response

over land regions in the fully coupled simulations, where

the change in climate may be coming directly from the

change in the land surface at that grid cell, or from at-

mospheric responses to remote changes in the land

surface, the climate response over the ocean must in-

herently be a remote response to changes in the land

surface, given that the ocean surface was not directly

modified in any of our simulations.

When we make the land surface darker (reduce al-

bedo), there is a large warming response over the Arctic

Ocean, caused by a strong sea ice feedback where Arctic

warming leads to loss of sea ice, which amplifies high-

latitude warming (Fig. 7). The warming that initially

drives the sea ice loss is a combination of both local

warming from land in the northern high latitudes, as well

as from an increase in energy transport into the high

northern latitudes (Fig. 10a).With a darker land surface,

the increase in absorption of solar radiation over land

drives increased air temperatures over land; this warm-

ing is then advected by the atmosphere, resulting most

notably in increased SSTs downwind of landmasses in

the Northern Hemisphere. In contrast to the Northern

Hemisphere warming over the oceans, in the Southern

Hemisphere the temperature responses over the cloud

decks west of South America, southern Africa, and

Australia are near zero or negative. This cooling is

caused by an increase in low cloud cover over these re-

gions, which in turn is supported by increase subsidence

over these low cloud decks (Fig. S15). Determining

whether the increased subsidence is due to the direct

albedo change of the neighboring continent (e.g., setting

up a local east–west, Walker-like circulation) or is

driven by the changes in large-scale atmospheric circu-

lation (e.g., increased subsidence as a result of a shifting

ITCZ) would require further simulations and is not the

focus of this study.

e. Inverse relationship

Thus far, we have considered the response of various

climate variables (e.g., Ts, the surface energy budget,

clouds) as the change in that climate variable per in-

cremental change in the magnitude of a surface prop-

erty (albedo, evaporative resistance, or roughness);

that is, we have considered the slope ›atm/›lnd. How-

ever, in order to compare the relative impact of

changes in different surface property types, it would be

useful to know how much of a change in each property

is needed to cause the same amount of temperature

response. We can use our simulations to consider the

inverse relationship ›lnd/›atm. By scaling ›lnd/›atm

such that ›atm 5 0.1K, this relationship can be in-

terpreted as the magnitude of global change in some

surface property (albedo, evaporative resistance, or

roughness) required to drive a 0.1-K increase in surface

temperature at any particular location (Fig. 11). A

similar calculation can be applied to the offline simu-

lations, which do not account for any atmospheric

feedbacks; in that case, we calculate the local change in

surface albedo required to drive a 0.1-K change in local

surface temperature, with no interaction effects from

the local atmosphere, and no temperature effects from

remote albedo change.

In the coupled simulations, only a 0.01 (1%) decrease

in global land surface albedo is required to drive 0.1K of

warming over 85.3% of land areas (Fig. 11a). This is well

within the range of actual surface albedo changes asso-

ciated with vegetation change, with grass albedos alone

ranging from 0.16 to 0.26 (Bonan 2002). In the offline

simulations, only 14.9% of land areas achieve a 0.1-K

warming with a 1% decrease in global land albedo

(Fig. 11d).

To achieve a 0.1-K temperature increase at any given

location from global-scale changes in evaporative re-

sistance, much larger changes in evaporative resistance

are required in the offline versus the coupled simulations

(Figs. 11b,e). For example, to see 0.1K of warming over

southwestern North America, a 5–10 sm21 increase in

global land evaporative resistance would be required in

the coupled simulations, while a change of over 20 sm21

would be required in the offline simulations. The offline

simulations require much larger changes in global land

evaporative resistance to drive a 0.1-K local tempera-

ture (Fig. 11e), largely because the warming response to

increased evaporative resistance in the coupled simula-

tions is due to changes in cloud cover that do not occur in

the offline simulations. Only in some very wet areas,

such as Indonesia, does a change in evaporative re-

sistance translate to a substantial temperature change in

the offline simulations.

Decreasing global land surface vegetation height

by ,0.1m or less leads to 0.1K of surface temperature

change across most of the low to midlatitudes, with

smaller height changes required in hot, arid regions

(Figs. 11c,f). In the high latitudes, where the air is

frequently warmer than the surface, particularly dur-

ing winter, it is not clear that decreasing vegetation

height in these regions should lead to warming. Be-

cause atmospheric feedbacks play a smaller role in the

local climate impact of changing vegetation height, the

offline map can be interpreted as an indicator of

where a local change in surface roughness is likely

to result in a substantial change in local surface

temperature.
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f. Comparison to Davin and de Noblet-Ducoudré

(2010)

Davin and de Noblet-Ducoudré (2010) used a global

climate model to explore the effects of global de-

forestation. Our results are consistent with Davin and de

Noblet-Ducoudré (2010) in that increases in global land

surface albedo lead to global-scale cooling; the largest

temperature changes in their study occur at high latitudes,

while our largest temperature changes occur in mid-

latitudes. Additional differences could result both from

the spatially nonuniform surface changes used in Davin

and de Noblet-Ducoudré (2010), from the fact that they

used a fully dynamic rather than slab ocean, as well as

frommodel dependency of results. Our work builds upon

Davin and de Noblet-Ducoudré (2010) in two notable

ways: first, by exploring the scaling relationship between

different magnitudes of change in albedo, evaporative

resistance, or vegetation height and the resulting climate

effect, and second, by quantifying how much of the cli-

mate response to global changes in each land surface

property was the result of atmospheric feedbacks.

g. Caveats and limitations

In this study we have established that the feedbacks

from the atmosphere are large, comprising for example

75% or more of the total response of surface tempera-

ture to a change in surface resistance over 64% of land

FIG. 11. Change in surface property required to drive an 0.1-K warming in the (a)–(c) coupled and (d)–(f) offline

model simulations for (a),(d) albedo, (b),(e) evaporative resistance, and (c),(f) vegetation height. Note that neg-

ative numbers for albedo (darker colors) mean a decrease in albedo, positive numbers for evaporative resistance

mean an increase in resistance, and negative numbers for vegetation height mean a reduction in vegetation height

(smoother surface). Grayed areas show regions where decreased albedo, increased resistance, and decreased

vegetation height cool (typically regions that are not significant in Fig. 3).
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area. However, atmospheric feedbacks can be local

(a change in the atmosphere above some location due

to a change in land properties at that location) or remote

(a change in the atmosphere above some location due

to a change in land properties at a different location).

We can see this effect clearly over the oceans where the

climate response must be entirely remote, as the surface

of the ocean is never directly modified in this study.

However with our simulations alone, we cannot fully

separate the effects of local versus remote atmospheric

feedbacks over land because all land areas are perturbed

at the same time; doing so will be left for future studies.

We present the response of surface fluxes and radia-

tive skin temperatures to changes in different land sur-

face properties. It is also important to consider how

changes in each surface property impact near-surface air

temperature, as this is the temperature humans experi-

ence from day to day. In the case of albedo and evapo-

rative resistance, the 2-m air temperature is only slightly

damped compared to the radiative skin temperatures

(Figs. 7a,b,d,e). However, the change in the 2-m air

temperature does not necessarily mirror the change in

the surface (radiative) temperature of the land surface.

This is particularly evident when comparing the effect of

changes in roughness on surface versus 2-m air tem-

perature (Figs. 7c,f); while albedo and evaporative re-

sistance result in warming both of the land surface and of

the air in the coupled simulations, the magnitude of

surface temperature response to decreasing roughness is

much larger than that of 2-m air temperature.

In this study we aim to isolate the effect of individual

surface properties on climate, and so in each experiment

we modify a single land property at a time. When con-

sidering the climate impact of actual land use change, for

example, changing from a forest to a grassland, multiple

properties of the land surface are changed simulta-

neously. It is possible that modifying multiple surface

properties at the same time and in different patterns

leads to nonlinear responses that we have not addressed

in the results presented here, but are an area for future

study. Identifying which surface property dominates

when all the surface properties associated with a given

change in vegetation are considered is especially im-

portant given this uncertainty is one of the main reasons

vegetation change drives different responses across

models (Pitman et al. 2009; de Noblet-Ducoudré et al.

2012). Additionally, the strength of the atmospheric

feedbacks presented here are the results of a single at-

mospheric model (CAM5); other atmospheric models

could show stronger or weaker responses to changes in

the land surface, particularly with regard to cloud cover.

In particular, the strong response of low cloud cover to

changes in evaporative resistance from the land surface

is likely to be highly dependent on the shallow convec-

tion scheme used; CAM5 used in this study uses the

University of Washington shallow cumulus parameter-

ization (Park and Bretherton 2009; Neale et al. 2012).

4. Summary and conclusions

We evaluated the sensitivity of the land surface en-

ergy budget and land surface temperatures to changes in

three individual land surface properties (albedo, evap-

orative resistance, and aerodynamic roughness).

Changes in land albedo result in more absorbed in-

coming shortwave radiation, which leads to large surface

temperatures changes in water-limited regions; tem-

perature changes are small, but changes in latent heat

flux are large, in regions with ample terrestrial water

availability. Albedo has the largest impact on surface

temperatures in warm, sunny regions in the offline

simulations, but much larger and spatially broader im-

pacts on surface temperatures across the middle and

high latitudes in the coupled simulations due to large-

scale interactions with the atmosphere. Changes in

evapotranspiration do not directly affect the amount of

energy absorbed by the surface; rather, changes in

evapotranspiration lead to changes in the partitioning

between sensible and latent heat fluxes, with increased

surface temperatures and reduced evaporation when

evaporative resistance is increased. Changes in evapo-

rative resistance have the largest impact on surface

temperature in wet areas such as the tropics in the offline

simulations, with even larger surface temperature re-

sponses in the coupled simulations in extratropical re-

gions with both wet soil and relatively dry air, such as

southeastern North America and northern Eurasia.

Changes in vegetation height modify the aerodynamic

resistance of the land surface, and results in a repartitioning

of surface energy fluxes between turbulent heat fluxes—

mostly sensible heat flux—and emitted surface longwave

radiation (corresponding to changes in surface tempera-

ture). Changes in surface roughness have the largest im-

pact on surface temperatures in warm, dry regions.

When investigating the climate effect of changes in

land surface properties, the results are drastically dif-

ferent between offline land-only simulations driven by

noninteractive atmospheric data and simulations that

account for interactions and feedbacks with the atmo-

sphere. The response of surface temperature to changes

in albedo and evaporative resistance are much stronger

and have a distinctly different pattern in coupled simu-

lations than offline simulations, with over 50% of the

total temperature change in response to albedo coming

from interactions with the atmosphere in over 80% of

land areas. For surface roughness, the pattern and
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magnitude of temperature change are similar, though

not identical, between the coupled and offline simula-

tions. The differences in surface energy flux and surface

temperature responses to the same change in the land

surface between the coupled and offline simulations

come from atmospheric feedbacks responding to surface

property-driven changes in surface energy fluxes. These

atmospheric feedbacks associated with land–atmosphere

coupling include changes in atmospheric temperature,

humidity, cloud cover (which go on to modify the amount

of solar radiation reaching the surface), and circulation.

Some of these circulation responses, such as changes in

northward heat transport, are large in spatial scale and thus

provide a mechanism for surface property changes in one

location to impact climate over far-removed land areas.

The inverse relationship presented in this paper de-

scribes the change in some land surface property re-

quired to produce a change in a given climate variable,

for example, the change in albedo required to drive 1K

of surface warming at some location. This approach

provides a framework to analyze the impacts of land

management on different aspects of surface climate.

This highlights the importance of accounting for local

land–atmosphere interaction impacts on climate, and

for quantifying the impacts of remote land-use change

on the climate of a given region when considering the

climate impacts of land management in the future.

The simple land model, SLIM, introduced in this pa-

per provides an ideal framework to assess atmospheric

responses to prescribed surface perturbations. It allows

us to quantify the climate impacts of individual land

surface properties while knowing exactly what is

changing on the land surface. We foresee this model

being useful in applications such as paleoclimate studies

where the exact distribution and behavior of vegetation

is unknown, studies where the complexity of a modern

land surface model is not needed, studies where un-

expected feedbacks with complex land dynamics could

interfere with the intended experiments, or studies

aimed at understanding the behavior of an Earth system

model without complexities in the land surface model.
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