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Separation length in high-enthalpy shock /boundary-layer interaction
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Experiments were performed in the T5 Hypervelocity Shock Tunnel to investigate nonequilibrium
real-gas effects on separation length using a double-wedge geometry and nitrogen test gas. Local
external flow conditions were estimated by computing the inviscid nonequilibrium flow field. A new
scaling parameter was developed to approximately account for wall temperature effects on
separation length for a laminar nonreacting boundary layer and arbitrary viscosity law. A
classification was introduced to divide mechanisms for real-gas effects into those acting internal and
external to viscous regions of the flow. Internal mechanisms were further subdivided into those
arising upstream and downstream of separation. Analysis based on the ideal dissociating gas model
and a scaling law for separation length of a nonreacting boundary layer showed that external
mechanisms due to dissociation may decrease separation length at low incidence but depend on the
free-stream dissociation at high incidence. A limited numerical study of reacting boundary layers
showed that internal mechanisms due to recombination occurring in the boundary layer upstream of
separation cause a slight decrease in separation length relative to a nonreacting boundary layer with
the same external conditions. Correlations were obtained of experimentally measured separation
length using local external flow parameters computed for reacting flow, which scales out external
mechanisms but not internal mechanisms. These showed the importance of the new scaling
parameter in high-enthalpy flows, a linear relationship between separation length and reattachment
pressure ratio, and a Reynolds-number effect for transitional interactions. A significant increase in
scaled separation length was observed in the experimental data at high enthalpy. The increase was
attributed to an internal mechanism arising from recombination in the free-shear layer downstream
of separation, perhaps altering its velocity profile. This real-gas effect depends on the combined
presence of free-stream dissociation and a cold wall.26®0 American Institute of Physics.
[S1070-663(00)51310-5

I. INTRODUCTION the mechanisms involvetsee Sec. |AR The objective of
the present work is to develop a framework for describing

Interaction between a shock wave and a boundary layemechanisms for real-gas effects in shock/boundary-layer in-
can produce a region of separated flow. The phenomenograction, and where possible, to validate these mechanisms
may occur, for example, at the upstream-facing corneby experiments(in the T5 Hypervelocity Shock Tunnel at
formed by a deflected control surface on a hypersonic reentrgaltech and by comparison to previous results in the litera-
vehicle, where the length of separation has implications fofure.
control effectiveness. Separation can also occur where a The present study is limited to two-dimensional interac-
shock wave generated internally to a hypersonic airtions generated by an upstream-facing corner on a double
breathing propulsion system impinges on a boundary layewedge, an abstraction of flow on a reentry vehicle at angle of
Thus separation length may be important in determining enattack with deflection of a trailing body flap. To remove as
gine performance. In addition, knowledge regarding separamany complications as possible, we consider only a sharp
tion length in shock/boundary-layer interactions has relHeading edge and work with nitrogen, a binary dissociating
evance to separation length in supersonic wake flow. gas. The experiments in T5 include transitional and turbulent

The mechanisms by which nonequilibrium real-gas ef-interactions, but the emphasis in this work is on purely lami-
fects act to change separation length in high-enthalpy shockiar interactions. While hypervelocity shock tunnels have the
boundary-layer interaction are poorly understood. Previoustmportant advantage of being able to simulate the high en-
experiments have either explored regimes where real-gas ehalpies of reentry conditions, it should be noted that the
fects are insignificant or have not found conclusive resultsexperimental test conditions cannot precisely duplicate flight
and while several computational studies have found differentonditions on a scaled model, for the following three rea-
real-gas effects under different conditions, nowhere in theons:(1) the free stream in a shock tunnel is partially disso-
existing literature is there presented a unified explanation ofiated at high enthalpy(2) dissociation and recombination
reaction rates depend differently on density, and only one of
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87185; electronic mail: jpdavis@sandia.gov ratio of wall to free-stream temperature is smaller for high-
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layer, the free-shear layer, and the reattachment pressure rise.
These include the local Reynolds numbeerR&md Mach

numberM , at separation, the wall-to-edge temperature ratio
T, /T4, the flap deflectiord,,, and the ratio of specific heats
v,. Separation length must also be proportional to a length
scale; if the downstream edge of the ramp does not influence
the reattachment region, the only length scales are the dis-
tance from the leading edgg and the boundary-layer thick-
nessé;, itself a function ofx; as well as Re, My, Tw/Tq,

and y; .

Clearly,Lgepshould increase with increasing flap deflec-
tion 6,,, or equivalently, with increasing reattachment pres-
sure ratiops/p,. This has been confirmed numerous times
both by experiments®and by computations'6-?°regard-
less of whether the interaction is laminar, transitional, or tur-
bulent. L¢, has also been shown without exception, both
experimentally and computationally, to increase with de-
creasingMl , .46811.1218.21-2f 41 nyrely laminar interactions,
Lsep increases with increasing Re™'%#42225-27Experi-

FIG. 1. Schematic of separated flow on a double wedge with definitions foiments with transitional interactions all shdw,, decreasing
the notation used throughout this work. with increasing Rg, due to upstream movement of transition

in the shear layet®?52"28Results for purely turbulent inter-

enthalpy shock tunnel experiments than for hypervelocit2ctions depend on the range of Rvestigated; some ex-
flight. The present approach is to use the capabilities of th@eriments shovisepincreasing with Re (Refs. 3, 4, 23, and
T5 Hypervelocity Shock Tunnel to explore the physics of the28) while others show the opposité!>?* Hunter and
problem, regardless of relevance to a particular reentry flighReeve$’ found by computation thatsepincreases with Re
trajectory. for transition upstream of separation but downstream of
Figure 1 presents a schematic of the separated doubléne leading edge, with the trend reversing when transi-
wedge flow field and defines notation used throughout thision reaches the leading edge. Both turbulent regimes pro-
article. The boundary layer separates upstream of the corn@lice much smaller separation bubbles than the laminar re-
(or hingeling at Sand reattaches downstreamRatBetween  gime.
S and R, the dividing streamliney* (approximated by a For purely laminar or turbulent interactiond,ep
straight ling is defined as the streamline through which therehas  been shown to increase with increasing
is no mass flux. The inviscid flow regions and 1-3 are T /T,,*%1219232630-33he effect being much stronger for
generally not uniform as implied by Fig. 1. The following laminar interactions. There are conflicting results for transi-
restricted definitions apply when discussing the present exional flows; experiments by Johns26r$howedLsepincreas-
periments:~ refers to free-stream conditions on the nozzleing with T,,/T,, while experiments by Caeand Chanet?
centerline at the leading edge of the double wedge; 1 refershow the opposite trend. The latter was attributed to the ef-
to the edge of the boundary layer just upstrear§d and 3 fect of T,/ T, on shear-layer stability and location of transi-
refer to consistently defined locations based on experimentaion. The importance of the incoming boundary-layer profile
and computational data. in determiningL e, was shown clearly by Hayakawa and
The ambiguous phrase “real-gas effects” is here definedsquire® who found that injecting gas through a porous wall
as changes in a flow field due to chemical and thermal nonupstream of a turbulent interaction had the effect of reducing
equilibrium, with respect to the same flow without chemicalskin friction and increasing separation length.
reactions and without vibrational relaxation. It is imperative
to note exactly what is the nonreacting reference flow; con-
fusion can arise particularly in connection with shock-tunnelZ- Real-gas effects
flows for which the nonreacting reference flow includes par-  The presence of real-gas effects introduces the additional

tial dissociation. parameters of stagnation enthalpgy) and reaction rate, the
_ _ latter difficult to characterize in a global sense for high-
A. Review of previous work enthalpy, viscous separated flow. The review in this section

encompasses, to the authors’ knowledge, all results pub-

lished before 1998 pertaining to real-gas effects on separa-
The phenomenon of shock/boundary-layer interactiortion length in two-dimensional interactions.

has been studied extensively for perfect-gas flows during the Two experimental studies of compression-corner flows

past four decades, using experimental and analytical-have been carried out in the T3 Shock Tunnel at the Austra-

computational techniques. The length of separation dependsn National University. Raynét considered a double

on parameters which characterize the incoming boundarwedge with#,=18.5°, 6,,=30°, and variabld_,,. Separa-

1. Perfect-gas flows
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tion length was found to initially decrease with increasing condition. The approach assumes that binary diffusion domi-
and then increase again at high enthalpy, but was not correrates production of molecules by recombination. The case
lated independently of other parameters. The decrease withith dissociation at the boundary-layer edge showed a thin-
ho may be consistent with perfect-gas results since &l  ner boundary layetwhich Ikawa attributes to the diffusion
T, /T, both decrease for shock tunnel flows lag is in-  circuit set up in the boundary layeand a smaller separation
creased, buM, decreases at the same time. The conditiondubble.
in T3 with hy>25MJ/kg have subsequently been shown to  Real-gas effects on separated shock-impingement flows
suffer from significant helium driver-gas contaminatin. Wwere studied computationally by Ballaro and AndefS@md
Mallinson et al3¢3" considered a flat plate with,=0° and by Grumetet al*®for dissociated upstream conditions corre-
5°<6,,<24°. They concluded that real-gas effects on thesponding to flow that has expanded around a blunt body after
interaction were negligible under the conditions investigatedP€ing processed by a Mach 25 normal shock. For separation
because dissociation rates downstream of oblique shocks |gngth in nonequilibrium flow compared to frozen flow, Bal-
shock tunnel flows remain insignificant for moderate shockaro and Andersdt found a slight decrease at the two Rey-
angles*® and dissociation in the boundary layer was found ton0lds numbers investigated, while Grumﬁtal_.“g found a
be negligible even at the highest-enthalpy conditfSiEhe slight decrease at low pressure and a Igrge increase at high
free stream at high enthalpy was partially dissociated, bupressure. In the latter case, the large increasesigwas
effects due to recombination were not considered. attributed to strong recombination in the recirculation region
Other experimental studi®! looked at axisymmetric &t high pressure. Reasons for the decreasgdgunder other
configurations abstracted from the windward centerline ofonditions are not ObVIC}US; 'Only Ballaro and Andgrsgn give
either the Hermes reentry vehiclayperboloid-flare geom- Pressure results, showing increaseg for nonequilibrium

etry) or the Shuttle OrbitefHAC geometry, corresponding ﬂr?wl. B(;Fh of tgese fStlrJ]dieS have s_eparlatio_g OCEer:ing_closehto
to flight at 30°-35° angle of attack with a trailing body flapt e leading edge of the computational grid, which raises the

deflected 20°. Krelet al%° found an apparent reduction in question of whether or not the separation point is uninten-

o : B — tionally fixed. Grumetet al*® also considered the effect of
Lep With increasinghy at constantv..=M../VRe. for the wall catalyticity, and found thak s, was larger for a fully

B)I/_pF;erikr)]ogédr;;IZ:]e gggn;er;[r?:e':t;hbe 'j)lr_:]g (;ht?]zkéﬂ?hnglsgt thenoncatalytic than for a fully catalytic wall, the difference
D.)* on the HAgéeogmetry i the }II'S shock tunnel, howe.ver,being less pronounceq at the high—pressure condition where
showed no such trend with enthalpy when correlated in thgas—phase recombination dominates.

same manner.

Anders and EdwardSapplied an analytical procedure to
compression-corner flows withl;=12 andh,<12MJ/kg, ~ Experimental measurements from double-wedge flows
and found that chemical equilibrium resulted in smallgg, N the T5 shock tunnel provided insight into real-gas effects
compared to chemically frozen flow at the same conditions®n Separation length, but only after extensive analysis to re-
For most of the equilibrium results,s, increased with in- construct properties of the flow field and to understand ex-

creasingh,: this trend reversed at,=<5 MJ/kg for large Pected real-gas behavior from a theoretical viewpoint. Thus,
separation regions at high, . while the experimental methods are described first in Sec. I,

The result that separation length decreases for reactinf® €xPerimental results for separation length are not pre-
flows relative to frozen flows was found in a number of S€nted until much later in Sec. VI. The advanced computa-

computational studies on compression-corner flbivaxi- tional techn_ique used to estima_te local flow parameters fo_r
symmetric  hyperboloid-flare  flow* and  shock- each experlment and to stud_y viscous .aspects of thg flow is
impingement flow€® When there is negligible dissociation Presented in Sec. Il along with comparisons to experimental
upstream of reattachmefsee Furumotcet al*® or Grasso data which served as the only means of testing the method.

and Leon&’), the decrease ih4e,may be due to lower pres- The physical model of separation adopted for the present

sure in region 3 caused by dissociation behind the reattacﬁ'\—’ork’ and the application of results from triple-deck theory

ment shock. An explanation is not so obvious for the resulté0 (.)bta".] a new scaling law for separation length, ar'e.de-
of Oswaldet al.*3 Brenneret al.% or Kordullaet al % all of scribed in Sec. IV. A framework developed for describing

whom compared frozen flow to equilibrium flow on the hy- real-gas effects on separation length is presented in Sec. V,

perboloid flare. To complicate matters, the comparison b}\/vhere individual mechanisms are investigated independently

Oswaldet al*® was between an equilibrium flight condition of each other by use of various methods.

at M., =25 and a perfect-gas wind tunnel conditionNat,

=10. In these studies, dissociation occurs in region 1 due tf)- EXPERIMENTAL METHODS

the bow shock, which increas#s; but also results in higher The T5 Hypervelocity Shock Tunnel at Caltech was used

ps than for frozen flow. to produce short-duratio=1 m9, high-speed flows of high
Ikaw® also found a reduction ihsepfor reacting flow,  stagnation enthalpyhg>20MJ/kg). A double-wedge test

using a momentum integral technique extended to includgeometry was chosen because it allows greater control over

the species conservation equation for a binary dissociatinpcal flow conditions at separation, and at high incidence,

gas, and taking either fully dissociated or fully recombinedmay cause significant dissociation downstream of the leading

boundary-layer edge conditions with a fully recombined wallshock. A two-dimensional geometry, as opposed to an axi-

B. Overview of present work
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TABLE I. Nominal reservoir and free-stream conditions for the present study. The Reynolds numbsibased orL,,= 10 cm, « is atomic mass fraction,
andT, is a temperature characterizing vibrational excitation.

ho Po Re.L, T. Ty, Poe U, Pe
MIkg — (MPa  AJJA, M., (x109) . (K) K) (kg®)  (kmig) (kPa
Al 3.9 12 100 6.8 4.5 <103 340 2200 0.034 2.5 5.4
A2 4.9 39 100 6.6 11 <103 450 2100 0.087 2.9 20
225 7.9 7.3 <103 330 2200 0.048 2.9 8.1
400 9.0 5.3 <103 260 2300 0.029 3.0 4.1
B1 7.0 6.3 100 6.5 1.1 0.0014 680 3000 0.0098 34 4.1
225 7.8 0.87 <103 450 3100 0.0059 3.4 1.2
400 8.8 0.62 <1078 380 3200 0.0037 3.5 0.72
B2 8.3 20 100 6.3 2.8 0.0013 840 2800 0.026 3.7 12
225 7.6 2.0 0.0015 590 2900 0.015 3.8 3.8
400 8.6 1.5 0.0015 470 3000 0.0094 3.8 2.3
B3 11 57 400 8.2 3.2 0.0016 670 3000 0.023 4.3 7.1
C1 21 28 400 7.2 0.81 0.059 1300 3900 0.0070 5.6 4.1
C2 24 17 100 5.0 0.73 0.11 2700 4000 0.011 5.7 12
225 6.3 0.61 0.11 1800 4100 0.0065 5.8 6.8
400 7.3 0.48 0.12 1400 4200 0.0041 5.9 2.5
C4 28 23 100 4.8 0.83 0.13 3200 4100 0.013 6.0 17
225 6.0 0.63 0.15 2200 4200 0.0073 6.2 11
400 7.0 0.57 0.15 1700 4300 0.0052 6.3 8.1

symmetric double cone, was selected because it allows eaggriment using the method described in Sec. Il B. The val-
adjustment of¢, and 6,, without separate realizations of the ues in Table | were taken from the nozzle centerline at the
hardware, and provides increased sensitivity of line-nozzle exit plane and averaged over all experiments at each
integrated flow visualization techniques. The disadvantage afondition. Uncertainty in the computed free-stream condi-
a double-wedge configuration is that the flow is inherentlytions due to uncertainty in the reservoir conditions was esti-

three dimensional; this is addressed in Sec. I D 2. Separatiomated by recomputing one high-enthalpy case with modified
length was measured using flow visualization, and the tes}, andp,, which gave+6% in p.., =7.8% inp.., =5.6%
model was instrumented to measure heat flux and static pregy T, +3% inu,,, +20% ina.,, and+1.6% inT, .
sure. ”
o B. Test model
A. Flow conditions
. . The double-wedge model consisted of a forward plate

: The T5 Hypervelocity .ShOCk Tl.JnneI. uses a free plston%20_32 cm sparx 10.16 cm chorglfollowed by a full-span
dr!ven by compressed air, to adiabatically compress th railing flap (5.08 cm choril Flap deflection angled,,
driver gas of a shock tube, the reflected shock region of the:50_400 in 5° increments were obtained by use of keved
shock tube then acting as the reservoir for a nozzle expansion y Y

to the desired flow conditions. The operation and perfor-pOSitioning wedges. The incidence angle of the assembly

mance of this facility are described elsewh&e! The /&> adjustable t@, =157, 30°, 357, and 40°. Vertical trans-
present investigation used a conical nozzle of 7° half-angl(l.\atlon of_the model mamtam_ed constant ve_rt|cal position of
and 30 cm exit diameter, with three interchangeable throat(Ee leading edge while varying, . The housing undemeath
sections providing nozzle exit area ratio&,(A, ) of 100, the front plate was sloped to ensure an attached Iea_dmg—edge
225, and 400. The local conditions at separation were corg'¢K- The leading edge remained sharp with radius stabi-
trolled by varying the reservoir conditior{pressurep, and  12€d at approximately 10@m, and was removable for re-
enthalpyh,), A./A, and 6,. Experiments were limited to Pair- The wetted surfaces were made of stainless steel. Figure
nitrogen test gas. The reservoir conditions were labeled Shows a view of the test model installed in T5.

A1-2, B1-3, and C1—4 according kg, and are presented The vertical and streamwise horizontal position of the
in Table | along with the free-stream conditions for eachmodel relative to the nozzle were both measured to atdut

A./A, used in this study. mm accuracy, the latter by recording the shock tunnel recoil
Reservoir pressurg, was measured with-5% accu- motion during each experiment. In the spanwise horizontal
racy, anch, was estimated, frorp, and the measured speed direction, the model was offset approximately 7 mm from
of the incident shock, using a standard technitfue single-  the nozzle centerline due to permanent mounting rail mis-
shot uncertainty of=8% in h, was assumed. The values in alignment. The model was aligned to gravity about its pitch
Table | are averaged over all experiments at each conditiorand roll axes, but yaw axis alignment was not adjustable.
The shot-to-shot variability was as high a40% inhy, and ~ Small misalignments at the hingeline often arose due to ma-
+15% in py for some conditions, but was not an issue be-chining and assembly tolerances, resulting in a slight step of
cause experiments were analyzed individually. less than 4Qum, or in a some cases a slight gap of less than
The free-stream conditions were computed for each ex25 um, at one end of the hingeline. Hingeline steps have
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FIG. 2. View of the double-wedge test model installed in T5. FIG. 3. Example interferogram showing measuremerit pénd 6, (con-
dition C2,A./A, =225, 6,=30°, 6,,=25°).

been shown to simply shift the effective corner location,

and hingeline gaps of this size have been shown to haveomparison to interferograms computed from two-
negligible effect orlge,for high Mach-number interactiorfs  dimensional viscous double-wedge flow simulations. These
but may be of significance for the low Mach-number inter-computations also showed that the dividing streamiifigs

actions found a®#,>30° in the present experiments. generally curved afandR, and that the criterion of vanish-
ing wall shear stress can give a result fag,, significantly
C. Diagnostics different from the interferometric measuremeht.

1. Flow visualization

Flow visualization offered the most accurate means of*- /nstrumentation

measuring separation length. The primary technique was ho- Heat flux was measured using coaxial type E
lographic interferometry, with some use also of shadowgra¢constantan—chromel surface thermocouples, designed
phy. Both techniques relied on a Nd:YAG laser light sourceoriginally by Sandersoff with response times on the order
(frequency doubled to 532 nm wavelengttith duration on  of 1 us. Amplified voltage signals from each thermocouple
the order of 2 ns to effectively “freeze” the high-speed flow were digitally sampled at 200 kHz and converted to surface
field. An interference filter blocked broadband emission fromtemperature signals assuming a reference junction at ambient
high-temperature regions of the flow, and a digital controlletemperature. Time-resolved heat flgxwas obtained by a
fired the laser at a predetermined tintg,, after shock re- spectral deconvolution method based on the theory of one-
flection in the nozzle reservoir. dimensional heat conduction in a semi-infinite slab. Given

The holographic interferometer built by SanderSamas  some estimate of the noise spectrum, this method provides
used to obtain the equivalent of infinite-fringe Mach— optimal filtering. In the present study, a low-pass square cut-
Zehnder interferograms by recording two holograms of theoff filter was used to remove all high-frequency components
object beam, before and during the flow, on the same piecabove 20 kHz. The method also requires constant thermal
of film and reconstructing them simultaneously. This deviceproperties; these were estimated by averaging constantan and
has a 7 cnfield of view, and could be used in single-pulse chromel thermal property data from Sundqvfsgvaluated
mode for shadowgraphy. Two pins were mounted on the sideeparately for each signal at the average measured tempera-
of the model to provide a length scale. For some experiture between the time of initial temperature rise and the time
ments, shadowgraphy was performed using a conventional, of flow visualization.
single-pass folded-Z optical system with a 20 cm field of  Spatial heat flux distributions were obtained by averag-
view. ing eachq signal over a 10Qus time period centered dp.

An example interferogram is presented in Fig. 3 to illus-An uncertainty was estimated for each measurement by com-
trate the method for measuririg,.,. Because the reattach- bining the following three sources of errd¢ft) +1.7% based
ment locationR could not be assessed with any accuracy,on standard tolerance of the voltage-to-temperature conver-
LsepWas measured indirectly by measuringand 6, with  sion; (2) =8% based on uncertainty in thermal property
Lsep given by the geometry in Fig. 1. Subjectivity was ac- dat&® and comparison to limited calibration resul8) un-
counted for by assigning uncertainties to the measurementsertainty due to unsteadiness taken as twice the standard de-
The algorithm for measuring,, and 6., was confirmed by viation of theq signal over the averaging period. Along the
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model centerline were arrayed 27 thermocouple ports, 17 dietween the leading-edge shock and the reattachment shock.
these upstream of the hingeline. Additional ports were placedhe pattern typically observed involved impingement of a
at outboard spanwise positions. jet-like structure on the flap downstream of reattachment,
Limited pressure measurements were taken using PCPBroducing large peaks in heat flux and pressure. The exis-
105B12 miniature piezoelectric transducers. These wertence of such an interaction did not hinder measurement of
mounted in a recessed configuratiovith 0.8-mm-diam tap- Lge,as long as reattachment occurred upstream of the inter-
ping) designed to protect the gauge head from the harsh flowction’s region of influence.
environment while maintaining a reasonable response time to  The experimental flow field was inherently unsteady due
the initial flow starting process and avoiding cavity reso-to disturbances generated by piston motion in the shock tube
nance. Improved signal-to-noise ratio was obtained by fillingdriver and to nonuniformities in the reflected shock region.
the mounting thread with silicone sealant to provide vibra-Correlated large-scale unsteadiness was often observed in
tional damping. Voltage signals were sampled and processdtkat flux signals well after the expected flow establishment
in a similar fashion to the heat flux measurements, with the@ime, for the locations of separation and, in cases with strong
spectral method used for filtering, and the conversion teshock—shock interaction, jet impingement. The latter was not
pressure based on individually calibrated sensitivities. Unof concern because it did not influence reattachment. Tem-
certainties were estimated from unsteadiness during the ayoral variations in the separation location were within ex-
eraging period and uncertainties in calibration. The model iperimental error bounds on separation length measurement.
furnished with a staggered streamwise array of 10 transducén general, as long as variations in the flow properties were
ports slightly offset from the centerline, 6 of these upstreansmall compared to their mean values over some period about
of the hingeline, and 4 additional ports at outboard spanwisg,s, then the mean flow was assumed to closely resemble a
positions. Some streamwise heat flux and pressure distriburuly steady flow of the same mean flow properties.
tions are presented in Sec. Il C to test computational meth-
ods. 2. Three dimensionality
D. Flow quality The use of a finite-span configuration and a conically
diverging free stream produced an inherently three-
dimensional flow field. Analysis and computations, however,
One major concern in shock tunnel experiments is theanust rely on the assumption of two-dimensional flow to ob-
limited test time available, especially at high enthalpy. Con-ain results with reasonable effort. Ideally, this would require
servative estimates were made for the time required to estalthat the flow field within a vertical plane near the centerline
lish steady separated flow, with the time for nozzle startingof the model remains independent of spanwise location. The
measured from heat flux signals and the time for separateeixperiments could not attain this ideal, but did offer a rea-
flow establishment calculated from various existingsonable approximation that allowed two-dimensional analy-
criteria®’ For all the present conditions, these estimates insis to illuminate important results in the data relevant to
dicated flow establishment well in advance of the titggat ~ separation length.
which flow visualization was performed. The model of Common methods for minimizing end effects due to fi-
Davies and Wilsotf was used to estimate the time at which nite model span are to add side fences to prevent spillage or
driver-gas contamination commences. This model has showincrease span until the centerline flow is independent of as-
good agreement with experimental results for T5 undeipect ratio. The addition of side fences to models of low as-
nominally tailored interface conditior’s.The degree of off- pect ratio invariably increases separation lerlgtff;?>2
tailoring has a large effect on the arrival timg, of driver  which, though consistent with the idea that they prevent
gas at medium and high enthalglgut not low enthalpy,  spillage, is in fact due to interaction with the corner formed
with t4,. advanced by overtailoring and delayed by by the fences; Kornilo¥ showed by shock-impingement ex-
undertailoring?®®! Condition C4 was consistently overtai- periments in a variable-width channel that sidewalls signifi-
lored and expected to suffer significant contamination bycantly increasé . for a spanb=854, whereéis the thick-
time t,s. Condition C2, only marginally contaminated for a ness an undisturbed boundary layer would have at the
tailored interface, was consistently undertailored and thusingeline, while Hankey and Hold&hfound that the addi-
expected to suffer contamination of no more than a few pertion of side fences to a model of aspect ratio AR5 in-
cent until several hundred microseconds afigr Estimates creasedL s, beyond the nominally two-dimensional value
for all other conditions indicated no contamination by timefound for AR=1. The extent of end effects without side
tlas- fences should also depend on boundary-layer thickness.
Heat flux distributions from two experiments with Ball®® studied a large-span flat plate with a trailing flap of
Ac/A, =100 and the model leading edge either above owarying span and found that three dimensionality as evi-
below the nozzle centerline showed no effect that could b&enced in the separation length encroached only a distance of
attributed to stationary disturbances in the nozzle flow.108; from the sides of the flap, wher®, is the boundary-
Acoustic disturbances to the free-stream flow were not inveslayer thickness at separation. The rdii@é; was on the order
tigated. A number of experimental configurations gave a toof 100—200 for the present work, and thus additional experi-
tal deflection angled; + 6,, greater than the maximum de- ments with side fences or increased span were deemed un-
flection angle, resulting in strong shock—shock interactiomecessary.

1. Test time, disturbances, and unsteadiness
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Spanwise measurements of pressure, and of heat flates were then obtained from a curvé'ftb the equilibrium
downstream of reattachment, showed no consistent behaviazonstant. All viscous calculations are laminar; the code did
Upstream of separation, a slight increase in heat flux witmot include turbulence models.
distance from the centerline was found throughout the ex- The vectorized, discretized conservation equations were
periments but could not be explained. Lewtsal ® showed  solved on a body-fitted numerical grid with generally non-
that uniform spanwise distributions are a necessary but incartesian coordinates(the streamwise directiorand 7 (the
sufficient condition for two dimensionality. The scatter in body-normal direction The technique used upwind differ-
heat flux measurements downstream of reattachment may legicing with modified Steger—Warming flux splittifgy,
due in part to three-dimensional instabilities in the form ofwhich captures shocks well but is modified in viscous shear
streamwise Guler vortices, which have been observed ex-regions to avoid excess numerical dissipation. A steady-state
perimentally under many supersonic and hypersonigolution was obtained by Gauss—Seidel line relaxation, a
conditions;"****®"and can cause variations in heat flux upfully implicit iterative technique in which block-tridiagonal

to 50% of the mean valu¥.A striation pattern typical of this matrix inversion is applied to individuai-gridiines during
phenomenon was observed in the soot left on the model afteygckward and forward sweeps in ttelirection.
some experiments with larg, . Supersonic inflow boundaries were held fixed at their
~ Though the model span was sufficient to produce twoqnjtia| values, and supersonic outflow boundaries were
dimensional flow on the model centerline for a two- nandled by zero-gradient extrapolation. Inviscid wall or sym-
dimensional incoming free stream, the real free stream wagetry houndaries had zero normal pressure gradient and zero
three dimensional due to the finite extent and conical divery,grmal fluxes. At viscous wall boundaries, the additional
gence of the undisturbed nozzle core flow. For configurationg ynstraints of zero velocity and constant temperat8ee K,
at the highest incidence, a Mach cone emanating from thg, oquilibrium with vibrational temperaturevere applied.
nozzle exit lip interfered with the double-wedge flow field 1o \iscous wall condition for species concentration could
only at the outboard edges of the trailing flap. Comparison tq, cajected as either fully noncatalytiero normal gradieit

a C‘éf.“.m' engrrl]men(tj using thﬁ 75 F:(?Ir\tourﬁd nodzzle L;Pde{)r fully catalytic (zero atomic mass fractionFurther details
conditions which produce parallel exit flow showed no effect ) e oo ational code are given elsewt&R&S

on the shape of spanwise heat flux distributions due to flow

divergence, but a significant effect in the streamwise direcB_ Procedure for simulating experiments

tion due to axial gradients. The conical free stream was ap-

proximately accounted for in analysis, as described in Sec. For each experiment, computations were performed to

Il B. estimate external flow parameters at separation and reattach-
ment. Starting with the nozzle reservoir conditions, a quasi-
lIl. COMPUTATIONAL METHODS one-dimensional equilibrium flow was computed to a short

distance downstream of the throat, the result then used to
The present study relies on an advanced computationgitialize the inflow boundary of an axisymmetric, nonequi-
technique because many flow parameters of interest coulghrium nozzle-flow computation. The latter employed a grid
not be measured experimentally, nor could they be predictegf 200x 100 cells, clustered at the upstream and wall bound-
with reasonable accuracy by simple analysis due to the noryries, and extending beyond the real nozzle exit to encom-

uniform, nonequilibrium nature of the flow. pass the double-wedge model. Wall clustering was adequate
o . for prediction of displacement effects but not wall fluxes.
A. Nonequilibrium Navier—Stokes code Resolution in the axial direction was assumed to be more

The computer code, obtained from Olejnic¥iland  than adequate for producing a grid-converged solution of a
based on the work of CandI& solved a finite-volume rep- simple inviscid expanding core flow. The laminar computa-
resentation of the Reynolds-averaged Navier—Stokes equéion only approximately accounted for displacement effects;
tions including thermochemical nonequilibrium. The codethe real nozzle boundary layer is transitional or turbulent.
simulated only two-dimensionalplanar or axisymmetric The technique also neglected deviation of the nozzle wall
flows of nitrogen. Rotational internal energy modes were ashear the minimum area from a conical profile. Subsequent
sumed to be in equilibrium with translational modes, butwedge-flow computations were initialized using parabolic
vibrational modes were considered separable and charactdits to nozzle-flow results along the centerline downstream of
ized by a vibrational temperatufg, . Electronic excitation the nozzle exit, assuming purely conical free-stream flow and
and ionization were neglected. The code used a simple haaccounting for the measured position of the model. Initial-
monic oscillator model for vibrational energy, and a simpli- ization of planar wedge computations by an axisymmetric
fied version of the Bartletet al.”® model for diffusion. Vis-  free-stream expansion introduced error into the steady-state
cosity and thermal conductivity were computed using thewedge-flow solutions, shown to be on the order of 3%p,in
mixing rules of Guptaet al,’* and vibrational relaxation was 2% in p, and<1% in T just upstream of the leading shock.
modeled using the Landau-Teller formulation with semi-  External flow parameters were estimated by computing
empirical results from Millikan and Whit& An Arrhenius  inviscid flow on a triple-wedge geometry, where an imper-
form was assumed for dissociation rates, with a modifiedneable straight-line boundary betwemandR replaced the
temperature according to the P&tkibration—dissociation experimentally measured separation region; an example is
coupling model, and constants from P&tRecombination shown in Fig. 4. The grids consisted of 22000 cells dis-
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tributed uniformly. These were shown by a grid-convergencéIG. 5. Comparison between measufed) and(A) for two shots at nomi-

study to provide a converged solution in the region of inter-”a"y the same conditignand computedvarious curves as indicatgétee-
stream pitot pressure for a high-enthalpy conditidny=25 MJ/kg, po

est, adjacent to the Wa.” but away from §hOCkS. A g”d Of:21 MPa, A, /A, =225). Calculated distributions are based on a limited
275x125 cells resulted in narrower numerical overshoots ahumper of data extracted from computational results, and thus appear to
shocks, but an otherwise identical solution. A trailing-edgehave low spatial resolution. Error bars include only standard deviation of
expansion assured supersonic outflow. The symmetry condpressure time history over averaging period, ani$ the distance above

. . . . . . | terli del is located iry>0 .

tion applied along EA in Fig. 4 is unphysical when the lead-"°?2!¢ centerlinémodel is located iry=0 cm)

ing edge is vertically displaced from the nozzle centerline,

but this was shown, by comparison to results from grids

tpe gas, such measurements cannot validate the thermo-

wrapped around th? Iead|_ng edge, to ha}ve negl_|g|ple_effecchemical models used in the code; they can only verify that
on the flow properties of interest. The viscous—inviscid in-

teraction nealected in these computations was Shown bthe code reproduces the overall fluid mechanics. Nozzle-flow
. giec mp . omputations were performed at a high-enthalpy test condi-
comparison to viscous computations to be negligible fipr tion from a previous experimental study in T5 for which
° ) 1 - ~
=307 and cause no more than 5% errors in edge-flow PIOPr e e_stream pitot surveys of the conical nozzle had been

erties for6;=15°. External flow parameters were extracted 1 : T :
N . . . undertakerf! Both viscous and inviscid computations were
from the inviscid computations for stations 1 and 2 just up- : . . .
ﬁgﬂSldered, in order to ascertain the boundary-layer displace-

stream of the pressure rise at separation and reattachme . . )
. . . ! ment effect. Using the free-stream properties predicted by
respectively, and for station 3 at a consistently defined Iocat-

. ._the code, pressure downstream of a normal shock was calcu-
tion downstream of reattachment based on the numeric -— . o

: ated under the limiting assumptions of frozen and equilib-
overshoot found for a uniform free stream.

Steady-state solutions for cases with strong shock—shocrll<um flow. Results are shown in Fig. 5, with the pitot pres-

interaction typically overestimated the upper-shock standoff ' cPT. ngrmahzed by the rese.rv0|r pressur(.a.. ,
distance, consistent with an experimentally observed up- 'N€ viscous-flow computation with equilibrium-shock
stream motion of jet impingement, though it should be em-a2ssumption falls closest to the experimental data, but still

phasized that the computational code was not time accuratglightly lower, suggesting that a laminar assumption only
Other possible causes for the discrepancy were eliminate@@tially accounts for the boundary-layer displacement ef-
suggesting that a global steady state had indeed not beé‘ﬁCt' It is not clear by how much the present method under-

established in these experiments. In such cases, the comgdfedicts free-stream pressure in general; t?:@g)&uncer—
tation was halted when the interaction pattern approximatelfNt in Po is not included in Fig. 5, Olejniczdk found
matched experiment and the solution had locally reached §0°d agreement for a high-enthalpy condition assuming

steady state in the region of interest, along the wall paslfe\minar flow and a frozen shock, and pitot probe results from
reattachment. the contoured nozzle at the HEG shock tunnel match turbu-

lent calculations at low pressure but laminar calculations at
high pressuré® The measurements in Fig. 5 also show a

) ~slight lobe-like nonuniformity.
Many comparisons were made between computational

results and surface measurements from the present experi- )
ments, because previous testing of the code for attached /nviscid triple-wedge computations
wedge flows was very limitet Some results are presented Two comparisons are presented in Fig. 6 between ex-

C. Comparisons to experiment

here for each type of computation undertaken. perimental measurements and inviscid computational results
. for the pressure coefficient. The agreement near separation in
1. Nozzle-flow computations Fig. 6(@) is rare; pressure measurementsXetrL, typically

The only nozzle-flow measurements available for T5 arehave large scatter and uncertainty. In the flap region down-
those taken using a rake of pitot pressure probes. Becaus&ream of reattachment, there is a tendency for the computa-
pitot pressure is insensitive to the thermochemical state dfon to underpredict the pressure as shown in Fig),tut
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FIG. 6. Two comparisons between experimental pressure measuref¥engnd inviscid triple-wedge computational resuléelid curve for (a) T5 shot
1295(condition B3,A. /A, =400, §,=15°, 6,,=20°) and(b) T5 shot 1790condition C2,A./A, =100, §,=40°, 6,,=20°). The dashed line is hingeline
location, the dotted line is the separation location measured from flow visualizatioG;@nép/p..u. Error bars are described in Sec. Il C 2. Overshoots
at separation and reattachment are numerical, not physical.

this behavior was not found consistently throughout all casegrid dependence on leading-edge refinement are considered.
computed. For example, in Fig(l§ the computed pressure Inviscid computations, without wall clustering, were also
approximately matches experiment at reattachment, but igerformed; grid convergence in this case is proven by results
too low further downstream where the computation fails tofor the inviscid triple-wedge computatiorisee Sec. Il B.
reproduce the experimental location of jet impingement from  Results are shown in Fig. 7 for two experiments con-
a strong shock—shock interaction. ducted with6,,=0°. Heat flux is made nondimensional us-
The following five mechanisms were identified as pos-ing a Stanton number based on free-stream conditions,
sible causes of error in computed flap pressitgincorrect .
free-stream pressure due either to uncertaintggiror lami- St.— q
nar nozzle boundary-layer assumptid@) neglected or in- PoUs(hg—Cp Ty)’
correct free-stream nonuniformity due to nozzle wall distur-
bances or the planar-axisymmetric initialization problemwhereq is the heat flux to the wallT,, is the wall tempera-
mentioned in Sec. Il B{3) neglected viscous—inviscid inter- ture (300 K), and vibrational excitation is ignored when
action effect whend;=15° (4) neglected boundary-layer computingc,, since it is negligible at the wall.
transition near reattachment in some cases, previously shown |, aqdition to experimental measurements and viscous
to have an important effect on the pressure distribufid®  computational results, curves are presented in Fig. 7 for
large uncertainty in the measured separation afglg on |aminar, frozen-flow, flat-plate boundary-layer theory ap-
which the exact geometry of triple-wedge computations depjied to the corresponding inviscid computational solution
pends. Each mechanism may have different trends dependingong the wall, under the assumption of local similarity.
on the flow condition, and with the large scatter in experi-These are given to justify the use of this theory later in Sec.

mental pressure measurements, it is not surprising that thefg c. The heat flux was found from the Stanton number defi-
is little consistency in comparisons of the computed flaphition and Reynolds analogy,

pressure results to experiment. Comparisons between mea-
sured and computed shock angfeshow good agreement for q of

tmhgnlte?g(i)r;g']( shock but some discrepancies for the reattach- St= potia(hot 1U2/2— ) = o peh 2

()

where Pr is the Prandtl number ahg+ru2/2=h,, is the
adiabatic wall enthalpy based on the recovery faator
A few viscous computations were performed on single-=\/Pr for laminar flow(the subscriptsv ande refer, respec-
wedge geometries to ascertain the magnitude of viscous irtively, to the wall and boundary-layer edg&he skin fric-
teraction effect¢see Sec. Ill Band to verify the code’s abil- tion coefficient,C¢=27,/p.u2, was found from the Blasius
ity to reproduce experimentally measured heat flux. Thesolution modified by the reference-temperature method,
grids consisted of 218100 cells, clustered at and wrapped
around the leading edge. The grids were clustered at the wall [C*
to provide well-resolved boundary-layer solutions with 35 +=0.664 Re’
cells inside the displacement thickness estimated from
frozen-flow theory’® These computations are very similar to where C* is the Chapman—Rubesin paramejei/pque
the boundary-layer computations described in Sec. V B 1, foevaluated at a reference temperatlifecomputed from the
which both grid resolution in the transverse direction andgeneralized formul&

3. Single-wedge computations

()
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FIG. 7. Two comparisons between experimental heat flux measuref#htsiscous single-wedge computational res(tsnoncatalytic; ---catalytic and
flat-plate theory applied to inviscid single-wedge computational regultsy,,= a.; — --a,,=0), for (a) T5 shot 1737(condition C2,A./A, =100, 6,

=30°, 6,,=0°) and(b) T5 shot 1799 condition B2,A./A, =100, §,=30°, 6,=0°). The ddted line is hingeline location, Stis defined by Eq(1), and
error bars are described in Sec. I C 2.

™ 1 Ta| (y—21)\Pr For the low-enthalpy condition in Fig.(8), both com-
—=5| 1+ — |+ ——5—M2%. (4)  putation and theory show good agreement with experiment,
T. 2 T, 12 . . \

_ - _ _ at least over the middle part of the first wedge. It is clear
The ratio of specific heatg was evaluated for a dissociated, from the repeatable scatter in experimental data that the heat

vibrationally excited gas using flux measurements include systematic error not accounted
R for in the error bars, which might be reduced by calibration
y=1+— (5)  of individual thermocouples.

¢, +(1-ac, ’

where the gas constaR and the translational—rotational 4. Viscous double-wedge computations
specific heat capacitg, are mass averaged over the gas  Viscous computations were performed for a few condi-
mixture and the vibrational specific heat capacifyof N»is  tions using double-wedge geometries to study the relation-
evaluated from the simple harmonic oscillator model. Vis-ship between interferometric fringes and other criteria for
cosity was estimated using the curve fits of Blotfdemd  defining separation. These were also useful for comparisons
mixing rule of Wilke®& to measured heat flux downstream of reattachment. Double-
For the high-enthalpy case in Fig(aJ, flat-plate theory wedge grids consisted of 48@00 cells distributed uni-
results are shown for two different limiting assumptions usedormly in the streamwise direction but clustered at the wall
to evaluateh,, in Eq. (2). The assumptiorny,,= a, corre- with 25 cells inside the displacement thickness estimated
sponds to a truly frozen boundary layer with constant comfrom frozen-flow theory?
position, while the assumptioa,, =0 approximates a react- Critical review of the existing literature on numerical
ing flow with full recombination at the wall by considering results revealed that accurate computation of separation
the difference in chemical enthalpy across the layer but nelength in corner flows remains an unresolved problem even
glecting diffusion. Viscous computational results are showrfor nonreacting flows. Though not a major concern of the
in Fig. 7(a) for both catalytic and noncatalytic wall bound- present work, this fact is worth expounding upon because it
aries; these are not much different because the gas-phasenot generally appreciated in the literature. Computations
reaction rates are high enough under this condition to proeften underpredict the length of separatt8fil-8*but some
duce strong recombination near the wall regardless of catauthors report predictions that both underestimate and over-
lyticity. Results from a lower-density condition witld;  estimate experimentals., depending on the numerical grid
=15° (not shown gave a significant difference between or depending on the experiment simulatéd®® Though it
catalytic and noncatalytic walls, with experimental data fall-has been noted that the computed position of separation gen-
ing between. The test model surface of dirty stainless steel isrally moves upstream with increased grid resolufibboth
not expected to be catalytic to nitrogen recombinationGrasscet al® and Rizzetta and Maéhhave clearly demon-
which, taken together with the result in Figaythat frozen-  strated that the solution depends not just on the overall grid
flow theory slightly underpredicts experiment while reacting-resolution, as characterized by the number of cells in each
flow computations tend to overpredict experiment, suggestspatial direction, but also on exactly how those cells are dis-
that the reaction rates may be too high in the computationdributed. Results can be extremely sensitive to such param-
In other words, the noncatalytic computational result in Fig.eters as the spatial distribution of cells in the interaction re-
7(a) predictsa,, lower than the real flow. On the other hand, gion, and the aspect ratio of cells at the leading edge, at
the differences are not much larger than the experimentadeparation, and at reattachment. One common problem is
scatter. that grids are refined near the leading edge and near the
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FIG. 8. Two comparisons between experimental heat flux measurefeptsiscous double-wedge computational results with noncatalytic(waH —), and
flat-plate theory applied to inviscid triple-wedge computational reswigsious curves and symbols as indicatefdr (a) T5 shot 1783(condition B1,
Ac/A,=225,0,=15°, 6,,=20°) and(b) T5 shot 1796 condition C2,A./A, =100, 6,=40°, 6,,=15°). The dashed line is the hingeline location, the dotted
line is the separation location measured from flow visualization,isStefined by Eq(1), and error bars are described in Sec. Il C 2.

corner, but in well-separated flow, the steady-state separation Ap AT 1 Ap
point is located in between. Rizzetta and M3cso showed ST 2 (6)
large differences between results obtained using different nu-
merical methods. In fact, the different methods exhibited dif-Velocity was not corrected. The open circles in Fig. 8 indi-
ferent dependencies on the grid cell distribution. To makeate the transducer port locations. All predictions down-
matters even worse, some of the experiments commonl§tream ofR were computed with the origin placed at the
used for comparison utilize wind tunnel models of aspecthingeline to account in a consistent manner for compression
ratio less than unity>° for which centerline measurements of the boundary layer at reattachment.
are not necessarily free from three-dimensional fisee For the low-enthalpy condition in Fig.(8, the interac-
Sec. 11D 2. Rudyet al®* could only obtain good agreement tion is clearly a purely laminar one, with experiment, com-
with experiment for a well-separated compression-cornePutation, and flat-plate theory all in good agreement. The
flow by computing the full three-dimensional solution, but uncorrected prediction matches experiment better than the
Lee and Lewi® were able to match the same experimemaporrected prediction in this case, but the opposite was found
data using a two-dimensional method. Grid convergence wa®10st often among the present results. For the high-enthalpy
not studied for the present computations, which were nogondition in Fig. 8b), the prediction with a,,=0 best
expected to match experimental separation length but wer@atches experiment upstream®and is therefore assumed
expected to incorporate the relevant physics of separatdf€ best prediction downstream &f Experimental heat flux
flow. The agreement in Separation location between Compdi.es much closer to the laminar prediction than to the turbu-
tation and experiment in Fig.(8) is probably coincidental. ~lent prediction witha,,=0, suggesting a purely laminar in-
Along with the experimental and viscous computationalteraCtion- The pressure-corrected result falls even closer to
results in Fig. 8 are presented several flat-plate boundangXperiment. The viscous double-wedge computation seri-
layer predictions based on the inviscid solution from triple-ously underpredicts heat flux in the flap region, probably due
wedge computations. Comparison of experimental heat fluf® Poor resolution of the extreme gradients introduced at re-
downstream of reattachment to laminar and turbulent predicattachment by impingement of a shear layer containing hot
tions aided in identifying transitional interactiofisee Sec. dissociated gatsee Fig. 18
VI B). Laminar predictions upstream 8fand downstream of
R were computed according to Eq®)—(4). Turbulent pre- |v. ANALYSIS OF SEPARATION LENGTH
dictions downstream dR were computed using the model of
White and Christop® For the high-enthalpy case in Fig.
8(b), both predictions were computed a second time using The physical process which determines separation length
the a,, = 0 assumption. Downstream & all predictions has been elegantly described by Gfitks follows: An ele-
were computed yet again using inviscid solutions correctednent of fluid atSjust outside the dividing streamling has
to match experimental pressure measurements. Correctiozsro velocity and a total pressupg equal to the local static
to the density and temperature were related to the pressupgessurepg, but when this element reachBs it must have
correction by linearizing the perfect-gas shock jump equapr=pr>ps; the mechanical energy increases by viscous
tions about the upstream state in region 2. A reasonable apransport of momentum from the outer flow towaftl. Thus
proximation over the present range of conditions was founds 6,, is increasedpg increases and the separated shear layer
to be requires a longer distance to impart the necessary momen-

A. Physical description of separation
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tum. There is also a weak coupling between the flomRanhd  where C is the Chapman—Rubesin parametpy,. is the
the flow atS 6., depends on the position & which de-  wedge pressure for incipient separation, affdis the dis-

pends omps/p,, which itself depends o, placement thickness an undisturbed boundary layer would
A popular model for the separation bubble due to Chaphave at separation.
manet al®® requires thapy along¢* as it approacheR be Both Egs.(8) and(9) show an inverse-cubic dependence

equal to the static pressupg downstream oR. The analysis on M, but the dependence qnry appears to be different for
assumes an isentropic compression process afdrajose to  supersonic and hypersonic interactions. This behavior with
R, ignores the fact thaiy is lower thanps, and neglects the M, and p; was also found by other authot&®191102The
initial thickness of the boundary layer &t While these er-  dependence on Rein Eq. (8) is consistent with an inverse
rors tend to canc'el each other for flows with incomin_gproportionality betweelllsepandCf,xl, as might be expected
boundgery-layer thlck_ng_ss s_mall compared to separatiogqm, Eq. (7) if 7,+ scales withC;, . The dependence on
length?™ the effect of initial thickness has been shown to be . . w1 L *

; . 08 Re /C in Eq. (9) arises only from normalization by7 .
important in some casé$: 1 _ ) :

The model used in the present work relies on a momen] Nere is no consistency |.n publlshed results for th.e eren—
tum balance between shear forces actingsdrand the pres- 4€Nce 0fLsep0n R, or Cr; Eq. (8) is the most convincing
sure rise at reattachment, an idea due originally to Sythev because it correlates data from multiple sources over a rea-
and applied by RoshR8°to the problem of separation length sonable range in Re

in supersonic base flow. This balance can be written Burggraf® derived a theoretical scaling law based on
asymptotic boundary-layer theory. Kat%erecognized this
YR XR result as having the same Mach-number dependence and
fo (Py* —P2)dy= L Tyx X, (7)  same construction of pressure ratio factor as his own empiri-
1

cal result, Eq(9). He also suggested that asymptotic theory

may produce the correct scaling for wall temperature effects

where the small shear stress along the wall has been ngp separation length, interpreting Burggraf's result to give
glected, and the separation geometry of Fig. 1 has been AP (T,,/T1)32 No empirical results exist for wall tem-
proximated for smallfse, as an upstream facing step of perature scaling.

heightyr equal to the perpendicular distanceRfrom the
first wedge surface. For laminar interactiopg; is equal to ¢ application of asymptotic theory

the plateau pressure over much of the separated region, in- i .
creasing only close t& ThusLg,is determined largely by Asymptotic theory has been shown capable of partially

the reattachment pressure rise and the evolution of she&#Producing scaling laws found previously by purely empiri-
stress along/*. This model requires information about the ¢& methods, not only for separation length al%5ment|0ned In
development of the velocity profile in the free-shear layer;S€C: IV B, but also for incipient separatiot:*®® For this
the theoretical approach discussed in Sec. IV C relates tH&asOn it was used in the present work to develop a new
shear stress alongf* to the wall shear stress of the incoming scaling, applicable to cold nonadlabgnc walls, to account for
boundary layer undisturbed by separation. wall temperature eﬁect; on separation Iength._ _

The length of separation is also very sensitive to the The .present analysis is based.o.n the classmgl triple-deck
location of transition to turbulence. If transition occurs in the formulation of Stewartson and Williart® for self-induced

free-shear layer upstream of reattachment, the resultin eparation upstream of an externally enforced disturbance.

change in velocity profile increases. and decreasesqep Iow near sgparat_ion is considered as a pertL_lrbation to the

compared to a purely laminar interaction. und|sturl_)ed incoming boundary layer. Flowyf/iglables are ex-
panded in terms of the small parametet ReXl and writ-

B. Previous scaling results ten in terms of the vertical coordinaté§ =€ °y in the

. . . — _4 .
There are relatively few published results concerning theIOWer (viscous, -incompressibledeck, Yy =e""y in the

. . . . . — _3 .
quantitative functional dependence lof, on relevant flow midde (inviscid, compressibledeck, andY, =« "y in the

i ; . upper(supersonic, isentropiaeck. Perturbations to the en-
parameters. Two empirical correlations are considered here'pIO (sup pi

one due to Needhath based on experimental data from €rgy equation are not considered; the effect of heat transfer

laminar hypersonic (ZM,<15) compression-comer flows enters the problem only through the definition of the undis-
yp L P ' turbed boundary layer. According to more recent work by

Brown et al,*° the present experimental conditions are well
Lsep VRE, [ ps5)\? within the supercritical wall temperature range where the
x_loc_er E ' (8) classical theory is appropriate. Asymptotic matching be-
tween decks reduces the problem to one of solving the
lower-deck equations subject to novel boundary conditions.
In order to nondimensionalize the lower-deck equations to a
canonical form, Stewartson and Williafi$ introduced
scaled variablesdenoted with a tildesuch as
Lsepoc \/RQ<1/C ( ps_pinc> ) - X=X y bu

516 M? Py X=—"—=3, ?:FI u:&' (10

and one due to Katz¥rbased on numerical data from lami-
nar supersonic (£M;<4) shock-impingement flows,
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where the constants b, andd are functions of the incoming the inverse-square dependencelj(0), i.e., the develop-
Mach numbeiM ,, the wall conditions, and the skin friction ment of shear stress along the dividing streamline is charac-

of the undisturbed boundary layer. For example, terized by the wall shear of the incoming boundary layer.
M2 134070y Y4/ o8\ e Comparisons between computed and predicted wall shear
a= 1 o(0) ‘5_) (11) (similar to those for heat flux in Fig.)7showed that the
IMZ=1| M(0)*2\ v, flat-plate compressible Blasius solution for a laminar bound-

h — o is the ki o ity Un(Y q ary layer, with reference-temperature modification, gives a
where y=g/p is the kinematic viscosity,Uo(Ywm) an reasonable approximation for skin friction under the present

Mo(Yy) are the velocity and Mach-number profiles of the - . .
undisturbed boundary layer, and prime denotes differentia(-:ondltlons' Evaluating)o(0) from Eq.(3) and the definition

. . of C; gives
tion with respect toy), . t9
A five-deck asymptotic structure describing flow down- U * p* 1

stream of separation was later introduced by Stewartson and Up(0)=0.332 L (18)
e 107 : : 8 Xipwpw Y C
Williams'®” and independently by Neilart® For large
scaled distanc& downstream of separation, a form was Substituting this into Eq(17) results in
found for the flow near/* that asymptotically matches the
. . . . L A p3—p 312
flow near separation; the leading-order term in the series for sep, 1 3 M2 19
. . 312\ 13 ’ ( )
scaled velocity is Xy Y1 Mi\ P2
e ety e~ YTAX) where
U~X"Fo(m), 7="=m (12)
X * 12
_ A= Pw| (T Tw 20
A prime denotes differentiation with respect g and the R T_e T_e : (20)
function A(X) is linear for largex such thatz=0 corre-
sponds to the dividing streamline. The dependence dvi, is identical to that in Eq8) and(9),

This asymptotic solution for flow neat* downstream but the dependence gm; does not correspond to previous
of Sis to be applied to the model embodied in E{), empirical results. The factok is unique to the present work

rewritten here as and describes the effect on skin friction of wall-to-edge tem-
perature ratio for arbitrary viscosity law, the latter accounted
JXR(M‘?_U) dXcyYr(Ps—Pa). (13y  for using the reference-temperature concept. For an ideal
xi \" Y] fluid with C=1, A reduces to T,,/T¢)¥2 Equation(19) can

also be obtained, following Burggraf® by application of the
incompressible Bernoulli equation to the asymptotic solution
along¢*. This is because, within the triple-deck framework,
%f resides in a thin incompressible layer.

Equation(19) provides no predictive capability, only a
partial scaling forL s, It is based on the leading-order term
of an asymptotic theory for large Reand therefore cannot
predict the functional dependence on,Rén Sec. VI, the

dx~ a_dFu(o)d;(_ (149 hew factorA is shown to provide some measure of collapse
* eb*" © for data spanning a large range An

The proportionality implies thabg scales withps, which is
not in general true, bufor lack of any better theory for the
reattachment process assumed to hold approximately un-
der the present conditions. Then using the transformations i
Eqg. (10), the chain rule for partial derivatives, plus the ex-
pressions in Eq(12), the integrand on the left-hand side of
Eq. (13) may be written

Ju
ay
Similarly, yr= €°bx*3. Substituting these into E413), tak-
ing = uy, and solving forxs gives
63 o V. ANALYSIS OF REAL-GAS EFFECTS
€’b>(p3—p2) (15
adu,,F"(0)

Then xg—X; Is identified withL¢., and the constants are
expanded to give

xR Investigation of mechanisms for real-gas effectslqg,

benefits from a broad classification into mechanisms due to
processes occurring external and internal to viscous regions
of the flow. Within this framework, external real-gas effects

(p3—p2)*? are defined as changeslin,,due to chemistry in the exter-
P
sep” ap?U0(0)2Re, (18 nal inviscid flow, with respect to a frozen flow with the same
1

free stream, and the effect this has on a nonreacting bound-
whereFg(0) is dropped because it is a constant. With theary layer, shear layer, and separation bubble. Internal real-

perfect-gas relation for sound speed, gas effects are defined as changek g, due to chemistry in
L 1 u 20 pe\ 2/ o) [ ps—pa) 32 viscous regions of the flow, with respect to a nonreacting
ﬂmm<—,e) (—e) (—e)( 3 2) boundary layer, shear layer, and separation bubble having
X1 ¥1 M1 XUg(0)) \pw Mw P1

the same external inviscid flow conditions. It is important to
17) note the distinction between reference flows. External and
Equation(17) is a general result valid for any form of internal mechanisms were investigated separately using dif-
the undisturbed boundary-layer profile. It is important to noteferent techniques.
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A. External mechanisms Y 4+ ay) .
. . . . _ Ho, — — 2K (L+P )| ——
External mechanisms were investigated using the |dea(l O1n @2)p i ) 1+ as o
dissociating gasiDG) model of Lighthilt%to estimate local 74
external flow conditions for both equilibrium and frozen +K1n(;¢2):0- (29)
flow, and evaluating the relative changelig./x; between 1+a;

these two flows according to the following empirical perfect-only one solution corresponds to a shock discontin(titg
gas scaling law based on local external flow conditions:  other represents relaxation from a nonequilibrium upstream

Liepoc Alﬁ( ps—pz) o statg, given always by the largest root,

X1 M3\ T py ) - Kln<1+Pln><4+a2><1+ﬁ>, 29
assembled from thd, y, and M, behavior of Eq.(19), the (Ho,,~a2)(1+a2)
Re, behavior of Eq(8), and a lineaps behavior consistent (Ho, —a2)(7T+ay)(1+ay)
with both Eq.(9) and the present experimental resulise D=1- Ko (4t ay) 215 Py (30

Sec. VIA). This method elucidates external mechanisms in-
dependently of internal mechanisms. The simplicity of theWritten this way, it is clear a real solution must have
IDG model permitted efficient investigation of a large pa- _

Hy >a,=an,=1n Kin:P1n), 31
rameter space. 0,,~ &2= ®min (a1,K1n,P1n) (31
where the determina® =0 at @, = a i, -

) For frozen flow,a,= a4, and Eq.(29) reduces to
1. IDG oblique shocks
7+ aq

T 1ta +2P (4t ay)

The IDG model has previously been applied to oblique  ps (32
shocks by SanderséA A nondimensional form of the shock o N o _
jump equations is obtained by introducing the following For equilibrium flow, an additional equation is required; the

parameters® (written for nitrogen: the static-to-dynamic 1DG equilibrium law of mass action,

pressure ratio a% :@exp{ (1+ a,)p? -
p— P . 1 22) l1-a; py 2K1n[1-p(1+P1p)])

pevASvyE

pus M The heart of the IDG model is the approximation embodied
the ratio of kinetic energy to dissociation energy in Eq. (33), whereby the contribution of internal energy

2 modes to the law of mass action is a weak function of tem-
= u_, (23 perature over a wide range and is taken to be constant at an
2Ry, 04 average valugg (1.3x 10° kg/m® for N,). This approxima-

tion effectively forces the vibrational energy of the molecu-
lar component of the gas to be constant at half of its fully
excited valugdsee Eq.(27)], which is what in practice most
limits the usefulness of the model.

Because the flow deflection angteis known, and not
whereRy, is the gas constant of N #3=113200K is the  the shock angle, another equation is needed to close the
characteristic temperature for dissociation of, Mnd « is  problem. From geometrical considerations and conservation
the atomic mass fraction. For an oblique shock of angle of mass,
relative to the upstream flow direction, with upstream and

and the ratio of stagnation enthalpy to dissociation energy

4+«
1+«

ho

H =
Ry, b4

—K|1+2P +a, (24)

downstream states denoted 1 and 2, respectively, the shock- gy g— )= %_ (34)
normal components d? andK are

P, Given a wedge anglé and upstream stater;, P,, K;, and

PlnzSinz 3 K1,=K, sir? 8. (25  pglpy), a steady weak oblique shock solution far 8, and

a, was found by simultaneously solving EgR9), (30),
Substituting Eq(25) in Eq. (24) givesH,_ . Using the ideal-  (33), and(34) for equilibrium flow, or Eqs(32) and(34) for
gas thermal equation of state frozen flow. Other parameters such @sT, and M, were
then evaluated explicitly. Sound speed was calculated after

P=p(1+a)Ry,T @8 Vincenti and Kruget!! Viscosity was estimated as in Sec.
with the IDG caloric equation of state lncs.
h=Ry,[(4+a)T+abq], @7 2 DG results for separation length

and introducing the notatiop=p,/p,, etc., the conserva- The IDG model for oblique shocks was applied to the
tion equations for momentum and energy can be reduced toiaviscid double-wedge configuration shown in Fig. 9. Al-
single quadratic equation for the density ratio across an obthough this simplified geometry neglects effects due to split-
lique shock, ting of the corner shock into two weaker shocks at separation
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25"" T T T T
L — fr/fr, a,=0.00

--- fr/fr, a,=0.11
—— fr/eq, «.=0.00
------- fr/eq, «,=0.11

=0°

2.0

1.5

(Lsep/xl) / (Lsep/xl)f'r, [

1.0 i
i L
r - i
- T R I
0'5: --- eq/eq, a,=0.00 R
0 O: —- eq/eq, a,=0.11 0, = 15°
I 0 10 20 30 40
FIG. 9. Notation for IDG double-wedge calculations. 8, (degrees)

FIG. 11. IDG results for the ratio dfge,to frozen flat-plate solution, plotted

and reattachment, it was necessary because the separatfR$anstés with 6,=15° andK., , P, andpq/p.. fixed according to con-
Y P mn C2 atA./A, =100. Three sets of solutions are given: frozen flow on

geometry could r_IOt be predicted and. n a_ny case depends A wedged(fr/fr), frozen flow on first wedge with equilibrium flow on
internal mechanisms. Thus results in Figs. 10 and 11 areecond wedgéfr/eq), and equilibrium flow on both wedgeeq/eq. Each
presented in terms df-seplxla which overemphasizes the solution set has two values of,, as indicated. Equilibrium curve fos.,

; =0.11 h ini i h ition. F h
effect of external mechanisms mep alone. In Eq.(21), (o 0 as a minimum ir9; at the CJ condition. Frozen curves have a

_ oy 4,105 maximum ing, at the detachment conditio(®) The nonequilibrium invis-
was set equal @inc found from trlple deck theor% cid triple-wedge computational results for condition C2 wih/A, =100

o C*/RQ( 1/4 and 6,,= 15°.
|D.nTO P 1 oty 2 1)
1

Mi—1 39

Three different solutions were obtained for each geometryised for the latter parameters, based on experimental condi-
and (uniform) free-stream condition specified; one with fro- tion C2 with A,/A, =100 and 400 as shown in Table II.
zen flow on both wedges, one with equilibrium flow on both Though these two cases are denoted in Fig. 10 by the corre-
wedges, and one with frozen flow on the first wedge andsponding value of\./A, , the relationship tA./A, holds
equilibrium flow on the second wedge. The latter solutiononly for a particular value of.. ; in a real shock tunnel flow,
approximates a case that may arise at lower incidence, whege, cannot be varied independently &, without also
the first shock does not induce a significant reaction rate, bidhangingA./A, . The classification by, /A, is intended to
increases the density and temperature enough to cause reagpresent the highest and lowest free-stream density attain-
tions behind the second shock. able in the high-enthalpy experiments. Two cases were also
In Fig. 10 are presented IDG results, as the ratio ofconsidered for the free-stream dissociation; the partially dis-
equilibrium-flow to frozen-flow solutions fok s, according  sociated condition ¢..=0.11) produced by T5, and a non-
to Eq. (21), for a double-wedge geometry @f=30° and  dissociated conditiond..=0) corresponding to free flight at
¢,=15° over a large range iH,_obtained by varyin..  the sameP.., K.., andpg4/p.. as the experiment. The curves
while keepingP,, andpq/p.. fixed. Two sets of values were for a.,=0.11 in Fig. 10 terminatgoutside the plot range in

2.0 ' v ' ' ] 2.0[ ' ' ' '
& : t — 4,/4.=100, 0,=0.00 1 & i
g I \ - 4,/4=100, 0 =0.11 ] iy i a
\5« 1 5:_ ‘\‘.\ - 4,/A=400, 0,=0.00 ] \§ 1'5:_ P
= a Ny = A,/A=400, 2=0.11 = - e A
~ 1.0 : AR o ~ 1.0 - o - < _’"’;‘.',;/
) i e g I ot
™ 0-5F g,=30°, ¢,=15° = N 05T o y
Sj | frozen first shock ] :f [ equilibrium first shock

o0l . . v e s ] LU 0 S S TP S

0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0

(@ H,, (b) Ho,

FIG. 10. IDG results fol ¢, plotted againsH,_ with 6,=30° andé,,=15°, with P, andpy/p.. fixed according to condition C2 &, /A, =100 and 400,
and witha,, varied independently as indicate@) equilibrium-to-frozen ratio of ¢, with frozen flow on first wedge(b) equilibrium-to-frozen ratio of ¢
with equilibrium flow on first wedge. Curves far,,=0.11 exhibit a minimum irH,_ at the CJ condition(®) The nonequilibrium inviscid double-wedge
computational result for condition C2 with, /A, =225, §,=30°, andé,,=15°.
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TABLE Il. Approximate values of the nondimensional free-stream param-tjion occurs throughout the flow, and the result appears close

eters for condition C2 at two values 8¢ /A, . to the equilibrium—equilibrium IDG solution.
AlA, P.. K. Ho, palpe a.,
100 0.034 0.48 071 1210 011 3. Relation to previous results

400 0.017 0.51 0.70 3210 0.11 A decrease inLg., compared to frozen flow was ob-
served for equilibrium compression-corner flowg, £ 0°)
analyzed by Anders and Edwafdsnd computed by Grasso

. L H . and Leond’ as well as for nonequilibrium shock-
Fig. 10@)] on recombination branches at a miniméncor- impingement flow computed by Furumogo al*® In each of

responding to the Chapman—Jouget limit for exothermic disgnese cases, there is no dissociation upstream of separation,

contm_umes. ! . so the only external mechanism available is the effect of
With frozen flow on the first wedge, the only difference issqciation on reattachment pressure. Internal mechanisms
between frozen and equilibrium solutions arises in region 3,0 ot necessarily negligible, but they either act in the same
th.us th.e r.esullt n F,'g' X@) is due entirely to changes . direction or are weaker than the external mechanism. The
D|ssog|at|o.n in region 3 causes a lower pressure and henceo%crease in_qep found by Brenneret al®2 and by Oswald
reduction inLsep, by as much as 50% altlo =1. On o 5143 o1 equilibrium hyperboloid-flare flow, with nondis-
recombination-solution branches; andLsepincrease dras- sociated free stream, is not so easily explained by external
tically, but equilibrium recombination shocks are generallymechanisms. Though an axisymmetric configuration, the hy-
not found in shock tunnel flows where recombination rate%)erb(_ﬂoid flare has flow-deflection ang|es similar to the ge-
are low. With equilibrium flow on the first wedge, ReM1,  ometry in Fig. 10. The free-flight condition used by Brenner
and A; all increase with dissociation, while;/p; may in- et al*? has a free-stream density two orders of magnitude
crease or decrease dependingaanandH, ; the result in  lower than found in T5. The equilibrium IDG solutions in
Fig. 10(b) similarly depends om., andH,_. The increase in  Fig. 10b) show that asA./A, increases(i.e., asp.. de-
M, dominates at moderate enthalpy, and an increase in boff€asep the value ofHo at which (Lsepeq= (Lsedsr in-
A, andp;/p; dominates at high enthalpy. creases. This could explain by external mechanisms the de-
To gauge the importance of these effects under typicatrease irl s, for equilibrium hyperboloid-flare flows at low-
experimental conditions, one case was recomputed using tistensity free-stream conditions, if in fact external
full thermochemical nonequilibrium codesee Sec. Il in-  mechanisms dominate these flows. Similar reasoning may
stead of the IDG model, with the free stream initialized ac-explain the decrease In,.,observed experimentally by Krek
cording to an experiment witth,/A, =225. The result is et al*® for hyperboloid-flare flows. The shock-impingement
represented by a single point in Fig. 10. Only a slight deparflows studied by Ballaro and Anderstnand by Grumet
ture from frozen-flow conditions was found in region 1, the et al*® are analogous to the case of a compression corner
effects on Rg, M;, and A; canceling each other in the with §;,=0° anda..>0. Their results are not consistent with
scaling for Lge,. The combined nonequilibrium effects in €xternal mechanisms, except perhaps the high-pressure case
regions 1 and 3 result in negligible changepisVp, . Exter- ~ computed by Grumett al.™ with recombination down-
nal mechanisms are not important at this condition. stream of reattachment, which could increpgend contrib-
Results from a second study for fixed stagnation endt€ to the observed increaselig,,. Internal mechanisms are

thalpy and varying incidence angle €%;<45°, with flap  Probably important in these flows. _
deflection angle fixed af,,=15°, are presented in Fig. 11. The present experimental measurements of physical
Frozen—frozen, frozen—equilibrium, and equilibrium— separation length could not be used to verify external mecha-

equilibrium solutions are shown independently, each normalfiSms, for the following reasongl) external mechanisms
ized by the flat-plate §,=0°) frozen-flow solution. Two could not be separated from unknown internal mechanisms
values ofa., are again considered, but onfy,/A, = 100. which alsq existed in the experimen(ﬁ) Iow—enthallpy fro-
The variation ofLge,with 6, for frozen—frozen and frozen— 2en and high-enthalpy reacting flows in the experiments had
equilibrium solutions is generally nonmonotonic due to com-different free-stream conditions and could not be directly
petition between decreasiny, andps/p; on the one hand, Ccompared with each other as done in the IDG stugythe

and increasing Re plus decreasing/l; on the other hand. free-stream conditions in high-incidence experiments often

1 . . .

For the equilibrium—equilibrium  solutions. ., increases did not admit a frozen-fl'ow. solutiofdue to shock detagh-
continuously with 6,, passing the flat-plate frozen-flow mend. The IDG results indicate that external mechanisms

value at an intermediate incidence angle. At high incidence©'® only important in the experiments with high incidence,

only the frozen—equilibrium solutions differ greatly from the and depe_nd on free-stream dissociation which does not exist
frozen—frozen solutions. Two cases were recomputed usinfé)r free flight.

the nonequilibrium code, but due to inconsistencies with the-B Internal mechanisms

IDG model (free-stream nonuniformity, vibrational model- ~

ing, etc), care must be taken interpreting the results. Slight Mechanisms for real-gas effects occurring internal to
nonequilibrium recombination was found @t=15°, which  viscous regions of the flow may be further subdivided into
may explain why this result lies between frozen and equilibthose arising upstream or downstream of separation. Consid-
rium solutions. Atd;=40°, strong nonequilibrium dissocia- ering the scaling in Eq(17), the upstream boundary layer
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direction is shown on some of the profiles in Figs. 13 and 16
by points corresponding to cell centers. Eight cases com-
— ) puted are described in Table Ill. For cases 1 and 2, the non-
u,_ (flat plate) =u, (triple wedge) equilibrium flow state taken from the triple-wedge result was
significantly departed from a frozen or equilibrium flow
state, such thaty, increased withx and produced a non-
FIG. 12. Sketch of domain for nonequilibrium boundary-layer computationsneg|igib|e difference between edge conditions of reacting
showing initialization. . . . .
and frozen solutions at=5 cm. To permit a direct compari-
son, the free-stream initialization of each frozen-flow com-

affects L e, through changes in the undisturbed wall sheaertat'on. was modified to' match thg 'e>'<ternal flow )a.t
=5cm in the corresponding nonequilibrium computation;

stress; this was studied using the nonequilibrium code de- o . )
scribed in Sec. lll under conditions derived from the experi—the modified conditions are shown sepa_lra_tely in Table l.”'
ments. Thermochemical nonequilibrium processes in the _For al Iow-en'ghalpy cases, nonequilibrium computanons
shear layer and separated region must also affegf but indicated a chemically frozen boundary layer. Profilesxof

. : . for the high-enthalpy cases are shown in Fig. 13. The
these cannot be included in a scaling based on(Eq, and . -
are only briefly considered. boundary-layer thicknes§ was taken as the location of the

first grid point for whichu>0.9,.. For the noncatalytic

results, «,, decreased with distance from the leading edge,

the value atx=>5 cm depending on the recombination rate.
A limited number of flat-plate boundary-layer computa- Though not evident on the scale used in Fig. 13, the noncata-

tions were performed with uniform free-stream conditionslytic curves do exhibiva/dy=0 at the wall.

based on inviscid triple-wedge computational results just up-

stream of separation, as indicated in Fig. 12. The grids con-

tained 10X75 cells, clustered at the leading edge with a

minimum spacing of 5qum, and at the wall with 35 cells , Upstream boundary layer

inside the displacement thickness estimated from frozen-flow

theory. Boundary-layer profiles were extracted 5 cm from the  The effect of boundary-layer recombination on the wall

leading edge, half the 10 cm grid length. Further grid refinesshear stress is presented in Fig. 14 as the ratio of reacting to

ment at the leading edge changed the solutiox=ab cm by  frozen C; plotted against a simple gas-phase Dahikp

less than 0.5%. Excellent grid resolution in the transverseumber, similar to one given by Ra¥,

1. Computational boundary-layer study

0.25F 3 [ ]
__(_ij_S_E: _]; _________________ ] 0.25 CASE 2 -
0.20 - P — 0.20 _ o _
0.15F 7 . 3 7 ]
5 Vs s 0.15 . y -
0.10 r_/’ --- frozen _ 0.10 _ /./ E
0.05 _ ---- noncatalytic _ 0.05 :_//, _
[ — catalytic i I ]
0.00 L . ] 0.00 L . N
0.0 0.5 1.0 1.5 0.0 0.5 1.0 1.5
y/é6 y/ 6
CASE 5 CASE 6
'''''''' o.l0f T .
0.10 1 g
[+ [+ |
0.05 | . 0.05 -_ N
0.00 . . ] 0.00 . .
0.0 0.5 1.0 1.5 0.0 0.5 1.0 1.5
y/é y/é

FIG. 13. Selected computational boundary-layer resultsxfdrozen flow (---), nonequilibrium flow with noncatalytic wall---), and nonequilibrium flow
with catalytic wall(—). Points on catalytic-wall curves indicate cell centers from computational grid. The cases are described in Table IlI.

Downloaded 14 Dec 2005 to 131.215.225.171. Redistribution subject to AIP license or copyright, see http://pof.aip.org/pof/copyright.jsp



2678 Phys. Fluids, Vol. 12, No. 10, October 2000 J.-P. Davis and B. Sturtevant

TABLE Ill. Description of cases encompassed by the computational boundary-layer study. Designations F, N, and C refer to frozen flow, nondlpuilibrium
with noncatalytic wall, and nonequilibrium flow with catalytic wall, respectively. The last three columns give experimental conditions on wfsttedira
properties are based.

u T T Re, T5

Case [ P P u,
no. (kg/nr®) (m/9 (K) (K) a., M., L=5cm cond. ALlA, 0,
1N/C 0.015 3000 7200 7400 0.21 1.61 om0t C2 400 40°
1F 0.015 06 3023 6921 6967 0.2198 1.65 xaot
2N/C 0.055 2900 6700 6700 0.23 1.60 4680 C2 100 40°
2F 0.055 24 2906 6600 6603 0.2333 1.61 &18
3 0.015 1700 3600 3300 0.0002 1.45 ey B1 400 40°
4 0.025 1700 3600 3300 0.0005 1.45 2aut B1 225 40°
5 0.008 5600 3000 4200 0.12 4.88 2500* c2 400 15°
6 0.022 5300 4400 4300 0.11 3.84 4:880" C2 100 15°
7 0.009 3300 940 3300 0.0005 5.49 3au’ B1 400 15°
8 0.015 3200 1000 3100 0.0005 5.16 A’ B1 225 15°
X (da determine boundary-layer thickness. The difference between
= wldt ) (36)  frozen and equilibrium flows was considered as an exchange
e - .
W= ag between chemical and thermal energy at constant pressure,

whereda/dt is evaluated at the wall temperature and densityenthalpy, and specific heat capacity; thus recombination in-
but the free-stream composition, artli, characterizes the Creases temperature, decreases density, and incréases
streamwise flow time. Skin friction increases with recombi-relationship betweerd and C; appears straightforward; at
nation, but only a small amoufiess than 5% over the cases constant Rg, increasingé stretches the velocity profile in
studied. For a catalytic wall, the increase depends only onphysical coordinates, resulting in a lower shear stress at the
ae; since equilibrium is enforced at the wall, the parametemwall. For the present computational study, a slight2%)
I' has no importance. For a noncatalytic wall, the increaselecrease id was observed for cases 1 and 2.
occurs gradually with increasingI’>100 asa,, decreases. The present result is, however, consistent with the result
The discrepancy for cases 3 and 4 arises probably from vief Ikawa;*® who showed a decrease ln,p and 6 due to
brational nonequilibrium in the free-stream initialization, recombination by applying an extended momentum integral
causing mismatched edge conditions between frozen and reiethod to the case of fully dissociated edge condition and
acting solutions similar to that already alleviated in cases Tully recombined wall condition. He assumed that diffusion
and 2. According to Eq(17), the increase irC; observed dominates over recombination, which taken together with the
here may induce a small decreaselig,with respect to a result of Mallinsonet al,®” might suggest that diffusion and
frozen boundary layer with the same partially dissociatedecombination have compensating effects ©n. In fact,
edge conditions. careful examination of the present computational results
The present result is not consistent with a previous sugshowed that the phenomenon is more complicated than im-
gestion by Mallinsoret al*®3"thatL s, should increase for a plied by either of these approximate methdtis.
recombination-dominated boundary layer. They considered Temperature profiles are shown in Fig. 15 for two cases.
chemical energy released or absorbed along a streamline, atlough temperature generally increases with recombination
the effect this has on temperature and density profiles whicfFig. 15a)], it can also decrease with recombination as seen
for the outer part of the boundary layer in Fig.(&p The
effect of boundary-layer recombination cannot be described

1.10f ' ' ' ] by a simple exchange between chemical and thermal energy;
i ] energy released by recombination may be carried away by
1.05F 1 24 conduction or diffusion. The temperature decrease in Fig.
& I ¢ & % 15(b) coincides with regions wheréT/dy<0 or §°T/dy?
< 783 . ] >0, two conditions which do not exist in Fig. . It can be
~ 1.00 (@@ g @ ] shown, by expanding conduction and diffusion terms found
o i ) ] in any differential form of the energy conservation equation
0.95 o noncatalytic ] for reacting flow, that the sign and magnitude of various
i ¢ catalytic ] enthalpy and mass-fraction derivatives are important in de-
0 901 . . | . termining the effect of recombination on temperature.
) 10 10! 10! 10° 10° 107 Streamwise derivatives can also be important, especially for

r a noncatalytic wall.
The velocity profile is modified only indirectly by real-
FIG. 14. Comparison between frozen and reacting computational boundar)@las effects. from changes in the physical scale related to
layer results folC; , plotted against the nondimensional reaction-rate param- L .
eterT" given by Eq.(36). (#) Catalytic-wall results(®) noncatalytic-wall changes in the Chapman—Rubesin param@tand the den-
results. Numbered cases are described in Table IIl. sity profile. In particular, a generalized compressible
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1'0: CASE 2

0.8}
& ~

0.6
= =

0.4:- i --- frozen —

i ---- noncatalytic ]
0.2 — catalytic 7]
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0

(a) y/6 (b) y/é

FIG. 15. Selected computational boundary-layer resultsTfar, . Cases are described in Table IlI.

boundary-layer similarity transformation for the normal Thus density may increase or decrease with recombination.
coordinate;™® with C assumed constant and taken into theAn increase in the shear stresswith recombination was
transformation variablen, can be inverted to givey  found everywhere in the computations except the outer part

«\/Cf(pednlp); increasingC stretches the scale and de- of the boundary layer in cases 5 and 6, where the temperature
creasesdu/dy while increasingp has the opposite effect. Jecreased.

Changes in v_iscosity, on which both and C; depend, fol- To emphasize these ideas, near-wgh(Q.15;) profiles
low changes in temperature becayselepends only weakly of reacting-to-frozen ratios of three parameters from the so-

on . Changes in density, however, de_pend on changes 'Titions for case 2, as well as nondimensional mass-fraction
both « and T through the thermal equation of state at con- : - . .

gradient, are presented in Fig. 16 using a log coordinate. The
stant pressure, . . . X

large increase i for a noncatalytic wall, twice that found

P Te(ltae 37 for a catalytic wall, coincides with the region wheréx/ dy?
pr T\ 1l+a)’ changes sign, indicating the importance of species gradients
& &
B~ QY
S 3
---- noncatalytic
— catalytic
107 1073 1072 107
Yy / 6f'r
2.5¢ CASE 2]
[ ] ,\3
2.0 ] >
_— [ 4 g 1 0 S
S 15t : S g
S I ' ~ . o
. 1.0f 3 . L
“ [ ) g N s
0.5F T 8
0.0 e i ] 08l v o e
10 1078 107% 107! 10™ 107 107? 10!
v/ Opr y/ Oy

FIG. 16. Near-wall y<0.15;) boundary-layer profiles of reacting-to-frozen solution ratiospp, and Ju/dy, as well as nondimensional mass-fraction
gradient, for computational case 2 described in Table lll. Curves terminate at the center of the wall-adjacent computational cell. Points|gticthaitata
curve for §;(daldy) indicate cell centers from computational grid.
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profile extracted

from hingeline \

Mach No.

Countours 10.05
AM =0.14 ‘ . 10.00
0.0 0.5 1.0 1.5 2.0 2.5

) Y/ Yy
(@) (b)
FIG. 17. Viscous double-wedge computational results in the separation region for shotcbr@iion C2,A./A, =100, §,=40°, 6,=15°); (a) Mach

number contours, dividing streamling, and line from which shear-layer profile is extracté); profiles ofM (—), a (---), and T/T, (---, T,=6940 K)
through the separated shear layer withondimensionalized by the distance#.

in determining the effect of recombination on temperature. Imonequilibrium gas-phase recombination in the boundary
this same region, the change infor a noncatalytic wall layer near the noncatalytic wall. Downstream of separation,
dominates the change win Eq. (37), producing a decrease «,, drops precipitously, but the partially recombined gas
in p with recombination. Very close to the cold wall, the which follows the dividing streamline begins dissociating
temperature is constrained apdincreases due to the de- again as soon as it leaves the wall.
crease iny, while the chemical energy released by recombi-  The mass-fraction gradients in Fig.(by are very small
nation is conducted to the wall by the large temperature graever much of the recirculating region, which, as suggested
dient. The effect of recombination on the velocity gradient isby the near-wall noncatalytic result in Fig. 16, may result in
dominated at the wall by the increase ip, with  a temperature rise due to recombination high enough to
(aulay)l(auldy),>1 at the wall-adjacent computational dominate the change im, giving a lower density and hence
cell despite the large value &/C;, (not shown and, for a  a larger separation bubble. The present model for separation
noncatalytic wall, despite the region of decreased density Ength[Eq. (13)], however, considers the shear streséong
slight distance away from the wall. Becayséncreases with ¢, and as discussed in Sec. VB2, changesridue to
T in the same region thav(/ dy)/(dul dy) <1, the increase recombination are not necessarily related directly to the di-
in 7 (not shown remains almost constant fgr<0.15;, . latational effect of changes ip, but depend as well on
In summary, the increased skin friction seen in Fig. 14changes inu andC. It should also be noted that the mecha-
for reacting flow over frozen flow is due entirely to the dila- nism which increase€; in a recombining boundary layer
tational effect of increased density at the wall which occurswvas found to arise from an extreme thermal wall condition
for recombination under the condition of constrained wallthat does not exist neaf* in a shear layer. It can be seen
temperature. The authors know of no other published resultsom Fig. 17b) that9?a/dy?>0 andd?T/dy>>0 neary*, a
for recombination-dominated flat-plate boundary layers. Oftombination of derivatives which does not occur in the
those works considering dissociation-dominated flat-platdoundary layer. The streamwise derivatives also differ
boundary layers!2114-1%nly the paper by Mooré®looked
at the effect of reactions on skin friction, finding an increase

at very high wall enthalpy. 0.12} SHOT 1796‘ ]
0.10} .

3. Separated shear layer — along wall 1
Qualitative consideration of mechanisms for real-gas ef- 0.08  --- along ¢ A\ ]

fects arising downstream of separation was aided by exami- s 0.061

nation of the viscous double-wedge computational results i

(see Sec. Il C% unfortunately, the same configurations did 0.04/

not admit frozen-flow solutions for comparison. Figuréd.7 f

shows the line through the shear layer from which the pro- 0.02r1

files in Fig. 17b) were extracted. Recombination occurs in 0.00f

the shear layer abowg*, while & andT remain constant over 0.0 0.5 1.0 1.5

much of the separation bubble. The dissociation fraction x/L,

along the wall and along the dividing streamlitegpproxi-

: : IG. 18. Viscous double-wedge computational resultsdarear the wall
mated here by taking a streamline very close to the Walr—) and alongy* (---) for shot 1796(described in Fig. 17 Distance along

upstream of separatiinrare shown in Fig. 18. Upstream of the streamline is projected on the wall in a direction perpendicular to the
separationga,, decreases from the free-stream value due tdirst wedge surface.
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greatly between the shear layer and the wall upstream o A ' T T

separation, as shown by Fig. 18. The present computation fYAL e t

cannot verify the effect of recombination an , but it is

speculated that the present experimental result discussed i 10°

Sec. VI (increased. ., from recombination downstream of

separatiop might result from a decrease ir)+ due to the sg

particular combination of thermal and species gradientsg

found neary*.
The laminar shear layer in compressible flow has been™

studied by a number of authot¥*??but not in the context

of a dissociating or recombining gas. One previous result of

interest, from a study of base flow by Denison and Bd&m,

is that a hot recirculating region gives significantly larger 10!

Lsep than a cold recirculating region. Recombination inside

the recirculating region may cause the same effect with re-

spect to frozen flow. FIG. 19. Experimental ., data correlated againsp{— p,)/p; from com-

putations. Different symbols represent the different shock tunnel conditions

. . described in Table I, as indicated by the legend. Error bars include measure-

4. Relation t It

- Reiation 1o previous resuits ment uncertainty ir.s.,and uncertainty in the computed parameters due to

Many previous computational results for shock/ uncertainty in reservoir conditions. Lines represent fits to select sets of con-

boundary-layer interaction in reacting flow show increasecf;ging('c';Aorl(;ﬁ;t;B1_3' --C1-4 andn is the slope of each line in

skin friction downstream of reattachment compared to frozen

flow, 17454748 regardless of free-stream dissociation,

boundary-layer dissociation or recombination, wall catalytic-a. Application of new scaling

ity, and wall temperaturéwith T,,<T.). With the present , i
results indicating increased skin friction as well, this sug- The theoretical result in Eq19) has a dependence on

gests that reactions in the boundary layer act to increase ﬂ{ga\_ttﬁchment pr(_af]sure ratio different frorlr_1 previous results
wall shear stress under any situation, except perhaps for a thk']C .suggesthelt er a quadralieq. (8)] ohr. mear[E(Iq. (9]

wall. The decrease in separation length for reacting flow obPenavior. For the present experiments, this power-law depen-
served by Furumotet al® and by Grasso and LeoHamay dence was found by gmplrlcal correlation .lojep.scaled by

be partially due to dissociation occurring in the separatiorf’® Other parameters in EGL9), as shown in Fig. 19. The
region, but the behavior can be explained by external mechly Pparameter measured directly from experiment was
nisms. The large increase ling,0bserved by Grumit al#¢  Lsep/X1; all other parameters were obtained from the invis-
for strong recombination in the separation region at highcId tnple-lwedge computations, with viscositiesAn calcu-_
pressure is consistent with the present experimental resdﬁ’ted as in Sec. llIC3. The. datq do not collapse to a single
(see Sec. VI At low pressure, Grumegt al®® found that line, but when they are divided into subsets based on stag-
LsepWwas slightly smaller for a catalytic wall than for a non- nation enthalpy, straight lines fit to each subset in log-log
catalytic wall, consistent with the present computational re£o0rdinates indicate an average dependence on the pressure

sults showing higher skin friction for a catalytic wall when ratio factor that is close to linear. The scarcity of data at
the reaction rate is not higisee Fig. 14 The case computed conditions A1-2 prevents a useful fit in this range, the slope

by Ballaro and Andersoff, also at low pressure, showed a ©f the lineé being controlied heavily by a single datum. Re-
slight decrease .o, for reacting flow compared to frozen plotting Fig. 19 using experimental measurementspfpfav-

flow (despite some recombination in the separation region eraged over selected transducers QOwnstream of refattach-
Recombination might occur in the separated region Oiment), with p, evaluated from Eq39), increases the relative
the hyperboloid-flare flow studied by Brenretral, 2 but in scatter of the data but has virtually no effect on the slope

this case the frozen reference flow is everywhere undissocPPt@ined from linear fits in log—log coordinates.

ated and the decrease lin,, is probably dominated by ex- A linear dependence on the pressure ratio has previously
ternal mechanisms. It is irr?portant to emphasize that the in?€en found for supersonic interactidhand for transitional

. . 2 .
ternal real-gas effects presently considered are defined &5 turbulent interaction§” The present experimental data

changes inL, with respect to frozen flow with the same reside in the supersonic regime withcM,; =5. The appar-

local external conditions, not with the same free-stream con@_m difference bet_ween supersonic and hype_rsonlc Interac-
ditions tions among previous results for pressure ratio dependence

[see Eqgs(8) and(9)] might be explained by a change in the
reattachment process from an essentially isentropic process
in supersonic interactions to a nonisentropic process in hy-
In this section, experimental separation length data, obpersonic interactions, for which the reattachment shock
tained by the methods in Sec. Il, are presented with the aid dbrms closer to the wall. In the latter case, a loss in total
computational and theoretical results from Secs. Ill and IV pressure at reattachment could require a longer separation
Interpretation benefits from the framework developed in Seclength to overcome the same rise in static pressure.
V to describe real-gas effects. The value ofA; is shown in Fig. 2(g) to vary by more

\
-§_
\
\
\
+—e—

T A

2ep

10°

(Ps—P2)/P,

VI. EXPERIMENTAL RESULTS
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FIG. 20. Effect ofA; on correlation of experimentdlse,; (a) correlation of scaled ¢¢,againstA, (b) repeat of the pressure correlation in Fig. 19 with
removed from the ., scaling. Symbols, error bars, lines, amdre described in Fig. 19.

than an order of magnitude over the experimental conditiongistical significance of the difference thwas determined by

There is a tendency for high-enthalpy experiments to have statistical test of the null hypothesis that both sets of de-

low A; and low-enthalpy experiments to have high, with  viations have the same population mean. The appropriate test

some overlap. Thus it is not surprising to see that whefis  statistic for unknown population standard deviations and un-

removed from thel ¢, scaling as shown in Fig. 20), the  equal sample standard deviations relies on Student's two-

high-enthalpy and low-enthalpy data which were segregategidedt-distribution!?® As shown in Table IV, the confidence

in Fig. 19 now fall in the same region. The scatter in Fig. 19that the reduction in scattéwhen A ; is employedl is statis-

is larger than the error bars, which include measurement uncally significant is approximately 92% for the low-enthalpy

certainty inLs.,and the reservoir conditions but none of the gata and>99% for the high-enthalpy data.

other uncertainties due to approximations involved in the |t has been shown qualitatively by numerous previous

computations, assumptions used to write E8), or the  inyestigations in perfect-gas flows that,, increases with

derivation ofA ; from flat-plate boundary-layer theory using increasingT,, /T, (see Sec. |A}, andA, quantifies this ef-

the reference temperatureAfl is removed fr.om the scaling, fect by linking T,,/T to the skin friction of the incoming

however, the relative scatter becomes noticeably worse. boundary layer using the reference-temperature method and
The apparent increase in relative scatter for each subsgfe scaling from triple-deck theory. The resulting depen-

of data when\, is removed from the scaling was quantified yence onT, /T, is consistent with previous qualitative re-

using statistical analysis of the relative root-square deviag ;15 |n addition, the large range T, /T, suggests that any

tions, dependence ot ., on T, /T, is important in the present
experiments. The use of; also recovers the linear depen-
d= (38 dence on pressure ratio found in previous results for super-

sonic interactions. Thus the new factdy introduced in the

where 7 are data for the ordinate of scalegkyin Fig. 19 or  present work accounts at least approximately for wall tem-
20(b), and “y; are values for the ordinate predicted by the perature effects on separation length. The fact that it also
curve fits. In Table IV are given the meahand standard segregates the high-enthalpy and low-enthalpy data from
deviationo for each set of relative deviations; low-enthalpy each other is attributed in Sec. VI C to real-gas effects. The

and high-enthalpy conditions, with and without inclusion of factor y*2 varies only a small amount in the present experi-
A4 in the scaling. The mean deviation from each curve fit isments.

clearly smaller when\ ; is included in the scaling. The sta-
B. Reynolds-number effects
TABLE IV. Statistical_analysis of scatter ibg, correlations; the scatter is Separation length scaled by all the other parameters, us-

quantified by the mead and standard deviatiom of the relative deviations  Ing the linear pressure ratio dependence found for the present
d defined by Eq(38), andP is the two-sided probability, based on a test experiments, is plotted against ,Rén Fig. 21. This plot ap-
by 1

statistic using Stude_nt_sdlstrlbu_t_lon, that the increase id when A, is pears similar to one presented by Needham and Std’:ﬁer,'?y'
removed has no statistical significance. - , .
which correlates several authors’ results againsf Red

With Ay Without A, shows a precipitous drop in scaled separation length due to
Condition q o q o p transition occurring upstream of reattachment. The sharp de-
crease in Fig. 21 occurs over a range of Rd —4x 10°)
B1-3 0.293 0.288 0.533 0.631 0.081 L L
Cl-4 0.157 0.155 0.318 0.248 0.002 Significantly lower than that found by Needham and Stollery

(1-4x10°). The present data, however, exhibit the same
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10? T T T T T T shown to occur for a number of shots in the range 19
<Rq_sep<2>< 10°, corresponding to 2 M,<5. Compila-

tions of data by Birch and Key®&& and by Kinget al1?®
‘ 1 both indicate transition Reynolds number on the order 6f 10
# but varying by at least a factor of 4 over this range in Mach
number. Larson and Keatitf§ showed also that the transi-
tion Reynolds number can decrease well belowddh de-
creasing T,,/T,,. Even low-enthalpy conditions in the
‘ : present experiments havg,/T,, an order of magnitude
- -~ n=-0.11 *)UF lower than they investigated. This effect may also explain
—— n=-0.22 )f the earlier transition seen in Fig. 21 for high-enthalpy condi-
' tions. The unknown acoustic disturbance levels are probably
T e not a factor; the experiments of Kirgt al1?® with laminar
Re and turbulent nozzle wall boundary layers showed virtually

z1
no effect of the noise environment on transition of a sepa-
FIG. 21. Correlation of experimentals., against Rg from computations.  ated shear layer

Symbols, error bars, line fits, andare described in Fig. 19. Flagged sym- . . )
bols indicated suspected transitional interactions, which are excluded from The present results in Fig. 21 do not show a square-root

the fits for conditions B1-3 and C1-4. Dotted lines are a visual aid to showde€pendence on Rlefor laminar interactions as found by
possible transitional paths. Needhant? but the present data also cover a limited range in
Re, and have a high degree of scatter, thus making it very

o N _ difficult to obtain an empirical correlation with Reto any
behavior in that transition occurs for smaller,Ras 6w IS yeasonable accuracy. An important observation from Fig. 21
increased while the conditions in region 1 are kept constanis that the dependence on JRés not significantly different

This result is_ explained simply by the increaseli, With o yeen high-enthalpy and low-enthalpy experiments with
increasingp,, ; the location of transition in a free-shear layer laminar interactions, i.e., a Reynolds-number effect cannot

depends on distance from its origin at separation. In add't'onaccount for the shift in high-enthalpy data above low-

transitional or turbulent structures in'the poundary layerenthalpy data.
downstream of reattachment were evident in some of the
corresponding interferograms.

The most reliable indicator of transition was comparison
of measured heat flux in the reattachment region to predic- The upward shift of high-enthalpy data evident in Figs.
tions based on laminar and turbulent models as described i and 21 arises from either an increase in measgggiue
Sec. Il C 4. The predictions were computed for every shot into effects not accounted for by the scaling, or an overpredic-
Fig. 21, including additional predictions for high-enthalpy tion of the parameter groum:y*% A, due to effects not
experiments using the,,=0 approximation, and additional accounted for by the external-flow computations. To con-
predictions for all shots based on edge conditions correctedincingly attribute the discrepancy to real-gas effects, other
using experimental pressure measurements. Any shot withossible causes must be eliminated. The difference cannot be
heat flux measurements falling above the laminar predictionaccounted for by any reasonable systematic error in the
by more than about 25% of the difference between laminamethods used to predict the external flow parameters; one of
and turbulent predictions was assumed to be transitional, antie largest sources of error is uncertainty in the reservoir
the corresponding data in Fig. 21 are flagged as indicated. loonditions, already included in the error bars shown in each
making the determination, consideration was given to thdigure. There is no reason effects due to three-dimensional
accuracy of predictions upstream of separation, the availabillow should have significant dependence on stagnation en-
ity of pressure-corrected predictions, and the possibility othalpy. The margin for error in flow-establishment estima-
obscurement by the effects of strong shock—shock interadions (see Sec. Il D was smaller for high-enthalpy condi-
tion. Based on the results of this comparison, it is clear thations, but if separated flow were not established, the
experiments at moderate to high Reynolds number sufferemeasured_sepwould be smaller, not larger.
transition upstream of reattachment, causing the observed Only condition C4 was expected to have significant
drop in separation length. driver-gas contaminatiofsee Sec. IID}, yet it is well cor-

The large difference in transition Reynolds number be-elated with the other high-enthalpy conditions in Fig. 19.
tween the present results and those of Needham arfhis indicates two possibilities; either the degree of contami-
Stollery?"*%is likely due to the destabilizing effects of lower nation in condition C4 was not significant, or contamination
Mach numbet*#*12%and lower wall temperatut in the  has only a weak effect on separation length. To estimate the
present experiments. For shear-layer transition, the Reynoldaagnitude of contamination effects on the parameter group-
number of importance is based on distance from the origin ofng used to scale separation length, a simple analysis was
the shear layer, denoted here as Rend evaluated for the performed, consisting of a perfect-gas nozzle expansion fol-
present experiments usirlgs,, measurements and inviscid lowed by a perfect-gas wedge flow with various mass frac-
triple-wedge computational results in region 2. Transition istions of helium up to 50%. The procedure neglects any effect
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C. Real-gas effects
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of the helium diluent on the nitrogen recombination ratecosity law. A framework for describing real-gas effects on
which may change the free-stream composition. Taking separation length was introduced which classifies mecha-
to be approximately T,,/T;)%? the largest relative change nisms into those arising external or internal to viscous re-
in the groupingM 3»3%T,/T,,)%? due to contamination was gions of the flow. The framework provides a context in
found to be on the order of a 15% reduction, consistent withwhich previous, present, and future results for real-gas ef-
the direction of the observed shift but far too small in mag-fects on separated flow may be discussed.
nitude. Flow history may also be important in determining  External mechanisms were investigated by application of
the effects of contamination on separation length; if the sepathe ideal dissociating gas model to a scaling law for separa-
rated flow is well established when helium arrives, then mostion length based on local external flow properties. For dis-
of the helium flows past the separation zone without enteringociation occurring behind the reattachment shock but not
the recirculating region. behind the leading shock, the reattachment pressure de-
Despite the suggestive nature of a comparison betweetreases with respect to frozen flow and causes a decrease in
Figs. 19 and 2(), the extensive arguments presented in Secseparation length. For dissociation occurring behind the lead-
VIA strongly discredit the possibility that the discrepancy ing shock, the local Reynolds number, Mach number, and
could arise solely from the new scaling parametar. In-  wall-to-edge temperature ratio at separation all increase with
stead,A; serves to elucidate real-gas effects which are othrespect to frozen flow, but these have competing effects on
erwise obscured. the separation length. In addition, whether the reattachment
External mechanisms for real-gas effects are already inpressure increases or decreases depends on the free-stream
cluded in thel ;¢ scaling by use of external flow parameters dissociation level. Thus the separation length may in general
from nonequilibrium external flow computations. The inter- either increase or decrease, but appears to be affected under
nal mechanism responsible for increasegd, must arise conditions of the present high-enthalpy experiments only at
from recombination occurring downstream of separation, bevery high incidence, where a slight decrease is expected.
cause recombination effects on the upstream boundary layer Internal mechanisms were further subdivided into those
were shown to be small in magnitude and cause a decreasednising upstream or downstream of separation. The former
Leep (Se€ Sec. VB The ratio of high-enthalpy to low- were investigated by application of a thermochemical non-
enthalpy data in Fig. 19 is approximately constant over aquilibrium Navier—Stokes code to flat-plate boundary layers
wide range of pressure§p,=15-170kPa among high- under conditions of the present experiments, which encom-
enthalpy experimentsdespite significant differences in re- passed only recombination-dominated boundary layers with
combination ratécases withd; =15° and highA./A, have partially dissociated edge conditions. Recombination near a
nearly frozen boundary laygrand degree of external disso- cold wall was shown to increase skin frictiqmp to 5%
ciation (0.11< 1< 0.25 among high-enthalpy experiments under the present conditioneelative to a frozen boundary-
Thus it appears that the observed real-gas effect has littlayer with the same external dissociation level. According to
dependence on reaction rate or dissociation fraction. Theste present theoretical model, this should cause a decrease in
parameters could not, however, be varied independently afeparation length. The mechanism has a small effect despite
one another in the experiments. In addition, no computationgissociation up to 25% in the local external flow at separa-
were performed in the present work to investigate the detailion. Mechanisms arising downstream of separation were not
of the mechanism causing increaded,. The present result analyzed in detail.
is consistent with the computational results of Grumet The experimental data for separation length were inves-
et al®® for shock-impingement flows withx;>0. These tigated by use of correlations based on local external param-
showed a large increase lin, for high-pressure conditions eters computed for reacting inviscid flow. This effectively
with p; =123 kPa(which is of the same order g% in the  scaled out external mechanisms. A linear dependence on the
present experimentsand a slight decrease ing, for p;  reattachment pressure ratio was found, in accordance with
=143 Pa(with minimal recombination observed in the free- previous results for supersonic interactions in perfect-gas
shear layer flow. A Reynolds-number effect due to transition moving
upstream of reattachment was found for many of the low-
enthalpy experiments. An increase in scaled separation
length, approximately by a factor of 3, was observed for
Experiments were performed in the T5 Hypervelocity high-enthalpy laminar-interaction data with respect to low-
Shock Tunnel to investigate shock/boundary-layer interacenthalpy laminar-interaction data. The increase could only be
tion on a double wedge under high-enthalpy conditions witlrecognized when the new paramefey was included in the
nitrogen test gas. Separation length was measured using floszaling to account for wall temperature effects on a nonre-
visualization. Local inviscid external flow properties were acting boundary layer. The increase was attributed to an in-
estimated using a computational technique to account foternal mechanism arising downstream of separation. It was
thermochemical nonequilibrium and a nonuniform freespeculated that recombination in the free-shear layer or sepa-
stream. A new scaling parameteX; describing wall- ration bubble under the present conditions decreases the
temperature effects on separation length was developed forshear stress along the dividing streamline.
nonreacting boundary layer by applying results from It is important to emphasize that the observed real-gas
asymptotic theory to a simple force balance model, using theffect appears to arise from the combination of free-stream
reference-temperature method to account for arbitrary visdissociation and a cold wall, two conditions peculiar to

VII. CONCLUSIONS
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