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#### Abstract

A general class of sequential codes for lossless compression of individual sequences on a finite alphabet is defined, including many types of codes that one would want to implement. The principal requirement for membership in the class is that the encoding and decoding operations be performable on a computer. The OPTA function for the class of codes is then considered, which is the function that assigns to each individual sequence the infimum of the rates at which the sequence can be compressed over this class of sequential codes. Two results about the OPTA function are obtained: 1 ) it is shown that any sequential code in the class compresses some individual sequence at a rate strictly greater than the rate for that sequence given by the OPTA function; and 2) it is shown that the OPTA function takes a value strictly greater than that of the Kolmogorov complexity rate function for some individual sequences.


Index Terms-Lossless compression, individual sequences, sequential codes, Kolmogorov complexity, Lempel-Ziv algorithm.

## I. Introduction

THROUGHOUT the paper, we fix a finite set $A$ containing at least two symbols; the set $A$ shall serve as the alphabet for all information sources that are considered. We let $\alpha$ denote the number of symbols in $A$; we refer to the symbols in $A$ as $\alpha$-ary symbols. In this paper, we shall call an infinite sequence $x=\left(x_{1}, x_{2}, \cdots\right)$ of symbols from $A$ an individual sequence, following the usage in [13] and subsequent papers. Suppose an information source generates some individual sequence. We shall be concerned with how well we can losslessly compress this individual sequence via sequential codes. We give here an informal description of the class of sequential codes that shall be allowed. We require that the first step in sequential encoding of an individual sequence be a parsing step in which the individual sequence is parsed into variable-length strings, each parsed string coming from a certain prefix set. Each variable-length string in the parsing is then replaced by a binary codeword from a prefix set-concatenation of these codewords yields the encoder output sequence in response to the individual sequence. Conceptually, decoding is done in much the same way as encoding; the encoded sequence is

[^0]parsed, and each parsed string is replaced by the corresponding string of the individual sequence that was encoded. The encoder input and encoder output sequences of prefix sets that are employed evolve dynamically with time in a prescribed manner. Also, the encoding and decoding operations are required to be performable on a computer, that is, they are expressible as recursive functions. The resulting class of sequential codes shall be denoted $\Sigma$-this class of codes shall be formally laid out in Section II of the paper. The class $\Sigma$ includes many types of codes of practical interest; for example, all finite-state codes [13] and the Lempel-Ziv code [7], [12] belong to this class.

When an individual sequence $x$ is encoded by a sequential code $\sigma \in \Sigma$, the resulting asymptotic compression rate $\rho(x \mid \sigma)$ in code bits per $\alpha$-ary symbol tells us how well the sequential code has performed. (Encode the first $n \alpha$-ary symbols, count the number of code bits, divide by $n$, and take the limit superior as $n \rightarrow \infty$.) The optimum performance theoretically attainable in lossless compression of $x$ via sequential codes is then the number $\rho(x)$, the infimum of $\rho(x \mid \sigma)$ over sequential codes $\sigma \in \Sigma$. Accordingly, we call the real-valued function $x \rightarrow \rho(x)$ the OPTA function.

The purpose of this paper is to resolve the following two questions concerning the OPTA function:

Question 1: Is there a universal sequential code? (A universal sequential code is a sequential code $\sigma \in \Sigma$ such that $\rho(x)=\rho(x \mid \sigma)$ for every individual sequence $x$.)

Question 2: Does the OPTA function coincide with the Kolmogorov complexity rate function?

Discussion of Question 1: Define a probability measure on the set of individual sequences to be stationary if it is preserved by the one-sided shift transformation $\left(x_{1}, x_{2}, \cdots\right) \rightarrow$ $\left(x_{2}, x_{3}, \cdots\right)$. Then, the Lempel-Ziv code $\sigma_{\mathrm{L} Z}$ is "almost universal" with respect to the stationary probability measures, as the following fact (which is easily deduced from known results-see Appendix I) makes clear:

Fact 1.1: Let $\Omega_{1}$ be the set of all individual sequences $x$ such that $\rho\left(x \mid \sigma_{L Z}\right)=\rho(x)$. Then $\mu\left(\Omega_{1}\right)=1$ for every stationary probability measure $\mu$ on the set of individual sequences.

However, the Lempel-Ziv code is not universal in the sense of this paper, i.e., providing the optimum compression performance for every individual sequence. To see this, suppose we take $A=\{0,1\}$ for simplicity. Let $x^{*}$ be the individual sequence obtained by concatenating together all binary strings of finite length, starting with the strings of length one, then those of length two, etc. Then $x^{*}=0100011011000001 \cdots$.

Those readers familiar with the Lempel-Ziv algorithm can easily see that $x^{*}$ is not compressed by $\sigma_{L Z}$; that is, $\rho\left(x^{*} \mid \sigma_{L Z}\right)=$ 1. Since there is an algorithm for generating $x^{*}$, one can construct a sequential code $\sigma^{*}$ for which $\rho\left(x^{*} \mid \sigma^{*}\right)=0$, and which compresses every other individual sequence at least as well as $\sigma_{\mathrm{L} Z}$ does; the existence of the code $\sigma^{*}$ implies that $\sigma_{\mathrm{L} Z}$ is not universal. We shall later resolve Question 1 in the negative by duplicating the preceding argument for any sequential code in $\Sigma$. Any such code possesses a program which tells how it operates. This program proves to be the basis for the code's undoing in the sense that one is able to construct from its program another program which generates a sequence that is not compressed by the given code.

Discussion of Question 2: For each individual sequence $x=\left(x_{1}, x_{2}, \cdots\right)$, define $\bar{K}(x)$ to be the limit superior as $n \rightarrow \infty$ of $\boldsymbol{K}\left(x_{1}, x_{2}, \cdots, x_{n}\right) / n$, where $\boldsymbol{K}\left(x_{1}, x_{2}, \cdots, x_{n}\right)$ is the Kolmogorov complexity of the string ( $x_{1}, x_{2}, \cdots, x_{n}$ ). The function $x \rightarrow \overline{\boldsymbol{K}}(x)$ is called the Kolmogorov complexity rate function. It is easy to show (and we prove this later; see Theorem 2, Section IV) that the Kolmogorov complexity rate function lower-bounds the OPTA function. It is natural then to investigate to what extent the Kolmogorov complexity rate function and the OPTA function coincide. The following fact (also easily deducible from known results-see Appendix I) gives us the manner in which these two functions "almost" coincide.

Fact 1.2: Let $\Omega_{2}$ be the set of all individual sequences $x$ such that $\rho(x)=\overline{\boldsymbol{K}}(x)$. Then $\mu\left(\Omega_{2}\right)=1$ for every stationary probability measure $\mu$ on the set of individual sequences.

We describe another result of this type. Let the terminology $A$-string denote any finite sequence of symbols from $A$. Let $N$ denote the set of natural numbers $\{1,2,3, \cdots\}$. We say that a probability measure $\mu$ on the set of individual sequences is computable if there is a Turing machine for which both of the following are true:

1) The machine accepts as input any pair ( $y, n$ ) in which $y$ is an $A$-string and $n \in N$.
2) For each input $(y, n)$ the machine generates an output $(r, s) \in N \times N$ such that the $\mu$-probability of the set of individual sequences that start with $y$ lies strictly between $r / s-n^{-1}$ and $r / s+n^{-1}$.
Then, we have the following result, whose proof is sketched in Appendix I.

Fact 1.3: The set $\Omega_{2}$ has measure one with respect to every computable probability measure on the set of individual sequences.

In view of Facts 1.2 and 1.3, Question 2 is natural. Theorem 3 of Section IV (the main result of this paper) provides an emphatic "No" to Question 2 in the sense that there exist individual sequences $x$ for which $\bar{K}(x)=0$ while $\rho(x)=$ $\log _{2} \alpha$.

## II. A Class of Sequential Codes

In this section, we make clear the notion of sequential code and, in particular, what it means for a sequential code to be a member of the class $\Sigma$.

## A. Notation and Terminology

If $S$ is a set and $n \in N$, then $S^{n}$ denotes the set $\left\{\left(s_{1}, \cdots, s_{n}\right): s_{i} \in S, 1 \leq i \leq n\right\}$ consisting of all strings of length $n$ from $S$. The notation $S^{*}$ shall denote the set of all strings of finite length that can be formed from the symbols in $S$. It is convenient to include in $S^{*}$ the empty string (the string containing no symbols), which shall be denoted by $\lambda_{S}$. Thus $S^{*}=\left\{\lambda_{S}\right\} \cup S \cup S^{2} \cup \cdots$. If $y \in S^{*}$, then $|y|$ denotes the length of $y$; note that $\left|\lambda_{S}\right|=0$. We let $S^{\infty}$ denote the set of all infinite sequences $\left(s_{1}, s_{2}, \cdots\right)$ whose entries are chosen from $S$.

If $u_{1}, u_{2}, \cdots, u_{m}$ is a finite sequence of strings in $S^{*}$, then $u_{1} * u_{2} * \cdots * u_{m}$ shall denote the string in $S^{*}$ formed by writing down the symbols in $u_{1}$, followed by the symbols in $u_{2}$, etc.; the string $u_{1} * u_{2} * \cdots * u_{m}$ is called the concatenation of the strings $u_{1}, u_{2}, \cdots, u_{m}$.

If $s=\left(s_{1}, \cdots, s_{m}\right) \in S^{m}$ and $n \leq m$, then $s^{n}$ denotes the string $\left(s_{1}, \cdots, s_{n}\right)$. Similarly, if $s=\left(s_{1}, s_{2}, \cdots\right) \in S^{\infty}$, then $s^{n}$ denotes the string $\left(s_{1}, \cdots, s_{n}\right)$.

Given two strings $y_{1}, y_{2} \in S^{*}$, we say $y_{1}$ is a prefix of $y_{2}$ if there is a string $u \in S^{*}$ such that $y_{2}=y_{1} * u$, and we say that $y_{1}$ is a proper prefix of $y_{2}$ if $y_{1}$ is a prefix of $y_{2}$ and $y_{1} \neq y_{2}$. Also, we say that $y_{1}$ is a suffix of $y_{2}$ if there is a string $u$ such that $y_{2}=u * y_{1}$. We say that $y \in S^{*}$ is a prefix of an infinite sequence $s$ of symbols from $S$ if $y=\lambda_{S}$ or if $y=s^{n}$ for some $n \in N$. If $u_{1}, u_{2}, \cdots$ is an infinite sequence of strings from $S^{*}$, then the notation $u=u_{1} * u_{2} * \cdots$ shall denote that $u \in S^{\infty}$ is the sequence for which $u_{1} * u_{2} * \cdots u_{m}$ is a prefix for every $m \in N$.

A subset $P$ of $S^{*}$ is said to be a prefix set if $y_{1}=y_{2}$ whenever $y_{1}, y_{2}$ are members of $P$ in which $y_{1}$ is a prefix of $y_{2}$, and is said to be complete if each sequence in $S^{\infty}$ has a prefix in $P$. (For example, $\{0,10,11\}$ is a complete prefix subset of $\{0,1\}^{*}$.)

The notation $f: S_{1} \rightarrow S_{2}$ shall denote that $f$ is a function which takes its values in the set $S_{2}$ and whose domain is a subset of $S_{1}$. This is a departure from the usual convention in which the notation $f: S_{1} \rightarrow S_{2}$ implies that $S_{1}$ is the domain of $f$; we have departed from conventional usage in order for us to accomodate recursive functions (see below).

Let $S_{i}$ be the set $N$, the set $S^{*}$, or a finite Cartesian product of sets of these two types, $i=1,2$. A function $f: S_{1} \rightarrow S_{2}$ is said to be recursive if there exists a Turing machine [3, ch. 3] such that for every $y \in S_{1}$ in the domain of $f$, the machine halts and prints $f(y)$ in response to input $y$, and for every $y \in S_{1}$ not in the domain of $f$, the machine does not halt in response to input $y$. A recursive function $f: S_{1} \rightarrow S_{2}$ is said to be total recursive if its domain is all of $S_{1}$. The class of recursive functions has a useful property which, for the purposes of this paper, shall be called the closure property. The closure property states that a function built up from performing finitely many operations on recursive functions is itself recursive, provided that each of the operations used is one of three basic operations called composition, primitive recursion, and minimizätion [3, ch. 14]. We shall sometimes use the closure property to conclude that a given function is recursive without having to show the
existence of a Turing machine that computes the values of the function.

All logarithms in this paper shall be to base two.

## B. Concept of Parsing Rule

A parsing rule $\pi$ is defined to be a sequence of pairs $\pi=$ $\left\{\left(W_{n}, \Psi_{n}\right): n \in N\right\}$ such that the following two properties are valid:
3) Each $W_{n}$ is a finite complete prefix subset of $A^{*}$, where $A$ is the alphabet mentioned in Section I.
4) Each $\Psi_{n}$ is a mapping from $W_{n}$ into $N$.

Let $\pi=\left\{\left(W_{n}, \Psi_{n}\right): n \in N\right\}$ be a parsing rule and let $x$ be any individual sequence. If one applies the parsing rule $\pi$ to $x$, one obtains the sequence of $A$-strings $u_{1}, u_{2}, \cdots$ and the sequence of positive integers $i_{1}, i_{2}, \cdots$ such that
5) The string $u_{1}$ is the member of $W_{1}$ such that $x$ starts with $u_{1} ; i_{1}=1$.
6) For $t \geq 2, i_{t}=\Psi_{i_{t-1}}\left(u_{t-1}\right)$ and $u_{t}$ is the member of $W_{i_{t}}$ such that $u_{1} * u_{2} * \cdots * u_{t}$ is a prefix of $x$.
The sequence of strings $\left\{u_{1}, u_{2}, \cdots\right\}$ shall be called the $\pi$-parsing or parsing of $x$. The individual strings $u_{i}$ in the parsing shall be called phrases.

A parsing rule shall be employed as the basis for a sequential code, as follows. One first employs a device, called a parser, for accomplishing the task of parsing an individual sequence into the phrases according to a given parsing rule. Then, the phrases in the parsing are encoded into binary codewords one-by-one, and these codewords are then concatenated to form the encoded sequence which is the output of the sequential code in response to the given individual sequence. The precise manner in which codewords are assigned to the phrases in a parsing shall be described later in this section.

We now give some parsing rules commonly used as building blocks for sequential codes.
Example 1: The $k$-block parsing rule is the one in which each individual sequence is parsed into phrases all of which have length $k$. To illustrate, the 3-block parsing of $x=$ $010010111001 \cdots$ starts with the phrases $010,010,111,001$.
Example 2: The Lempel-Ziv parsing of this same $x$ starts with the phrases $0,1,00,10,11,100$. Each phrase in the parsing is a new phrase (a phrase that has not been previously listed).
It shall be convenient for us to introduce also the concept of the parsing of a string of finite length. Let $\pi=$ $\left\{\left(W_{n}, \Psi_{n}\right): n \in N\right\}$ be a parsing rule. Let $y \in A^{*}$ and let $n \in N$. Informally, the ( $\pi, n$ )-parsing of $y$ is the finite sequence of $A$-strings that results when $y$ is fed into the parser with the parser in initial state $n$. Formally, this concept is defined as follows:
7) If $y$ starts with no member of $W_{n}$, then the $(\pi, n)$ parsing of $y$ is taken to be $\left\{\lambda_{A}\right\}$.
8) If $y$ starts with a member of $W_{n}$, generate $A$ strings $\left\{u_{1}, u_{2}, \cdots, u_{t}\right\}$ (where $t \geq 1$ ) and integers $i_{1}, i_{2}, \cdots, i_{t+1}$ according to the rules
i) $i_{1}=n ; i_{k}=\Psi_{i_{k-1}}\left(u_{k-1}\right), 2 \leq k \leq t+1$.
ii) $u_{k} \in W_{i_{k}}(1 \leq k \leq t)$.
iii) $y$ starts with $u_{1} * u_{2} * \cdots * u_{t}$.
iv) There is no $u \in W_{i_{t+1}}$ such that $y$ starts with $u_{1} * u_{2} * \cdots * u_{t} * u$.
Then $\left\{u_{1}, u_{2} \cdots, u_{t}\right\}$ is the ( $\pi, n$ )-parsing of $y$, and the final parsing state is defined to be $i_{t+1}$; the strings appearing in the $(\pi, n)$-parsing are termed the phrases of the parsing. We say that the $(\pi, n)$-parsing $\left\{u_{1}, \cdots, u_{t}\right\}$ of $y$ is complete if $y=u_{1} * u_{2} * \cdots * u_{t}$. Finally, we take the $\pi$-parsing of $y$ to be the $(\pi, n)$-parsing of $y$ with $n=1$.

## C. Parsing Delay

Suppose the successive symbols in an individual sequence $x$ are generated at times $t=1,2, \cdots$, respectively. A given parsing rule $\pi$ is applied to this stream of symbols. Suppose the symbol of $x$ generated at time $t=n$ occurs as the initial symbol in a phrase of the $\pi$-parsing of $x$, and suppose this phrase is of length $k_{n}$. Then, one has to wait until the symbols at times $t=n+1, n+2, \cdots, n+k_{n}-1$ are generated in order to determine the termination point of the phrase; if one encodes the individual sequence phrase by phrase, a delay of $k_{n}-1$ time units has thus been introduced from time $t=n$ until encoded information about the $t=n$ symbol can be transmitted to the decoder. To control this parsing delay, a reasonable requirement to make is that $k_{n} / n$ converge to zero as $n \rightarrow \infty$.

We now formalize the requirement on parsing delay alluded to at the end of the preceding paragraph. We do this using the concept of the delay modulus of a parsing rule. If $\pi$ is a parsing rule, then its delay modulus is the function $\omega_{\pi}: N \rightarrow[0, \infty]$ defined for each $Q \in N$ by

$$
\omega_{\pi}(Q) \triangleq \sup _{q \geq Q, x \in A^{\infty}} \frac{\left|u_{q+1}(x)\right|}{\left|u_{1}(x)\right|+\left|u_{2}(x)\right|+\cdots+\left|u_{q}(x)\right|}
$$

where $\left\{u_{i}(x): i \in N\right\}$ denotes the $\pi$-parsing of the individual sequence $x$.

In defining sequential codes, we shall want to employ parsing rules $\pi$ in which the parsing delay is controlled by requiring that $\omega_{\pi}(Q) \rightarrow 0$ as $Q \rightarrow \infty$.

Example 1: For the $k$-block parsing rule $\pi$, it is easy to see that

$$
\omega_{\pi}(Q)=\frac{1}{Q}, \quad Q \in N
$$

and hence, the requirement $\omega_{\pi}(Q) \rightarrow 0$ as $Q \rightarrow \infty$ is satisfied.
Example 2: For the Lempel-Ziv parsing rule $\pi$, one can check that

$$
\omega_{\pi}(Q) \leq \frac{\beta}{\log (Q+1)}, \quad Q \in N
$$

for some constant $\beta, 0<\beta<\infty$. The requirement $\omega_{\pi}(Q) \rightarrow$ 0 as $Q \rightarrow \infty$ is satisfied.

## D. Sequential Code Concept

We define a sequential code to be a sequence of triples $\sigma=\left\{\left(W_{n}, \Psi_{n}, \Phi_{n}\right): n \in N\right\}$ such that the following two properties are satisfied:
9) $\left\{\left(W_{n}, \Psi_{n}\right): n \in N\right\}$ is a parsing rule.
10) For each $n \in N, \Phi_{n}$ is a one to one mapping of $W_{n}$ onto a prefix subset of $\{0,1\}^{*}$.
The parsing rule given by Property 9) shall be called the parsing rule underlying $\sigma$; it shall be denoted by $\pi_{\sigma}$. We describe how a sequential code $\sigma=\left\{\left(W_{n}, \Psi_{n}, \Phi_{n}\right): n \in N\right\}$ is used to encode an individual sequence $x$ into a sequence $y \in\{0,1\}^{\infty}$. First, the $\pi_{\sigma}$-parsing $\left\{u_{t}: t \in N\right\}$ of $x$ is generated. Let $\left\{i_{t}: t \in N\right\}$ be the resulting sequence of parser states defined by

$$
\begin{equation*}
i_{1}=1 ; \quad i_{t}=\Psi_{i_{t-1}}\left(u_{t-1}\right)(t \geq 2) \tag{2.1}
\end{equation*}
$$

Then

$$
y=\Phi_{i_{1}}\left(u_{1}\right) * \Phi_{i_{2}}\left(u_{2}\right) * \Phi_{i_{3}}\left(u_{3}\right) \cdots
$$

If $\sigma$ is a sequential code and $y \in A^{*}$, then $L(\sigma, y)$ shall denote the total of the lengths of the binary codewords assigned by $\sigma$ to the phrases in the parsing of $y$ according to the parsing rule underlying $\sigma$. The rate at which the sequential code $\sigma$ compresses the individual sequence $x$ is the nonnegative extended real number $\rho(x \mid \sigma)$ defined by

$$
\rho(x \mid \sigma) \triangleq \limsup _{n \rightarrow \infty} \frac{L\left(\sigma, x^{n}\right)}{n}
$$

We now define $\Sigma$ to be the class of codes consisting of every sequential code $\sigma=\left\{\left(W_{n}, \Psi_{n}, \Phi_{n}\right): n \in N\right\}$ for which the following four properties are satisfied:
Property 2.1: The delay modulus $\omega_{\pi_{o}}(Q) \rightarrow 0$ as $Q \rightarrow \infty$.
Property 2.2: There is a total recursive function $F: N \times$ $A^{*} \rightarrow N$ such that

$$
\begin{array}{ll}
F(n, y)=1, & y \in W_{n} \\
F(n, y)=2, & \text { otherwise }
\end{array}
$$

Property 2.3: There is a recursive function $G: N \times A^{*} \rightarrow N$ such that

$$
G(n, y)=\Psi_{n}(y), \quad \text { for every } n, y \text { in which } y \in W_{n}
$$

Property 2.4 There is a recursive function $H: N \times A^{*} \rightarrow$ $\{0,1\}^{*}$ such that

$$
H(n, y)=\Phi_{n}(y), \quad \text { for every } n, y \text { in which } y \in W_{n}
$$

The OPTA function $\rho$ alluded to in Section I can now be formally defined as the function $\rho: A^{\infty} \rightarrow[0, \infty]$ in which

$$
\rho(x)=\inf \{\rho(x \mid \sigma): \sigma \in \Sigma\}, \quad x \in A^{\infty}
$$

The following are some examples of sequential codes in $\Sigma$.
Example 1: A sequential code $\sigma=\left\{\left(W_{n}, \Psi_{n}, \Phi_{n}\right): n \in\right.$ $N\}$ is called a block code if, for some $k, m \in N, W_{n}=A^{k}$, and $\Phi_{n}=\Phi_{k, m}$ for all $n$, where $\Phi_{k, m}$ is a mapping from $A^{k}$ into $\{0,1\}^{m}$. Any block code is a member of $\Sigma$. Furthermore, it is easy to construct a sequence of block codes $\left\{\sigma_{n}\right\}$ such that $\rho\left(x \mid \sigma_{n}\right) \rightarrow \log \alpha$ for any individual sequence $x$. Thus the OPTA function $\rho$ takes its values in the interval $[0, \log \alpha]$.

Example 2: A sequential code $\sigma=\left\{\left(W_{n}, \Psi_{n}, \Phi_{n}\right): n \in\right.$ $N\}$ is said to be a finite-state sequential code if there is $m \in N$ such that, whenever $\left\{u_{t}: t \in N\right\}$ is the parsing of an individual sequence according to the parsing rule underlying $\sigma$, and $\left\{i_{t}: t \in N\right\}$ is the sequence generated according to (2.1), then $i_{t} \leq m$ for all $t$. Any finite-state sequential code is a member of $\Sigma$.

Example 3: The Lempel-Ziv code $\sigma_{\mathrm{Lz}}$ is a sequential code in $\Sigma$ which bears a special relationship to the class of finitestate sequential codes. Ziv and Lempel [13] proved that the following statement holds for any individual sequence $x$ :
$\rho\left(x \mid \sigma_{L Z}\right) \leq \inf \{\rho(x \mid \sigma): \sigma$ a finite-state sequential code $\}$.
The above examples indicate that the class of sequential codes $\Sigma$ includes many types of sequential codes of practical significance. We therefore feel justified in concentrating on the class $\Sigma$ in the sequel.

## III. Nonexistance of Universal Sequential Codes

We define an individual sequence $x$ to be recursive if there exists a total recursive function $f: N \rightarrow A^{*}$ such that $f(n)=x^{n}, n \in N$. Recursive sequences can be compressed well by sequential codes. In fact, it is easy to show that if an individual sequence $x^{\prime}$ is recursive, then there is a sequential code $\sigma^{\prime} \in \Sigma$ such that $\rho\left(x^{\prime} \mid \sigma^{\prime}\right)=0$. Given any sequential code $\sigma \in \Sigma$, we shall show how to construct a recursive individual sequence $x^{\prime}$ which is not compressed by $\sigma$ in the sense that $\rho\left(x^{\prime} \mid \sigma\right) \geq \log \alpha$. Since, as discussed above, some other sequential code in $\Sigma$ will compress $x^{\prime}$ well, this suggests the possibility that a sequential code in $\Sigma$ can be constructed which outperforms the given code $\sigma$ in the sense of compressing every individual sequence at least as well as does $\sigma$, while compressing some individual sequences (including $x^{\prime}$ ) better than does $\sigma$. We combine all of these thoughts in the following theorem, which shall be proved in the present section.

Theorem 1: Let $\sigma \in \Sigma$ be arbitrary. Then there exists a recursive individual sequence $x^{\prime}$ and $\sigma^{\prime} \in \Sigma$ such that
i) $\rho\left(x^{\prime} \mid \sigma\right) \geq \log \alpha$.
ii) $\rho\left(x^{\prime} \mid \sigma^{\prime}\right)=0$.
iii) $\rho\left(x \mid \sigma^{\prime}\right) \leq \rho(x \mid \sigma)$ for any individual sequence $x$.

The following result is an immediate corollary of Theorem 1.
Corollary 1: There exists no universal sequential code in the class $\Sigma$. That is, there exists no $\sigma \in \Sigma$ such that $\rho(x \mid \sigma)=$ $\rho(x)$ for every individual sequence $x$.

Before we go into the details of the proof of Theorem 1, let us introduce a useful partial ordering of sequential codes.

## A. A Partial Ordering of Sequential Codes

We define the concept (useful to us later on) of what it means for one sequential code to be subordinate to another sequential code. Let $\sigma=\left\{\left(W_{n}, \Psi_{n}, \Phi_{n}\right): n \in N\right\} \in \Sigma$. We say that $\sigma^{\prime}=\left\{\left(W_{n}^{\prime}, \Psi_{n}^{\prime}, \Phi_{n}^{\prime}\right): n \in N\right\} \in \Sigma$ is subordinate to $\sigma$ if there is a total recursive function $g: N \rightarrow N$ with $g(1)=1$ such that if $n \in N$ and $y \in W_{n}^{\prime}$, the following are true:

1) The ( $\pi_{\sigma}, g(n)$ )-parsing of $y$ is complete with final state $g\left(\Psi_{n}^{\prime}(y)\right)$.
2) $\Phi_{n}^{\prime}(y)=\Phi_{i_{1}}\left(u_{1}\right) * \Phi_{i_{2}}\left(u_{2}\right) * \cdots * \Phi_{i_{t}}\left(u_{t}\right)$, where $\left\{u_{1}, \cdots, u_{t}\right\}$ is the $\left(\pi_{\sigma}, g(n)\right)$-parsing of $y$ and $\left\{i_{1}, \cdots, i_{t}\right\}$ are the parser states

$$
i_{1}=g(n) ; \quad i_{k}=\Psi_{i_{k-1}}\left(u_{k-1}\right), \quad 2 \leq k \leq t .
$$

As the preceding definition is somewhat abstract, it is helpful to have in mind an informal idea of what it means for $\sigma^{\prime}$ to be subordinate to $\sigma$. The phrases in the parsing of an individual sequence according to the parsing rule $\pi_{\sigma^{\prime}}$ (call these $\sigma^{\prime}$-phrases) are related to the phrases in the parsing of that same sequence via $\pi_{\sigma}$ (call these $\sigma$-phrases) in the following way: The $\sigma$-phrases are partitioned into groups of phrases each consisting of finitely many phrases, and then each group of $\sigma$-phrases gives rise to a $\sigma^{\prime}$-phrase via concatenation. Each $\sigma^{\prime}$-phrase is then encoded into the binary codeword obtained by concatenating together the codewords for the $\sigma$-phrases in the group of $\sigma$-phrases that gave rise to that $\sigma^{\prime}$-phrase.
The relation "is subordinate to" is a partial order on $\Sigma$. We shall occasionally make use of cofinal subsets with respect to this partial order. We say that a subset $\Sigma^{\prime}$ of $\Sigma$ is cofinal if for any $\sigma \in \Sigma$, there exists $\sigma^{\prime} \in \Sigma^{\prime}$ such that $\sigma^{\prime}$ is subordinate to $\sigma$.

Three facts about the partial order "is subordinate to" shall be needed in the sequel. We state these facts here. The first of these facts follows easily from the definition given above:

Fact 3.1: If $\sigma^{\prime}$ is subordinate to $\sigma$, then

$$
\rho\left(x \mid \sigma^{\prime}\right) \leq \rho(x \mid \sigma), \quad x \in A^{\infty}
$$

For technical reasons, we occasionally need to make use of sequential codes in which the lengths of the phrases in the parsing of any individual sequence "blow up" sufficiently rapidly. In particular, we shall deal with a particular class of such sequential codes-we define $\Sigma^{\prime}$ to be the subset of $\Sigma$ consisting of all $\sigma^{\prime} \in \Sigma$ satisfying the following property:

Property 3.1: The $r$ th phrase in the $\pi_{\sigma^{\prime}}$-parsing of any individual sequence is of length at least $\sqrt{r}, r \in N$.

Our remaining two facts detail useful attributes of the class of sequential codes $\Sigma^{\prime}$. Fact 3.2 is proved in Appendix II. Fact 3.3 is a simple consequence of Facts 3.1 and 3.2, which we have stated separately for emphasis.

Fact 3.2: The class of codes $\Sigma^{\prime}$ is a cofinal subset of $\Sigma$.
Fact 3.3: For any individual sequence $x$,

$$
\rho(x)=\inf \left\{\rho(x \mid \sigma): \sigma \in \Sigma^{\prime}\right\}
$$

The proof of Theorem 1 shall also hinge upon the following lemma.

Lemma 1: Let $W$ be a complete prefix subset of $A^{*}$. Let $\Phi$ be a one-to-one map from $W$ onto a prefix subset of $\{0,1\}^{*}$. Then there exists $u \in W$ such that

$$
\begin{equation*}
|\Phi(u)| \geq|u| \log \alpha \tag{3.1}
\end{equation*}
$$

Proof of Lemma 1: Because $W$ is a complete prefix set, equality holds in Kraft's inequality

$$
\begin{equation*}
\sum_{u \in W} \alpha^{-|u|}=1 \tag{3.2}
\end{equation*}
$$

Applying Kraft's inequality to the prefix set $\Phi(W)$ then yields

$$
\begin{equation*}
\sum_{u \in W} 2^{-|\Phi(u)|}=\sum_{v \in \Phi(W)} 2^{-|v|} \leq 1 \tag{3.3}
\end{equation*}
$$

Since the summation on the left side of (3.3) is upper-bounded by the summation on the left side of (3.2), there must exist $u \in W$ such that $2^{-|\Phi(u)|} \leq \alpha^{-|u|}$. This inequality is equivalent to inequality (3.1).

Proof of Theorem 1: In view of Facts 3.1 and 3.2, Theorem 1 will automatically hold for all sequential codes in $\Sigma$ once we prove Theorem 1 for all sequential codes in $\Sigma^{\prime}$. Thus to prove Theorem 1, we fix $\sigma=\left\{\left(W_{n}, \Psi_{n}, \Phi_{n}\right)\right\}$, an arbitrary code in $\Sigma^{\prime}$, and show that the conclusions of Theorem 1 follow for this code. First, we argue that there is a total recursive function $Q: N \rightarrow A^{*}$ such that

$$
Q(n) \in W_{n}
$$

and

$$
\begin{equation*}
\left|\Phi_{n}(Q(n))\right| \geq|Q(n)| \log \alpha, \quad n \in N \tag{3.4}
\end{equation*}
$$

To see this, we shall envision a computer which halts and prints out the desired $Q(n)$ in response to input $n$, for an arbitrary $n$. Let $u_{1}, u_{2}, u_{3}, \cdots$ be the list of all $A$-strings formed by listing the strings of length one, followed by the strings of length two, etc., with strings of the same length listed in lexicographical order. There is some Turing machine $T_{1}$ such that if we apply an input of the form ( $n$, initial segment of $u_{i}$ ), $T_{1}$ will halt and print either "initial segment of $u_{i}$ is in $W_{n}$ " or "initial segment of $u_{i}$ is not in $W_{n}$." There is a second Turing machine $T_{2}$ which will halt and print $\Phi_{n}$ (initial segment of $u_{i}$ ) in response to an input of form ( $n$, initial segment of $u_{i}$ ), provided the initial segment of $u_{i}$ is in $W_{n}$. Run the following program on a computer:

1. Read in a value of $n$.
2. Set $i=1$.
3. Set initial segment of $u_{i}=$ first symbol of $u_{i}$.
4. Run $T_{1}$ with input ( $n$, initial segment of $u_{i}$ ). If output is "initial segment of $u_{i}$ is in $W_{n}$," go to instruction $\mathbf{5}$; otherwise, go to instruction 6.
5. Run $T_{2}$ with input ( $n$, initial segment of $u_{i}$ ) to compute $\Phi_{n}$ (initial segment of $u_{i}$ ). If $\mid \Phi_{n}($ initial segment of $\left.u_{i}\right)|\geq(\log \alpha)|$ initial segment of $u_{i} \mid$, go to instruction 7; otherwise, go to instruction 6.
6. If "initial segment of $u_{i}$ " is a proper prefix of $u_{i}$, augment "initial segment of $u_{i}$ " by one symbol and go to instruction 4; otherwise, increase $i$ by one and go to instruction 3.
7. Set $Q(n)=$ initial segment of $u_{i}$ and halt.

By Lemma 1, the computation will halt for every $n$; appealing to the closure property of the class of recursive functions, one concludes that the above program defines a total recursive function $Q: N \rightarrow A^{*}$ satisfying (3.4). Again, from
the closure property, one obtains the total recursive function $R: N \rightarrow N$ in which

$$
R(1)=1 ; \quad R(n+1)=\Psi_{R(n)}(Q(R(n))), \quad n \geq 1
$$

Let $x^{\prime}$ be the individual sequence

$$
x^{\prime}=Q(R(1)) * Q(R(2)) * Q(R(3)) \cdots
$$

The sequence $x^{\prime}$ is recursive, and conclusion i) of Theorem 1 holds. For each $n \in N$ and $y \in W_{n}$, let $H(n, y)$ denote the binary string

$$
H(n, y)= \begin{cases}0, & y=Q(n) \\ 1 * \Phi_{n}(y), & \text { otherwise }\end{cases}
$$

If we regard $H(n, y)$ as a function of $n, y$, it is a recursive function. Furthermore, for each $n \in N$, the function $\Phi_{n}^{\prime}: W_{n} \rightarrow\{0,1\}^{*}$ defined by

$$
\Phi_{n}^{\prime}(y) \triangleq H(n, y), \quad y \in W_{n}
$$

is one-to-one, and $\Phi_{n}^{\prime}\left(W_{n}\right)$ is a prefix set. Consequently, $\sigma^{\prime}=\left\{\left(W_{n}, \Psi_{n}, \Phi_{n}^{\prime}\right)\right\}$ is a sequential code belonging to the class $\Sigma$. Due to Property 3.1, it is a simple matter to verify conclusions ii) and iii) of Theorem 1 for the code $\sigma^{\prime}$.

## IV. Kolmogorov Complexity and the opta Function

Our task in this section is to show that the OPTA function does not coincide with the Kolmogorov complexity rate function. We start with the definition of Kolmogorov complexity. Informally speaking, the Kolmogorov complexity of an $A$ string is the length of the shortest program in bits, which, when run on a universal computer, will cause the computer to generate the given $A$-string as output. To formalize this notion, we need to fix a recursive function $U:\{0,1\}^{*} \rightarrow A^{*}$ which has the following property: If $f:\{0,1\}^{*} \rightarrow A^{*}$ is any recursive function, then there exists $p \in\{0,1\}^{*}$ such that
i) $U(p * y)$ is defined whenever $f(y)$ is defined; and
ii) $U(p * y)=f(y)$, for every $y$ in the domain of $f$.

It is known that there exist many recursive functions $U$ satisfying this property; any such function shall be called a universal recursive function. If $y$ is an $A$-string, the Kolmogorov complexity of $y$ [4], [6], [9], [10], [14], is the integer $K_{U}(y)$ defined as follows:

$$
\boldsymbol{K}_{U}(y) \triangleq \min \{|p|: U(p)=y\} .
$$

We then define the Kolmogorov complexity rate function to be the function $\bar{K}: A^{\infty} \rightarrow[0, \infty)$ in which

$$
\overline{\boldsymbol{K}}(x) \triangleq \limsup _{n \rightarrow \infty} \frac{\boldsymbol{K}_{U}\left(x^{n}\right)}{n}
$$

for any individual sequence $x$. The Kolmogorov complexity rate function does not depend upon the choice of universal recursive function $U$. This follows from the invariance principle [ $9, \mathrm{ch} .2]$ which states that for any two universal recursive functions $U_{1}, U_{2}$

$$
\sup \left\{\left|\boldsymbol{K}_{U_{1}}(x)-\boldsymbol{K}_{U_{2}}(x)\right|: x \in A^{*}\right\}<\infty .
$$

The following result shows that the Kolmogorov complexity rate function provides a lower bound to the OPTA function.

Theorem 2: For any individual sequence $x, \rho(x) \geq \overline{\boldsymbol{K}}(x)$.
Proof: Fix an arbitrary individual sequence $x$, and an arbitrary sequential code $\sigma \in \Sigma$. The theorem is established if we can show that $\rho(x \mid \sigma) \geq \bar{K}(x)$. By Lemma I. 1 of Appendix I, there exists a sequence $\left\{\epsilon_{n}\right\}$ converging to zero as $n \rightarrow \infty$ and a one-to-one total recursive function $f: A^{*} \rightarrow\{0,1\}^{*}$ such that

$$
\left|f\left(x^{n}\right)\right| \leq L\left(\sigma, x^{n}\right)+n \epsilon_{n}, \quad n \in N
$$

One can show (Lemma II.3, Appendix II) that there is a recursive function $g:\{0,1\}^{*} \rightarrow A^{*}$ such that

$$
g(f(y))=y, \quad \text { for any } y \in A^{*}
$$

Fix $p \in\{0,1\}^{*}$ such that $U(p * y)=g(y)$ whenever $g(y)$ is defined. Then $U\left(p * f\left(x^{n}\right)\right)=g\left(f\left(x^{n}\right)\right)=x^{n}$ and so

$$
K_{U}\left(x^{n}\right) \leq|p|+L\left(\sigma, x^{n}\right)+n \epsilon_{n} ; \quad n \in N .
$$

Dividing by $n$ and letting $n \rightarrow \infty$, we obtain the desired conclusion.

We are now ready to state the main result of this paper:
Theorem 3: There exists an individual sequence $x$ such that $\bar{K}(x)=0$ and $\rho(x)=\log \alpha$.

Remark: There is an interesting result of Ya. M. Barzdin and N. V. Petri ([14, Theorem 2.5]) that is related to our Theorem 3. This result concerns binary individual sequences, i.e., individual sequences in which the underlying alphabet is $A=\{0,1\}$. A binary individual sequence $x$ is said to be recursively enumerable if there is a total recursive function $g: N \rightarrow N$ such that $g(N)=\left\{n: x^{n}\right.$ ends in 1$\}$. Let $\mathcal{F}$ be the family of all total recursive functions $f: A^{*} \rightarrow N$ such that $f(y) \geq K_{U}(y)$ for every $A$-string $y$. Then, the Barzdin-Petri result states that there exists a recursively enumerable binary individual sequence $x$ such that $\inf _{n} n^{-1} f\left(x^{n}\right)>0$ for any $f \in \mathcal{F}$. Since any recursively enumerable binary individual sequence $x$ satisfies $K_{U}\left(x^{n}\right)=O(\log n)$ ([2, Theorem 1]), the Barzdin-Petri result guarantees the existence of a binary individual sequence $x$ for which $\bar{K}(x)=0$ and for which $\rho(x \mid \sigma)>0$ for any $\sigma \in \Sigma$. Note that one cannot deduce $\rho(x)>0$ from the fact that $\rho(x \mid \sigma)>0$ for any $\sigma \in \Sigma$. We will go further and show the existence of an $\alpha$-ary individual sequence $x$ for which $\bar{K}(x)=0$ and $\rho(x \mid \sigma) \geq \log \alpha$ for any $\sigma \in \Sigma$.

Proof of Theorem 3: Choose a sequence of sequential codes $\left\{\sigma_{i}: i \in N\right\}$ from $\Sigma^{\prime}$ such that every member of $\Sigma^{\prime}$ appears infinitely often in $\left\{\sigma_{i}\right\}$. (Since $\Sigma$ is countable, it is possible to select such a sequence $\left\{\sigma_{i}\right\}$.) For each $i$, let $\pi_{i}$ denote the parsing rule underlying $\sigma_{i}$. For each $i$, by Lemma II. 4 of Appendix II, there exists a total recursive function $Q_{i}: A^{*} \rightarrow A^{*}$ such that all of the following four statements are true:

1) $y$ is a proper prefix of $Q_{i}(y), y \in A^{*}$.
2) The $\pi_{i}$-parsing of $Q_{i}(y)$ is complete, $y \in A^{*}$.
3) If $\left\{u_{1}, u_{2}, \cdots, u_{t}\right\}$ is the $\pi_{i}$-parsing of $y \in A^{*}$, then there exists $u \in A^{*}$ such that $\left\{u_{1}, u_{2}, \cdots, u_{t}, u\right\}$ is the $\pi_{i}$-parsing of $Q_{i}(y)$.
4) If $\left\{v_{t}: t \in N\right\}$ is a sequence of iterates under $Q_{i}$ (meaning $v_{t+1}=Q_{i}\left(v_{t}\right), t \in N$ ), then

$$
\liminf _{t \rightarrow \infty} L\left(\sigma_{i}, v_{t}\right) /\left|v_{t}\right| \geq \log \alpha
$$

For each $i$, it follows from the fact that $Q_{i}$ is recursive (see Lemma II. 2 of Appendix II) that there must be a positive integer $D_{i}$ such that

$$
\begin{equation*}
K_{U}\left(Q_{i}(y)\right) \leq K_{U}(y)+D_{i}, \quad y \in A^{*} \tag{4.1}
\end{equation*}
$$

Choose an increasing sequence of positive integers $\left\{n_{i}: i \in\right.$ $N\}$ and $A$-strings $\left\{v_{i, j}: i \in N, 1 \leq j \leq n_{i}\right\}$ such that all of the following are true:

$$
\begin{gather*}
n_{i} \geq\left[i D_{i}\right]^{2}+\left[(i+1) D_{i+1}\right]^{4}, \quad i \in N  \tag{4.2}\\
v_{i, j}=Q_{i}\left(v_{i, j-1}\right), \quad i \in N, 2 \leq j \leq n_{i} \\
v_{i, 1}
\end{gather*}=Q_{i}\left(v_{i-1, n_{i-1}}\right), \quad i \geq 2 ; \quad v_{1,1}=Q_{1}\left(\lambda_{A}\right) .
$$

Let $x$ be the individual sequence such that $v_{i, 1}$ is a prefix of $x$ for every $i$. Because of (4.3), Fact 3.3, and the fact that every code in $\Sigma^{\prime}$ appears in $\left\{\sigma_{i}\right\}$ infinitely many times, we must have $\rho(x)=\log \alpha$.

To complete the proof of Theorem 3, we show that $\bar{K}(x)=$ 0 . Define

$$
v_{i, 0} \triangleq v_{i-1, n_{i-1}}, \quad i \geq 2 ; \quad v_{1,0} \triangleq \lambda_{A}
$$

For $i \in N$ and $1 \leq j \leq n_{i}$, define $u_{i, j}$ to be $v_{i, j}$ with the initial segment $v_{i, j-1}$ removed. Define

$$
u^{i} \triangleq u_{i, 1} * u_{i, 2} * \cdots * u_{i, n_{i}}, \quad i \in N
$$

For each $m>\left|u^{1}\right|$, let $i=i_{m} \geq 2$ be the integer such that $u^{1} * u^{2} * \cdots * u^{i-1}$ is a prefix of $x^{m}$ and $x^{m}$ is a prefix of $u^{1} * u^{2} * \cdots * u^{i}$. Then, choose $j=j_{m}$ to be the positive integer such that $x^{m}$ is a prefix of

$$
u^{1} * u^{2} * \cdots * u^{i-1} * u_{i, 1} * u_{i, 2} * \cdots * u_{i, j}=v_{i, j}
$$

and $v_{i, j-1}$ is a prefix of $x^{m}$. By Lemma II. 1 of Appendix II, there exists $\beta \in N$ such that

$$
\boldsymbol{K}_{U}\left(x^{m}\right) \leq \beta \log (m+1)+\boldsymbol{K}_{U}\left(v_{i_{m}, j_{m}}\right), \quad m>\left|u^{1}\right|
$$

Consequently, $\bar{K}(x)=0$ will follow if we can show that

$$
\begin{equation*}
\lim _{i \rightarrow \infty} \max _{1 \leq j \leq n_{i}} \frac{\boldsymbol{K}_{U}\left(v_{i, j}\right)}{\left|v_{i, j-1}\right|}=0 \tag{4.4}
\end{equation*}
$$

By construction, $v_{i, j}$ is obtained from $v_{1,0}=\lambda_{A}$ via $n_{1}$ applications of $Q_{1}, n_{2}$ applications of $Q_{2}, \cdots, n_{i-1}$ applications of $Q_{i-1}$, and finally, $j$ applications of $Q_{i}$. Making use of (4.1), we then have

$$
\begin{aligned}
K_{U}\left(v_{i, j}\right) \leq & n_{1} D_{1}+n_{2} D_{2}+\cdots+n_{i-1} D_{i-1}+j D_{i} \\
& +K_{U}\left(\lambda_{A}\right), \quad i \geq 2,1 \leq j \leq n_{i}
\end{aligned}
$$

By Property 3.1,

$$
\left|u^{i}\right| \geq 1+\sqrt{2}+\sqrt{3}+\cdots+\sqrt{n_{i}}, \quad i \in N .
$$

Since

$$
\sum_{s=1}^{r} \sqrt{s} \geq \int_{0}^{r} \sqrt{z} d z=\frac{2}{3} r^{3 / 2}, \quad r \in N
$$

we can conclude that

$$
\begin{equation*}
\left|u^{i}\right| \geq \frac{2}{3} n_{i}^{3 / 2}, \quad i \in N \tag{4.5}
\end{equation*}
$$

whence

$$
n_{i} \leq 2 n_{i}^{-1 / 2}\left|u^{i}\right|, \quad i \in N
$$

It follows from this and (4.2) that

$$
\begin{aligned}
& n_{1} D_{1}+n_{2} D_{2}+\cdots+n_{i-1} D_{i-1} \\
& \quad \leq 2\left[D_{1} n_{1}^{-1 / 2}\left|u^{1}\right|+\cdots+D_{i-1} n_{i-1}^{-1 / 2}\left|u^{i-1}\right|\right] \\
& \quad \leq 2\left[\left|u^{1}\right|+\left|u^{2}\right| / 2+\cdots+\left|u^{i-1}\right| /(i-1)\right], \quad i \geq 2
\end{aligned}
$$

Fix $j, i$ where $1 \leq j \leq n_{i}$ and $i \geq 2$. If $j \leq \sqrt{\left|v_{i, j-1}\right|}$

$$
\frac{j D_{i}}{\left|v_{i, j-1}\right|} \leq \frac{D_{i}}{\sqrt{\left|v_{i, j-1}\right|}} \leq \frac{D_{i}}{\sqrt{n_{i-1}}} \leq \frac{1}{i}
$$

Now suppose $j>\sqrt{\left|v_{i, j-1}\right|}$. Then $j \geq 2$ and so $j-1 \geq j / 2$. Arguing as in the proof of (4.5), we have

$$
\left|v_{i, j-1}\right| \geq(2 / 3)(j-1)^{3 / 2} \geq(2 / 3)(j / 2)^{3 / 2}
$$

One then deduces that

$$
\frac{j D_{i}}{\left|v_{i, j-1}\right|} \leq \frac{5 D_{i}}{\sqrt{j}} \leq \frac{5 D_{i}}{\left|v_{i, j-1}\right|^{1 / 4}} \leq \frac{5 D_{i}}{n_{i-1}^{1 / 4}} \leq \frac{5}{i}
$$

We conclude that for $i \geq 2$

$$
\begin{aligned}
\max _{1 \leq j \leq n_{i}} \frac{K_{U}\left(v_{i, j}\right)}{\left|v_{i, j-1}\right|} \leq & 2\left[\frac{\left|u^{1}\right|+\left|u^{2}\right| / 2+\cdots+\left|u^{i-1}\right| /(i-1)}{\left|u^{1}\right|+\left|u^{2}\right|+\cdots+\left|u^{i-1}\right|}\right] \\
& +\frac{5}{i}+\frac{K_{U}\left(\lambda_{A}\right)}{\left|u^{i-1}\right|}
\end{aligned}
$$

It is easy to see that the right-hand side of the above inequality converges to zero as $i \rightarrow \infty$. We see now that (4.4) is true, completing the proof of Theorem 3.

## V. CONCLUSIONS

The answers to Questions 1 and 2 obtained in this paper lead one to the following conclusions. First of all, one should not waste time trying to find a "best" sequential code, as any sequential code from the class $\Sigma$ will have an inherent deficiency in that it will poorly compress certain individual sequences. Secondly, the Kolmogorov complexity rate function is not the right notion of complexity vis-a-vis the OPTA function in lossless individual sequence compression in that it coincides with the OPTA function only on a proper subset of the set of all individual sequences.

## APPENDIX I

This appendix is devoted to the proof of Facts 1.1-1.3 that were stated in Section I.

Lemma I.1: Let $\sigma \in \Sigma$ be arbitrary. Then there exists a one-to-one total recursive function $f$ from $A^{*}$ onto a prefix subset of $\{0,1\}^{*}$, and a sequence $\left\{\epsilon_{n}: n \in N\right\}$ converging to zero as $n \rightarrow \infty$ such that

$$
\begin{equation*}
|f(y)| \leq L(\sigma, y)+n \epsilon_{n}, \quad y \in A^{n}, n \in N \tag{A1}
\end{equation*}
$$

Proof: Let $R: N \rightarrow\{0,1\}^{*}$ be the mapping in which, for each $k \in N$, the binary string $R(k)$ is formed in the following way: First, form the expansion of $k$ to base two; then, form $R(k)$ by writing every digit in the expansion twice, followed by the suffix " 01 ." For example, the base two expansion of the integer 9 is 1001 . Repeating each digit and appending the suffix "01" yields $R(9)=1100001101$. For later use, the reader can easily check that $|R(k)| \leq 6+2 \log k, k \in N$. It is easy to define a total recursive function $Q: A^{*} \rightarrow\{0,1\}^{*}$ in which

1) $|Q(v)|=\lceil|v| \log \alpha\rceil, v \in A^{*}$.
2) $Q\left(v_{1}\right) \neq Q\left(v_{2}\right)$ if $v_{1}$ and $v_{2}$ have the same length and $v_{1} \neq v_{2}$.
We fix $\sigma=\left\{\left(W_{n}, \Psi_{n}, \Phi_{n}\right)\right\}$, an arbitrary sequential code from the class $\Sigma$. Let $H: N \times A^{*} \rightarrow\{0,1\}^{*}$ be a recursive function such that

$$
H(n, y)=\Phi_{n}(y), \quad n \in N, y \in W_{n}
$$

If $y \in A^{*}$, let $t=t(y)$ denote the number of phrases in the $\pi_{\sigma}$-parsing of $y$, let $\left\{u_{1}, u_{2}, \cdots, u_{t}\right\}$ denote the $\pi_{\sigma}$-parsing of $y$, let

$$
j=j(y)=\left|u_{1}\right|+\left|u_{2}\right|+\cdots+\left|u_{t}\right|
$$

and let $\hat{y}$ denote the suffix of $y$ consisting of the final $|y|-j(y)$ $\alpha$-ary symbols in $y$. Define $f: A^{*} \rightarrow\{0,1\}^{*}$ by

$$
f(y) \triangleq\left\{\begin{array}{cl}
R(|y|+1) * R(j(y)+1) * Q(y), & \text { if } t(y)=0 \\
R(|y|+1) * R(j(y)+1) * Q(\hat{y}) & \\
* H\left(i_{1}, u_{1}\right) * \cdots * H\left(i_{t}, u_{t}\right) & \text { otherwise }
\end{array}\right.
$$

where $\left\{i_{1}, i_{2}, \cdots, i_{t}\right\}$ are the parser states

$$
i_{1}=1, \quad i_{k}=\Psi_{i_{k-1}}\left(u_{k-1}\right), \quad 2 \leq k \leq t .
$$

Then $f$ is a one-to-one mapping, and $f\left(A^{*}\right)$ is a prefix set. That $f$ is recursive follows from the fact that the functions $R$, $Q$, and $H$ are recursive, as well as the fact that each of the five entities $t, j, \hat{y},\left\{u_{1}, u_{2}, \cdots, u_{t}\right\}$, and $\left\{i_{1}, i_{2}, \cdots, i_{t}\right\}$, regarded as a function of $y \in A^{*}$, is a recursive function. From the definition of $f$, we have the bound

$$
\begin{align*}
|f(y)| \leq & 12+4 \log (|y|+1)+L(\sigma, y) \\
& +\lceil(|y|-j(y)) \log \alpha\rceil, \quad y \in A^{*} \tag{A2}
\end{align*}
$$

From Property 2.1, we have

$$
\begin{equation*}
\lim _{|y| \rightarrow \infty} \frac{|y|-j(y)}{|y|}=0 \tag{A3}
\end{equation*}
$$

The relation (A1) is now evident from (A2) and (A3).
The following result is an immediate corollary of Lemma I.1.

Corollary 1.1: Let $\sigma \in \Sigma$ be arbitrary. Then there is a sequence $\left\{f_{n}: n \in N\right\}$ in which
i) The function $f_{n}$ is a one-to-one map of $A^{n}$ onto a prefix subset of $\{0,1\}^{*}, n \in N$.
ii) For any $x \in A^{\infty}$,

$$
\rho(x \mid \sigma) \geq \limsup _{n \rightarrow \infty} \frac{\left|f_{n}\left(x^{n}\right)\right|}{n}
$$

Proof of Fact 1.1: Let $\mu$ be a probability measure on $A^{\infty}$ stationary and ergodic with respect to the one-sided shift transformation. Let $H(\mu)$ denote the entropy rate of $\mu$ (in bits per $\alpha$-ary symbol). Let $f_{n}: A^{n} \rightarrow\{0,1\}^{*}$ be a one-to-one map such that $f_{n}\left(A^{n}\right)$ is a prefix set, $n \in N$. It is well known [1, Theorem 3.1], [5] that

$$
\begin{equation*}
\mu\left\{x \in A^{\infty}: \liminf _{n \rightarrow \infty} \frac{\left|f_{n}\left(x^{n}\right)\right|}{n} \geq H(\mu)\right\}=1 \tag{A4}
\end{equation*}
$$

Taking the infimum over all sequences $\left\{f_{n}\right\}$ then yields, in view of the Corollary to Lemma I.1,

$$
\begin{equation*}
\mu\left\{x \in A^{\infty}: \rho(x) \geq H(\mu)\right\}=1 \tag{A5}
\end{equation*}
$$

But, Ziv and Lempel [13] showed that

$$
\begin{equation*}
\mu\left\{x \in A^{\infty}: \rho\left(x \mid \sigma_{L Z}\right) \leq H(\mu)\right\}=1 \tag{A6}
\end{equation*}
$$

Combining these last two equalities leads one to the assertion that $\mu\left(\Omega_{1}\right)=1$. That this equality holds also for $\mu$ stationary but not ergodic is a consequence of the ergodic decomposition theorem.

Proof of Fact 1.2: Let $\mu$ be as in the proof of Fact 1.1. The assertion of Fact 1.2 will follow if we can show that $\mu\left(\Omega_{2}\right)=1$. It is clear from the proof of Lemma I. 1 that we may assign to each $p \in\{0,1\}^{*}$ a string $s(p) \in\{0,1\}^{*}$ of length $o(|p|)$ such that $\left\{s(p) * p: p \in\{0,1\}^{*}\right\}$ forms a prefix set. For $n \in N$, define $f_{n}: A^{n} \rightarrow\{0,1\}^{*}$ by

$$
\begin{aligned}
f_{n}(y) \triangleq s(p) \dot{*} p, \text { for some } p & \in\{0,1\}^{*} \text { such that } U(p) \\
& =y \text { and }|p|=\boldsymbol{K}_{U}(y), y \in A^{n}
\end{aligned}
$$

Note that $f_{n}$ is a one-to-one mapping and that $f_{n}\left(A^{n}\right)$ is a prefix set, $n \in N$. Consequently, (A4) holds. Also note that

$$
\begin{equation*}
\overline{\boldsymbol{K}}(x)=\limsup _{n \rightarrow \infty} \frac{\left|f_{n}\left(x^{n}\right)\right|}{n}, \quad x \in A^{\infty} \tag{A7}
\end{equation*}
$$

We conclude that

$$
\begin{equation*}
\mu\left\{x \in A^{\infty}: \overline{\boldsymbol{K}}(x) \geq H(\mu)\right\}=1 \tag{A8}
\end{equation*}
$$

(Alternatively, one can deduce (A8) from the stronger statement that $\overline{\boldsymbol{K}}(x)=H(\mu)$ for $\mu$-almost all $x$, a result which may be found in [8], [14].) Combining (A5) with (A6), we have

$$
\begin{equation*}
\mu\left\{x \in A^{\infty}: \rho(x)=H(\mu)\right\}=1 \tag{A9}
\end{equation*}
$$

Combining (A8), (A9), and Theorem 2, we obtain $\mu\left(\Omega_{2}\right)=1$.

Proof of Fact 1.3: Let $\mu$ be a computable probability measure on $A^{\infty}$. In this proof, if $\lambda$ is a probability measure on $A^{\infty}$ and $y \in A^{*}$, we define

$$
\lambda(y)=\lambda\left\{x \in A^{\infty}: x \text { starts with } y\right\} .
$$

From the proof of Fact 1.2, there exists for each $n \in N$ a one-to-one mapping $f_{n}$ from $A^{n}$ onto a prefix subset of $\{0,1\}^{*}$ such that (A7) holds. Then, applying Kraft's inequality
$\mu\left\{x \in A^{\infty}: \frac{\left|f_{n}\left(x^{n}\right)\right|+\log \mu\left(x^{n}\right)}{n} \leq-\epsilon\right\} \leq 2^{-n \epsilon}, \quad \epsilon>0$.
(Note that the logarithm in (A10) makes sense because $\mu\{x \in$ $A^{\infty}: \mu\left(x^{n}\right)>0$ all $\left.n\right\}=1$.) Applying the Borel-Cantelli lemma to (A10), we obtain

$$
\mu\left\{x \in A^{\infty}: \limsup _{n \rightarrow \infty} \frac{\left|f_{n}\left(x^{n}\right)\right|}{n} \geq \limsup _{n \rightarrow \infty} \frac{-\log \mu\left(x^{n}\right)}{n}\right\}=1
$$

whence, appealing to (A7), we conclude that

$$
\begin{equation*}
\mu\left\{x \in A^{\infty}: \overline{\boldsymbol{K}}(x) \geq \limsup _{n \rightarrow \infty} \frac{-\log \mu\left(x^{n}\right)}{n}\right\}=1 \tag{A11}
\end{equation*}
$$

Fix a computable probability measure $\lambda$ on $A^{\infty}$ such that $\lambda(y)>0$ for any $y \in A^{*}$. Let $\mu^{*}$ be the probability measure defined by

$$
\mu^{*} \triangleq \frac{1}{2}(\mu+\lambda)
$$

Let $m$ be any positive integer. Since $\mu^{*}$ is computable, there exists (as shown in [11]) a sequential code $\sigma_{m}=$ $\left\{\left(W_{n}, \Psi_{n}, \Phi_{n}\right)\right\}$ from $\Sigma$ in which
i) The parsing rule $\pi_{\sigma_{m}}$ is the $m$-block parsing rule; and
ii) For any individual sequence $x$, if $\left\{u_{t}: t \in N\right\}$ is the $\pi_{\sigma_{m}}$-parsing of $x$ and $\left\{i_{t}: t \in N\right\}$ is given by (2.1), then

$$
\left|\Phi_{i_{t}}\left(u_{t}\right)\right| \leq 2-\log \frac{\mu^{*}\left(u_{1} * \cdots * u_{t-1} * u_{t}\right)}{\mu^{*}\left(u_{1} * \cdots * u_{t-1}\right)}, \quad t \geq 2
$$

From i) and ii) it follows that

$$
\rho\left(x \mid \sigma_{m}\right) \leq \frac{2}{m}+\limsup _{n \rightarrow \infty}-\frac{\log \mu^{*}\left(x^{n}\right)}{n}, \quad m \in N, x \in A^{\infty}
$$

from which we conclude that

$$
\begin{equation*}
\rho(x) \leq \limsup _{n \rightarrow \infty}-\frac{\log \mu^{*}\left(x^{n}\right)}{n}, \quad x \in A^{\infty} . \tag{A12}
\end{equation*}
$$

Since $\mu^{*}\left(x^{n}\right) \geq \mu\left(x^{n}\right) / 2$, we see that

$$
\mu\left\{x \in A^{\infty}: \limsup _{n \rightarrow \infty}-\frac{\log \mu^{*}\left(x^{n}\right)}{n} \leq \limsup _{n \rightarrow \infty}-\frac{\log \mu\left(x^{n}\right)}{n}\right\}
$$

$$
=1
$$

This fact, together with (A11) and (A12), allows us to conclude that

$$
\mu\left\{x \in A^{\infty}: \overline{\boldsymbol{K}}(x) \geq \rho(x)\right\}=1
$$

This relation, coupled with Theorem 2, allows us to conclude that $\mu\left(\Omega_{2}\right)=1$.

## APPENDIX II

The purpose of this appendix is to prove several lemmas which are instrumental in the proofs of Theorems 1-3.

Lemma II.1: There exists a constant $\beta$ which depends only on $U$ such that

$$
\begin{equation*}
\boldsymbol{K}_{U}\left(v_{1}\right) \leq \beta+2 \log \left(\left|v_{1}\right|+1\right)+\boldsymbol{K}_{U}\left(v_{2}\right) \tag{A13}
\end{equation*}
$$

whenever $v_{1}, v_{2}$ are strings in $A^{*}$ for which $v_{1}$ is a prefix of $v_{2}$.

Proof: Let $R: N \rightarrow\{0,1\}^{*}$ be the total recursive function defined in the proof of Lemma I.1. Since $R(N)$ is a prefix set, we can define a function $T:\{0,1\}^{*} \rightarrow A^{*}$ in the following way: i) the domain of $T$ is equal to

$$
\left\{R(k) * y: k \in N, y \in\{0,1\}^{*},|U(y)| \geq k-1\right\}
$$

and ii)

$$
\begin{aligned}
T(R(k) * y)=U(y)^{k-1}, & \text { if } k \in N, y \in\{0,1\}^{*}, \\
& \text { and }|U(y)| \geq k-1 .
\end{aligned}
$$

Since $R$ and $U$ are both recursive functions, it follows that $T$ is a recursive function. Let $p \in\{0,1\}^{*}$ be a string such that

$$
T(u)=U(p * u), \quad u \in \text { domain of } T .
$$

We verify (A13) with $\beta=|p|+6$. Choose any pair of strings $v_{1}, v_{2}$ from $A^{*}$ with $v_{1}$ a prefix of $v_{2}$. Pick $y_{2} \in\{0,1\}^{*}$ such that $\left|y_{2}\right|=\boldsymbol{K}_{U}\left(v_{2}\right)$ and $U\left(y_{2}\right)=v_{2}$. Let $\tau=\left|v_{1}\right|$. Then $U\left(p * R(\tau+1) * y_{2}\right)=v_{1}$ and so

$$
\begin{aligned}
\boldsymbol{K}_{U}\left(v_{1}\right) & \leq\left|p * R(\tau+1) * y_{2}\right| \\
& \leq|p|+6+2 \log \left(\left|v_{1}\right|+1\right)+\boldsymbol{K}_{U}\left(v_{2}\right)
\end{aligned}
$$

Lemma II.2: Let $F: A^{*} \rightarrow A^{*}$ be a total recursive function. Then there exists a positive integer $D$ such that

$$
\begin{equation*}
\boldsymbol{K}_{U}(F(y)) \leq \boldsymbol{K}_{U}(y)+D, \quad y \in A^{*} \tag{A14}
\end{equation*}
$$

Proof: Let $V:\{0,1\}^{*} \rightarrow A^{*}$ be the mapping whose domain is the same as that of $U$, and $V(z)=F(U(z))$ for $z$ in the domain of $U$. Since $V$ is a recursive function (the composition of two recursive functions is a recursive function), there must exist $p \in\{0,1\}^{*}$ such that $U(p * z)=V(z)$ for every $z$ in the domain of $V$. We show (A14) holds with $D=|p|$. Fix $y \in A^{*}$ and choose $z \in\{0,1\}^{*}$ such that $U(z)=y$ and $|z|=K_{U}(y)$. Then $U(p * z)=F(y)$ and so

$$
\boldsymbol{K}_{U}(F(y)) \leq|p * z|=|p|+\boldsymbol{K}_{U}(y)
$$

Lemma II.3: Let $f: A^{*} \rightarrow\{0,1\}^{*}$ be a one-to-one total recursive function. Then the function $g:\{0,1\}^{*} \rightarrow A^{*}$ defined by
$g(z) \triangleq \begin{cases}\text { undefined, } & \text { if } z \notin f\left(A^{*}\right) \\ \text { the unique } y \in A^{*} \text { such that } f(y)=z, & \text { otherwise }\end{cases}$
is recursive.

Proof: We impose a total order $<$ on $A^{*}$ as follows: $v_{1}<$ $v_{2}$ if $\left|v_{1}\right|<\left|v_{2}\right|$; and $v_{1}<v_{2}$ if $\left|v_{1}\right|=\left|v_{2}\right|$ and $v_{1}$ precedes $v_{2}$ in the lexicographical ordering. Let $Q: A^{*} \times\{0,1\}^{*} \rightarrow N$ be the total recursive function defined by

$$
Q(y, z) \triangleq \begin{cases}1, & \text { if } z=f(y) \\ 2, & \text { otherwise }\end{cases}
$$

Let $q:\{0,1\}^{*} \rightarrow A^{*}$ be the function defined by

$$
q(z) \triangleq \begin{cases}\text { undefined, } & \text { if there is no } y \\ & \text { such that } \\ & Q(y, z)=1 \\ \min \left\{y \in A^{*}: Q(y, z)=1\right\}, & \text { otherwise. }\end{cases}
$$

By the closure property of the class of recursive functions, the function $q$ is recursive. It is easy to check that the functions $g$ and $q$ coincide.
Lemma II.4: Let $\sigma \in \Sigma$ be arbitrary. Then there exists a total recursive function $Q: A^{*} \rightarrow A^{*}$ such that all of the following are true:
i) The string $y$ is a proper prefix of $Q(y), y \in A^{*}$.
ii) The $\pi_{\sigma}$-parsing of $Q(y)$ is complete, $y \in A^{*}$.
iii) If $\left\{u_{1}, u_{2}, \cdots, u_{t}\right\}$ is the $\pi_{\sigma}$-parsing of $y \in A^{*}$, then there exists $u \in A^{*}$ such that $\left\{u_{1}, u_{2}, \cdots, u_{t}, u\right\}$ is the $\pi_{\sigma}$-parsing of $Q(y)$.
iv) If $\left\{v_{t}: t \in N\right\}$ is a sequence of iterates under $Q$, then

$$
\liminf _{t \rightarrow \infty} L\left(\sigma, v_{t}\right) /\left|v_{t}\right| \geq \log \alpha
$$

Proof: Let $\sigma=\left\{\left(W_{n}, \Psi_{n}, \Phi_{n}\right)\right\}$. Let $F, G, H$ be the recursive functions satisfying Properties 2.2-2.4, respectively. Suppose $y \in A^{*}$. Let $\left\{u_{1}, u_{2}, \cdots, u_{t}\right\}$ denote the $\pi_{\sigma}$-parsing of $y$. Define $\tilde{y}=u_{1} * u_{2} * \cdots * u_{t}$. If $\tilde{y}=\lambda_{A}$, define $i(y)=1$; otherwise, define $i(y)=i_{t+1}$, where $i_{1}, i_{2}, \cdots, i_{t}, i_{t+1}$ are the integers

$$
i_{1}=1 ; i_{k}=G\left(i_{k-1}, u_{k-1}\right), \quad 1 \leq k \leq t+1
$$

(In other words, $i(y)$ is the final parser state in the parsing of y.) Define $\hat{y}$ to be the suffix of $y$ such that $y=\tilde{y} * \hat{y}$. Totally order $A^{*}$ as in the proof of Lemma II.3. Define $Q: A^{*} \rightarrow A^{*}$ by

$$
Q(y) \triangleq \tilde{y} * u
$$

where $u \in A^{*}$ is obtained as follows:

$$
u \triangleq\left\{\begin{array}{cl}
\min \left\{v \in A^{*}: F[i(y), v]=1\right. & \\
\operatorname{and}|H[i(y), v]| \geq|v| \log \alpha\}, & \text { if } \tilde{y}=y \\
\min \left\{v \in A^{*}: F[i(y), v]=1\right. & \\
\text { and } v \text { starts with } \hat{y}\}, & \text { otherwise. }
\end{array}\right.
$$

Since the functions $F, G, H$ are recursive and the functions $y \rightarrow \tilde{y}, y \rightarrow \hat{y}$, and $y \rightarrow i(y)$ are total recursive, it follows that $Q$ is a total recursive function. Conclusions i)-iv) are easily verified.

Proof of Fact 3.2: Let $\sigma=\left\{\left(W_{n}, \Psi_{n}, \Phi_{n}\right)\right\} \in \Sigma$ be arbitrary. We shall construct $\sigma^{\prime} \in \Sigma^{\prime}$ subordinate to $\sigma$. Let $T$ be the one-sided shift transformation on $A^{\infty}$. We define a transformation $R$ on the set $\Omega=A^{\infty} \times N^{3}$ as follows. If $(x, n, j, s) \in \Omega$, let $R(x, n, j, s)=\left(x^{\prime}, n^{\prime}, j^{\prime}, s^{\prime}\right)$, where
$x^{\prime}=T^{\left|v_{n}\right|}(x), v_{n}=$ unique prefix of $x$ in $W_{n} ;$
$n^{\prime}=\Psi_{n}\left(v_{n}\right)$;
$j^{\prime}=j+1$;
$s^{\prime}=s+\left|v_{n}\right|$, if $s+\left|v_{n}\right| \leq \sqrt{j}$, and $s^{\prime}=1$, otherwise.
Fix an arbitrary pair $(n, j) \in N^{2}$. We define a mapping $t_{n, j}: A^{\infty} \rightarrow N$ as follows. Let $x \in A^{\infty}$. Let

$$
\left(x^{(m)}, n^{(m)}, j^{(m)}, s^{(m)}\right), \quad m=1,2, \cdots
$$

be the sequence in $\Omega$ in which

$$
\begin{gathered}
\left(x^{(1)}, n^{(1)}, j^{(1)}, s^{(1)}\right)=R(x, n, j, 1) \\
\left(x^{(m+1)}, n^{(m+1)}, j^{(m+1)}, s^{(m+1)}\right) \\
\quad=R\left(x^{(m)}, n^{(m)}, j^{(m)}, s^{(m)}\right), \quad m \geq 1 .
\end{gathered}
$$

Then

$$
t_{n, j}(x) \triangleq \min \left\{m \in N: s^{(m)}=1\right\}
$$

Let $W_{n, j}$ be the finite subset of $A^{*}$ consisting of all strings $u_{1} * u_{2} * \cdots * u_{t}, t \in N$, for which there exists some $x \in A^{\infty}$ such that $t_{n, j}(x)=t$ and $u_{1}, u_{2}, \cdots u_{t}$ are the first $t$ phrases in the ( $\pi_{\sigma}, n$ )-parsing of $x$. From the definition of the mapping $t_{n, j}$, one can see that $W_{n, j}$ is a complete prefix subset of $A^{*}$. Note that if $y \in W_{n, j}$, then $y$ can be decomposed as

$$
\begin{equation*}
y=u_{1} * u_{2} * \cdots * u_{t} \tag{A15}
\end{equation*}
$$

where $\left\{u_{1}, u_{2}, \cdots, u_{t}\right\}$ is the $\left(\pi_{\sigma}, n\right)$-parsing of $y$. We now define the mappings $\Psi_{n, j}: W_{n, j} \rightarrow N^{2}$ and $\Phi_{n, j}: W_{n, j} \rightarrow$ $A^{*}$ for which, with $y \in W_{n, j}$ decomposed as in (A15)

$$
\Psi_{n, j}(y) \triangleq\left(i_{t+1}, t+j\right)
$$

and

$$
\Phi_{n, j}(y) \triangleq \Phi_{i_{1}}\left(u_{1}\right) * \Phi_{i_{2}}\left(u_{2}\right) * \cdots * \Phi_{i_{t}}\left(u_{t}\right)
$$

where

$$
i_{1}=n, i_{k}=\Psi_{i_{k-1}}\left(u_{k-1}\right), \quad 2 \leq k \leq t+1
$$

Fix any one-to-one map $\tau$ of $N$ onto $N^{2}$ such that $\tau(1)=$ $(1,1)$ and both $\tau$ and $\tau^{-1}$ are total recursive. Let $\sigma^{\prime}=$ $\left\{\left(W_{m}^{\prime}, \Psi_{m}^{\prime}, \Phi_{m}^{\prime}\right): m \in N\right\}$ be the sequential code in which

1) $W_{m}^{\prime}$ is the complete prefix subset of $A^{*}$ such that $W_{m}^{\prime}=W_{n, j}$, where $(n, j)=\tau(m)$.
2) $\Psi_{m}^{\prime}$ is the mapping from $W_{m}^{\prime}$ to $N$ such that $\tau\left(\Psi_{m}^{\prime}(y)\right)=\Psi_{n, j}(y)$ for each $y \in W_{m}^{\prime}$, where $(n, j)=\tau(m)$.
3) $\Phi_{m}^{\prime}$ is the mapping from $W_{m}^{\prime}$ to $\{0,1\}^{*}$ such that $\Phi_{m}^{\prime}(y)=\Phi_{n, j}(y)$ for each $y \in W_{m}^{\prime}$, where $(n, j)=$ $\tau(m)$.

We want to show that $\sigma^{\prime}$ belongs to the class $\Sigma$. Properties 2.2-2.4 are valid for $\sigma^{\prime}$ because they are valid for $\sigma$ and because of the way in which $\sigma^{\prime}$ was defined using $\sigma$. All that remains to be shown is the validity of Property 2.1 for $\sigma^{\prime}$, which means we must show that

$$
\begin{equation*}
\omega_{\tilde{\pi}}(Q) \rightarrow 0 \quad \text { as } \quad Q \rightarrow \infty \tag{A16}
\end{equation*}
$$

where $\tilde{\pi}$ denotes the parsing rule underlying $\sigma^{\prime}$. We shall establish the bound

$$
\begin{equation*}
\omega_{\tilde{\pi}}(Q) \leq \frac{3}{\sqrt{Q+1}-1}+9 \omega_{\pi_{\sigma}}(Q), \quad Q \in N \tag{A17}
\end{equation*}
$$

from which (A16) is apparent. Fix an integer $Q \in N$. Let $q \geq Q$, and $x \in A^{\infty}$. Let $\left\{u_{i}: i \in N\right\}$ denote the $\pi_{\sigma}$-parsing of $x$ and let $\left\{\tilde{u}_{i}: i \in N\right\}$ denote the $\tilde{\pi}$-parsing of $x$. We will show that

$$
\begin{equation*}
\frac{\left|\tilde{u}_{q+1}\right|}{\left|\tilde{u}_{1}\right|+\left|\tilde{u}_{2}\right|+\cdots+\left|\tilde{u}_{q}\right|} \leq \frac{3}{\sqrt{Q+1}-1}+9 \omega_{\pi_{\sigma}}(Q) \tag{A18}
\end{equation*}
$$

from which the bound (A17) follows. There exist positive integers $s \leq t$ such that the following three relations hold:

$$
\begin{align*}
\tilde{u}_{q+1}= & u_{s} * u_{s+1} * \cdots * u_{t} \\
& \left|\tilde{u}_{q+1}\right|>\sqrt{t}  \tag{A19}\\
\left|u_{s}\right|+\left|u_{s+1}\right|+\cdots+ & \left|u_{t-1}\right| \leq \sqrt{t-1}, \quad \text { if } s<t \tag{A20}
\end{align*}
$$

We deduce the relationship

$$
\begin{equation*}
\frac{\sqrt{t}}{s-1} \leq \frac{\sqrt{2}}{\sqrt{s}-1} \tag{A21}
\end{equation*}
$$

To establish this, one first observes that

$$
\begin{equation*}
s \geq t-\sqrt{t-1} \tag{A22}
\end{equation*}
$$

(If $s<t$, this follows from (A20); if $s=t$, this is trivial.) Solving the inequality (A22) for $t$ yields (using the quadratic formula)

$$
\begin{equation*}
t \leq s+\frac{1}{2}+\frac{1}{2} \sqrt{4 s-3} \tag{A23}
\end{equation*}
$$

Upper bounding the right side of (A23) furnishes us with the bounds

$$
t \leq s+\frac{1}{2}+\sqrt{s} \leq\left(\sqrt{s}+\frac{1}{2}\right)^{2}+\frac{1}{4} \leq 2(\sqrt{s}+1)^{2}
$$

from which (A21) is evident. From (A19) and (A20), it can be seen that one of the following two statements must hold:
4) $\left|\tilde{u}_{q+1}\right| \leq 2 \sqrt{t}$.
5) $\left|\tilde{u}_{q+1}\right| \leq 2\left|u_{t}\right|$.

Suppose 4) holds. Then we deduce from (A21) and $s \geq$ $q+1 \geq Q+1$ that the quantity on the left side of inequality (A18) is less than or equal to $2 \sqrt{2} /[\sqrt{Q+1}-1]$. We can
then conclude that

$$
\begin{equation*}
\omega_{\tilde{\pi}}(Q) \leq \frac{3}{\sqrt{Q+1}-1} \quad \text { if 4) holds. } \tag{A24}
\end{equation*}
$$

Now suppose 5) holds. Then the quantity on the left in (A18) is less than or equal to

$$
\begin{equation*}
2\left[\frac{\left|u_{t}\right|}{\left|u_{1}\right|+\cdots+\left|u_{t-1}\right|}\right]\left[\frac{\left|u_{1}\right|+\cdots+\left|u_{t-1}\right|}{\left|u_{1}\right|+\cdots+\left|u_{s-1}\right|}\right] \tag{A25}
\end{equation*}
$$

Since $t \geq q+1$, the quantity in brackets on the left in (A25) is less than or equal to $\omega_{\pi_{\rho}}(Q)$. The quantity in brackets on the right in (A25) is less than or equal to the left-most term in the following string of inequalities:

$$
\frac{\left|u_{1}\right|+\cdots+\left|u_{s-1}\right|+\sqrt{t}}{\left|u_{1}\right|+\cdots+\left|u_{s-1}\right|} \leq 1+\frac{\sqrt{t}}{s-1} \leq 1+\frac{\sqrt{2}}{\sqrt{s}-1} \leq \frac{9}{2} .
$$

Therefore

$$
\begin{equation*}
\omega_{\tilde{\pi}}(Q) \leq 9 \omega_{\pi_{\sigma}}(Q) \quad \text { if 5) holds. } \tag{A26}
\end{equation*}
$$

Combining (A24) and (A26), we obtain (A18).
We can now say that $\sigma^{\prime} \in \Sigma$. By construction, $\sigma^{\prime}$ is subordinate to $\sigma$ and Property 3.1 is valid. Hence, $\sigma^{\prime} \in \Sigma^{\prime}$, and the proof is complete.
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