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[11] J. Kozhaya and F. N. Najm, “Accurate power estimation for large seable to sequential equivalence checking. In this paper, we present a
quential circuits,” inProc. IEEE Int. Conf. Computer-Aided Design new method for proving the equivalence of sequential circuits that ex-
Nov. 1997, pp. 448-493. hibit structural similarities. The method is not based on a state-space
[12] L. Ljung, System Identification: Theory for the UserEngelwood o e
Cliffs, NJ: Prentice-Hall, 1987. traversal, and can handle larger circuits than existing methods.
When verifying combinational circuits, structural similarities can be
identified before they are used to simplify the verification problem.
When dealing with sequential circuits, this is clearly more difficult.
In the presence of sequential feedback, it is necessary to combine the
detection and utilization of similarities to really benefit from them. In
Sequential Equivalence Checking Based on Structural ~ this paper, we solve this problem by proposing a fixed point iteration
Similarities which gradually filters sets of potentially equivalent functions until the
actual equivalences remain. This filtering process only requires com-
C. A. J. van Eijk binational verification techniques. Therefore, the proposed method can
be viewed as a way to extend the applicability of the state-of-the-art
combinational techniques to sequential equivalence checking.
Abstract—Checking the functional equivalence of sequential circuits is The organization of this paper is as follows. Section Il gives an
an important practical problem. Because general algorithms for solving  oyeryiew of related work on sequential equivalence checking. Sec-
this problem require a state-space traversal of the product machine, they . . . . .
are computationally expensive. In this paper, we present a new method for F'On Il presents the t_heory on Wh'Ch the dete_ctlon of.eqUI\'/aIent slgnals
sequential equivalence checking which utilizes functionally equivalent sig- iS based. The resulting verification method is described in Section IV.
nals to prove the equivalence of both circuits, thereby avoiding the state- Implementation issues are discussed in Section V. Section VI gives em-
space traversal. The effectiveness of the proposed method is confirmed by pjrical results and Section VII concludes the paper.
experimental results on retimed and optimized ISCAS’89 benchmarks.

Index Terms—Equivalence checking, finite-state machine verification, 1. RELATED WORK
formal verification, sequential circuits, structural similarity. ) o o
In this paper, we focus on the utilization of structural similarities to

enable the verification of large sequential circuits. As mentioned in Sec-
. INTRODUCTION tion I, such similarities are likely to exist between a specification and a

With the increasing use of sequential optimizations during |og§ynthesizedimplementation;theirexistencecan be insuredby puttingre-
synthesis, sequential equivalence checking is becoming an importgﬁiptions onthe synthesis proces;,such asthe complete-l—distinguigha-
practical verification problem. Conventional algorithms for solving thiility (C-1-D) property proposed in [1], or the data-enable decomposi-
problem first build the so-called product machine, which is the parallén condition of [23]. Theserestrictions are coupled to sequential equiv-
composition of the two circuits being verified. Then they check that trience techniques thatavoid state-space traversal of the productmachine,
corresponding outputs of the two circuits are identical in every state B Same intention as the method proposed in this paper. _
the product machine reachable from its initial state. To determine whichConventional symbolic algorithms for sequential equivalence
states in the product machine are reachable, a state-space traversgll@fking do not attempt to benefit from the structural similarities
the product machine is required. This state-space traversal is a sigfifthe circuits under verification. Several techniques are proposed in
icant bottleneck in these algorithms, which limits their applicabilitjitérature to improve them in this respect. In [10], the use of functional
to relatively small circuits. Impressive progress has been made in tHRPendencies is proposed to exploit the relation between the state
respect by the introduction of so-called symbolic algorithms, which af@codings of both circuits during the state-space traversal of the
based on the application of binary decision diagrams (BDD's) to travefgoduct machine. In [22], a method is described to incrementally
the state-space (see, e.g., [3], [8], [26]). Although these techniques ggrgncode one of the c_lrcu_|t§ to factor _ou_t thelr_dlfferenc_es._
conceivably handle large circuits and are still being improved (see, e.g./Vhen a sequential circuitis only optimized with combinational syn-
[6],[13], and [20]), they cannot be expected to scale well with circuitsiztges's techniques, the correctness of the implementation can be verified
for many types of circuits. yvith a compina?ional verification metho_d ifitis kn_own which regis_ters

For combinational equivalence checking, the state-of-the-art veriffl. the two circuits correspond. An efficient technique to automatically
cation methods combine a powerful base verification algorithm wildentify this register correspondence without calculating the reachable
techniques to exploit the structural similarities of the circuits undéfate-space of the product machine is proposed independently in [9] and
verification (see, e.g., [2], [5], [11], [16]-[19], and [21]). These sim[1_2]- _In [4], this approach is extenc_igd to also Ioca_lte bugs in incorrect
ilarities typically occur in practical problem instances because of tifcuits and to take don't care conditions into consideration. The detec-
incremental nature of the design process. The techniques to capfiftB Of corresponding registers also forms the basis for the utilization
them are based on functional equivalences, indirect implications, @structural similarities in the verification method proposed in [15]. A
permissible functions. It has clearly been shown that the utilization BféProcessing step for handling retimed circuits is described in [14],
structural similarities is extremely important for the efficient verificawhich relies on three-valued equivalence and name correspondences.
tion of synthesized circuits. Because sequential optimizations suchBgFause most combinational synthesis techniques do not preserve the
retiming only have a limited impact on the structure of a circuit, thi§éhavior of a circuit with respect to three-valued equivalence, the ap-

approach of exploiting structural similarities is also likely to be appliPlicability of this step is limited in practice.
Recently, a new sequential verification method called “Record &
_ _ _ Play” was proposed in [25]. This method uses recursive learning in
pa’g‘;”x;‘;’L%tcgerﬁﬁ;‘éen%'g;girzgLéigvt ;QE%%O‘;ES'SS% December 14, 1999. Timbination with a so-called structural fixed point iteration to find
The author is with the Eindhoven University of Technology, 5600 MB Eind(—eq_uwalem signals. By "_"pP'y'”g retiming transformatlc_)ns, the tWO_CI_r_
hoven, the Netherlands (e-mail: C.A.J.v.Eijk@ele.tue.nl). cuits are made more similar. The concept of instruction queues is in-
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X X . . . . .
; i functions. This can be formalized as the calculation of an equivalence

@ current next relation onF’, such that all functions equivalent with respect to this
relation are also sequentially equivalent. Note that this still allows a
function to correspond with several other functions. Before defining
the conditions an equivalence relation éhhas to comply with to
represent a correct signal correspondence, we first introduce the notion
p; 7 of a state compatibility condition to associate a set of states with an
f,:8xX—=B  3,:SXXXX—>B equivalence relation off. More specifically, this state compatibility
condition is a function which evaluates to true for all states conforming
to that relation.
Definition 1: Given an equivalence relatich on the setF. The
Based on the work outlined above, the following important obsegtate compatibility conditiofis the functionQse: § x X — B that
vation can be made: In many practical cases, sequential equivalefiges whether a state conforms to the relagani.e., whether all

of circuits can be proved by determining the correct relation betweﬁﬁhctions in the same equivalence class<oindeed have the same
their state encodings rather than by calculating the entire reach

state-space of the product machine. The method we propose in this
paper relies on this observation. It uses a greatest fixed point iteration Qse(s, x) = H Fm(s, @) = fu(s, x).
to identify functionally equivalent signals, which is a generalization of
the techniques used in [4], [9], and [12] for determining corresponding
registers. Note that the state compatibility condition may also depend on the cur-
rent input vector. This is a technicality: The theory is not influenced by
. THE SIGNAL CORRESPONDENCERELATION adding a universal quantification over the input space in the definition

. e N of the condition.
Our basic model of a sequential circuit is a deterministic Mealy-type \yio .an now define the conditions an equivalence relatioon F

finite-state machine (FSM) with a specified initial state. We assume tr}?&s to satisfy to represent a correct signal correspondence. We impose

we are given two_cwcuns, Wh'Ch.aT‘? combined into a product maCh'?ﬁe following two conditions. The first condition is that if two func-
with input spaceX, state-spac$, initial stateso € S, next-state func-

fon A: S x X S and outout function: S s X B. wh tions correspond according , then they must have the same value
10N A: 5 x — -, andoulputiunctiom: 5> & — 1, where in the initial stateso . This guarantees that both circuits start in a state in

.B = {0. 1} d(_enotes the set (.)f Boolean va_llues. T_he_output funcmor! which@:s- holds. The second condition we impose is that if we consider
is one for a given state and input vector, if all pairwise correspondin = s . .
f\\?%o functions that correspond accordingZpand a state in whicts

outputs of the two circuits evaluate to the same value. The objectlh Ids. then th iated t-state functi h tob alenti
of sequential equivalence checking is to prove thas one for every 01ds, then the associated next-state iunctions have 1o be equivaient In
this state. This condition guarantees that if the two circuits are in a state

reachable state and input vector. - .
The basis of our verification method is a greatest fixed point iter!ic.-)rwh'Ch @z holds, therQs__c_ \.N'” also h0|d. fqr every next_ state of the
cuits. If both these conditions are satisfied, it can directly be con-

tion, which works on the set of all functions associated with the signeﬁ . . . )
cluded that all functions in the same equivalence class necessarily are

(or nets) in both circuits. It gradually partitions this set into equivalenc tiall ivalent. We introd the tesianal d
classes, such that all functions in the same equivalence class are seq‘%}%‘!en lally equivalent. Vve introduce the tesignal correspondence

tially equivalent, meaning that for any reachable state and input vec ation tq Qenote an gquwalence relation Brthat complies with the
they have the same value. In each step of the iteration, two consecu C(_)n_d_ltlon.s descrlb_ed above. . se . .
time frames of the product machine are considered which are called th efinition 2: An equivalence relatios on"is asignal correspon-
current time frameand thenext time framgas shown in Fig. 1. Each ence relationff for each pair of functiong:. fn € F'With fin = fr:
time frame consists of the combinational logic of the product machine. * forallz € X: fu(so, ) = fu(s0, );
The current time frame is used to model the potential equivalences be-* forall s € 5, ., w1 € Xt Qse(s, 1) = bu(s, w1, Tit1) =
tween the signals found thus far. The correctness of these equivalences On (s, ey wrg1).
is verified in the next time frame. We will use the example of Fig. 2 to illustrate the notion
With each signab, we associate a current-state functifin S x of a signal correspondence relation and the associated state
X — B which expresses the value ofin the current time frame as compatibility condition. An example of a correct signal corre-
a function of the current state and the current input vector, and a ned@ondence relation for this example is given by the partition
state functions,: S x X x X — B which expresses the value of {{f1}. {f2}. {fs. fo}. {fs, fr}, {fs}}. This relation states that the
v in the next time frame as a function of the current state, the curreéfignalsvs andvs are sequentially equivalent, as are the signaland
input vector and the next input vector. Note thats, x¢, #,41) = V7 The associated state compatibility condition is
f,,.(A(S, ), 'T"H‘])'
Before we describe the fixed point iteration in detail, we first intro-
duce the theory on which itis based. The set of all signals in the prOdU\%ich can be simplified td).c = (v102 = vg). Using the infor-

macr;lfne |s_denot$3’. Bsse: o_n_t_hlls set, we gonstrL:jct tTe folllow'g%ation given in the table of_Fig. 2, it can be checked that this signal
setof functionst”. We take the initial state, and a randomly selecte correspondence relation satisfies both conditions stated in Definition

input vectorz, € X' as a reference point. For each signat V', we 5 = oyample; applying the second condition of this definition to the
consider the value of,(so, x0). If it is one, then we add the function functionsf; and fe, gives

f. tothe seil” and, otherwise, its complemefit. This procedure nor-

malizes each signal in the product machine with respect to its polarity, Vivy = vg = T103 TF = 11 F g (2)

which is important for detecting not only equivalent, but also antivalent

signals (i.e., signals having opposite values in every reachable statehich is a tautology. Similarly, it can be proved that the functions of
Informally, the detection of structural similarities correspondthe outputs., andvr are equivalent and, thus, that the two circuits are

to identifying signals with sequentially equivalent current-statequivalent.

time frame time frame

D Dy

Fig. 1. Time frame model of the product machine.

Fores Fn€F A for = fn

Qse = (v1v2 = ve ) (V1v2 s = V6iry) (1)
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v Ve a finite number of iterations, i.e., at some pdifit= Ty,. ThisT; is
} D@D—D the maximum signal correspondence relation. The number of iterations
* V7 is at most|F'| + 1, because in every iteration, except the last one, the
>V, number of equivalence classes increases by at least one.
Theorem 2: Given the sequence of equivalence relations as defined
Vi linit] 1, 3, by (4) and (5). IfT; = T;1.1, thenT; is the maximum signal correspon-
init.: v, 1 v, v dence relation. . o .
v, =1, v, | 1] v, X Proof: We first show thaff’ is indeed a signal correspondence
v, = 1, vil 1] viv, VX relation as defined in Definition 2. Because of the structure of (5), it is
ve = 1, vyl 1] vivex, ViV3 XX easy to see that each relatidjy, is contained in the relatioh;, with
x =1 Vs | O X+ V| Xy + X F Vg 0 < j < i: Thisimplies thatf,,, T; f. = f= To f~» and, thus, that
ve | 1 Ve X, + Vg
vil T vexo | X F VeXm fo Ti fo = (Vo € Xt fia(s0, @) = fu(so, x)). (6)

Therefore, we may conclude thBt satisfies the first condition of Def-

Fig.2. E le of a retimed and logically optimized circuit. .
ig xample of a retimed and logically optimized circui inition 2. If T, = T,..,, we can rewrite (5) to

For a given pair of circuits, there may exist several signal correspafin i fn < fu Ti fu A (V5 € S, 2, 2441 € X
dence relations. We stgte withqut proof that the.set of all signal cor- Q1. (5, 2) = 6m(s, wrs we41) = On (s, 240 we41)).  (7)
respondence relations is a partially ordered set in which each pair of )
elements has a least upper bound. As a consequence, there is a urfi@ (7). it follows that
maximum relation= .ThIS maximum signal correspondence r_elatlor)rm T fr = (Vs €S, a4, wre1 € X
can also be characterized by the property that for any other signal cor-
respondence relatick and for all f,.., f. € F

S = fE ®) which proves thaf; also satisfies the second definition of 2; hence, if
T: = T4, then thisT; is a signal correspondence relation. We will
Our verification method uses the following theorem to prove theow prove thafl; equals=" by showing that it satisfies Equation (3).
equivalence of sequential circuits. This theorem follows from the oliiven a signal correspondence relatiénlt is easy to see that

servation that the conditions imposed by Definition 2 are sufficient to

Qr, (5, ) = (s, @, vq1) = On(s, v, xig1)) (8)

guarantee that the state compatibility condition of the maximum signal Fm=Fn = fn To Fr. ©
correspondence relation is an overestimation of the product maching@y assume that there are functiohs, f. € F such thatf., andf,
reachable state-Spggce. are equivalent according & but not with respect t@7, i.e., £, = . A
Theorem 1:Let = denote the maximum signal correspondence,(fm T; f»). Then there has to be%, with 0 < j < i, such that:
relation. If foralls € S,z € X
v.fwu anFi fmifn:.fmr7 fﬂ (10)
Qree(s, 2) = Als, 7) = 1 3 fons fa € Fr fn fu A(fon Tyt i) (11)

then the two circuits are sequentially equivalent.

Note that Theorem 1 statesafficientand not anecessargondition
for the equivalence of sequential circuits. It is useful because it off
a different tradeoff between performance and accuracy than methgdse S, o, 2,1, € X:
that require a state-space traversal: As will be shown in the next sec- Quc(5, 21) = b (5, 20, 21s1) = 60 (s, 20, 2141)  (12)
tion, the maximum signal correspondence relation can be calculated = ’ ’ ’
usingcombinationalerification techniques and, therefore, it provides and
improved efficiency in comparison to state-space traversal methods,
with the weakness that the method may suffer from false negatives

From (10), it follows that is included inT; and, thus, tha@),, =
e while from (11), it follows that there arg,,, f. € F such that

As€ S, x4, 2411 € X:
IV. VERIFICATION METHOD Qry (s, @) Nom(s, s @ig1) F buls, e, @), (13)

In the previous section we have shown how the maximum sigr@ifd This results in a contradiction and, therefore, we conclude that for
correspondence relati8&° can be used to prove the sequential equiveVery signal correspondence relatiérand for allf,... f,. € F: fu, =
alence of two circuits. We will now describe the greatest fixed poirft: = fm 1i f». This completes the proof. ]
iteration to calculate this relation. A sequence of equivalence relationd/Ve use the example of Fig. 2 to illustrate the fixed point calculation.
T: is calculated, which converges to the maximum signal correspoh2e model of Fig. 3(a) is used to determifig In bold, the function of
dence relation. The first relatidf, compares the functions i with  €ach signal is shown for the initial state. By putting all functions that

respect to the initial state are equivalent with respect to the intial state in the same equivalence
class, we obtain
fTo fo © Va € X: fu(s0, ) = falso, ). 4) T , 14
Starting withT%, a sequence of relations is calculated by applying o= W for foo fou Jobs Afu: Frh)- (14)
the second condition of Definition 2 Now the model of Fig. 3(b) is used to refine this partition. Note that
the model only contains combinational logic. The registers shown in
fon Tivr fo & fn Ti fa A (Vs €5, r, 2441 € X2 the figure have no formal meaning; they are only used to denote the

Q7,(s, x¢) = 6m (s, x4, 2eq1) = 6u(s, 24, z41)). (B) boundaries of the time frames. The state compatibility condition asso-

. . - . ciated withTj is
Since there is only a finite number of functiongirand the sequence 0

of relationsT;; is monotone nonincreasing, a fixed point is reached after Qr, = (fi = £2)(fi = £)(fi = f5)(fi = fo)(f+ = f7).  (15)
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Fig. 3. Example circuit models for calculating; (&) and (b)71; 1.

% T2 O T2 equivalence of both circuits is proved and we can stop. Otherwise it is
v v' v checked whether the s€tcan be extended using retiming transforma-
tions as explained above. Note that because this step may be applied
I; Iy I3

* more than once, also retiming transformations with a lag smaller than
—1 are considered. If the retiming generates new combinational logic
and, thus, results in an extension of the Betthe method continues
with the calculation of the maximum signal correspondence relation
for this larger set of functions.
The proposed verification method can easily be extended to also take
To= (A {f), {fs fob A} {1 ) (16) sequential don't cares due to the nonreachable state_-_spa_ce into account.
For example, the reachable state-space of the specification can be used
If we apply (16) again, no further refinement occurs, i&.,= T>. to strengthen the state compatibility condition, i.e., instead of using the
Therefore, this partition represents the maximum signal correspaate compatibility conditior=<, the conditionQsc A S:cach Can be
dence relation for this example. used, where, ... denotes the characteristic function of the specifica-
The “scope” of the fixed point iteration explained above is detetion’s reachable state-space. Note that by combining the specification’s
mined by the functions in the sét. Its accuracy can, therefore, bereachable state-space with the state compatibility condition, this infor-
improved by extending this set with extra functions. In our verificatiomation is also applied to the implementation. Instead of using the exact
method, we do this by applying forward retiming transformations to theachable state-space, it is also possible to use an upper bound approxi-
product machine. Note that this differs from the way retiming transfomation of the reachable state-space, which can be calculated efficiently
mations are used in [14] and [25]: we do not actually move latchesing techniques as, e.g., described in [7], [13], and [20].
(and, thus, we avoid the problems related to maintaining a valid initial
state [24])but rather add the extra combinational logic that would result
from the retiming transformations. We only consider retimings with a
lag of — 1, meaning that at most one register is moved from every input When implementing the method of Section IV, we have to choose an
to every output of a gate. This is illustrated in Fig. 4. In the circuit appropriate data structure for storing the relatibnghat are calculated
the left, theanD gate can be retimed with a lag efl by moving the during the refinement process. Because etéris an equivalence re-
registersrs andr, to the output of the gate. We model the effects ofation, it can be represented by its equivalence classes. Therefore, the
this retiming move by introducing an extraib gate connected to the choice of an appropriate data structure is not difficult: We can simply
registersr; andrs. store the equivalence classed/ofexplicitly, resulting in a space com-
The outline of the resulting verification method is shown in Fig. Slexity of O(F).
First the maximum signal correspondence relation is calculated. If theln every iteration of the fixed point computation, a new relaffap,
current-state functions of all pairwise corresponding outputs of the tigderived from the previous relatidh} by splitting some equivalence
circuits are equivalent according to this relation, then the sequenti#dsses into a number of smaller classes. This is done by evaluating (5).

Fig. 4. Retiming with lag—1 to generate additional logic.

By applying (5),T is refined toT}

V. IMPLEMENTATION ISSUES
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The complement of the state compatibility condition is basically used —i
as a don't care set when comparing the next-state functions. We can calculate max. signal
use functional dependencies [10] of the state compatibility condition correspondence rel.

to better exploit this don't care set. To illustrate this, consider the
example based on the circuits of Fig. 2 again. In this example, the state

compatibility condition is;;v> = vg. This condition can be taken into Y , Thecircuits
account by actually replacing state variakdéy the functiorv; v2. We ? are equivalent
use a greedy heuristic based on the structure of the product machine to N

select the state variables that can be written as a function of other state forward retiming

variables before the state compatibility condition is actually calculated. with a lag of -1

Sequential simulation of the product machine with random input
vectors can be used to partition the Banto sets of potentially equiva-
lent functions; if two functions have different values during simulation,
it can directly be decided that they are not equivalent. This results in
a better initial approximation of the maximum signal correspondence
relation and, thus, reduces the required number of iterations.

new
signals?

Equivalence is not proved.

Fig. 5. Outline of the verification method.
VI. EXPERIMENTAL RESULTS

This section reports the results of some experiments performed with TABLE |
the proposed verification method. Our current implementation COﬁXPERIMENTAL RESULTS FORRETIMED AND LOGICALLY OPTIMIZED CIRCUITS
structs BDD's expressed over the input and state variables to repres, .
the state compatibility condition and the next-state functions withot
introducing extra variables for intermediate signals. It is based on tt

#regs Symbolic traversal Proposed method

orig. /opt. || time (s) | nodes #its || time (s) nodes #its | egs (%)

BDD package developed at Eindhoven University. Dynamic variabl® S208.1) 8714 07| 1604 256 04 3251 8O 5
ordering is used to control the BDD variable ordering. All tests ar¢ S8 | 14/29 38| ool 1) 08| 6821 5O 57
performed on a 99 MHz HP9000/755 workstation with a memory limi s34 | 15/38 210 18962 7 06| 1061} 2(0) 49
of 100 (Mb)imposed on the BDD package and a time limit of 3600 (s) s34° | 15/38 1921 15944 7 0.7 12721 2(0) 49
The verification method is tested on circuits from the ISCAS’89 bench 382 | 21/36 89| 11339 151 33 1103 | 21 (0) 60
mark set. $386 | 6/43 79| 8876 8 22 1905 | 5(0) 53
In the first set of experiments, we evaluate the performance (s420.1 | 16/34 73.3| 11152 | 65536 53 1725 | 320 55
the proposed method by comparing it with the symbolic verificatior saas | 21/36 1431 11035 151 36 172 | 22 (0 58
method of [10]; this method uses functional dependencies to captu ss;0 | /64 2683 | 708940 | 47 20| 2473| 1) 4
the relation betwgen_ the state er_l(_:odings_ of both circuits._The origi_n 26 | 21758 627 | 44042 | 151 67 1375 | 27 0) 61
benchmark descriptions are verified against the synthesized versic i, | 4,17 20| se7 3 21 a78| 200 -
of these circuits from [25], which have been optimized by kerneling 19717 S s 3 a5 419 | 200 .
and retiming. To make these circuits more difficult to verify, we have
further optimized them using script.rugged of SIS. Table | shows th 820 ] 3733 228 | 165895 ! 26 ) 20 2
experimental results. The first two columns show the name of th 832 | 5757 173 | 115889 H 1.8 4617 800 4
benchmark and the number of registers in the circuits before and afi*®*%! | 32/74 - T T %6 68800 5
synthesis. The following columns list the run time, the maximurr $953 | 29/76 130 85756 | 10 57| 42251 3(0) 51
number of BDD nodes during verification, and the required number ¢s!196 | 18/18 45| 8236 ! 30| 4152) 2(0 33
iterations for both verification methods. For the proposed method, trs1238 | 18/18 55| 5820 1 29| 4015| 2(0) 30
number between parentheses in the colyfits denotes the number s1423 | 74/85 — - = 676 | 100830 | 12 (0) 53
of times the retiming procedure is invoked. The last column shows tfsisi2 | 57/101 — - = 347 9339 | 13 (0 60
percentage of signals in the specification for which a correspondir 3271 | 1167189 _ _ _ 808 | 28499 | 6(4) 26
signal in the implementation is found. The average percentage g iso | 1327114 _ — | — 16| 1004772| 3 (1) 64
equivalences is 54%; without running script.rugged on the circuits (53384 183 /506 _ _ _ | _
[25], the percentage of equivalences is 85%. 1047152 _ b s56 9547 | 2(0) s6
The experimental results clearly show that the proposed verlflcatlc 378 | 1797263 . N so1| 34117 | 1700 7

method can handle larger circuits than a symbolic method which us
BDD's to traverse the state-space, even if the latter method explors
functional dependencies. Only the circuits s3384 and s6669 cannot be
handled, because the BDD’s become too large. This problem is how-
ever more related to the combinational verification technique used than
to the proposed method. We have proposed a new verification method for sequential equiv-

To investigate the false negative problem, we have also verified agnce checking which proves equivalence by detecting and utilizing
of the original benchmark descriptions against versions optimized biyuctural similarities rather than performing a state-space traversal of
extracting reachability don’t cares and then running script.rugged the product machine. A greatest fixed point iteration is used to deter-
SIS. The method of this paper can verify 80% of the examples, and ontyne sequentially equivalent signals. Because the method only requires
suffers from false negatives in three cases. In comparison, the metieodhbinational verification techniques, it is more efficient than sym-
of [11], which only tries to relate the registers of both circuits and ndiolic verification methods requiring a state-space traversal. We expect
the other signals, can only verify 33% of the circuits; in all other casehat the performance of the method on larger circuits can be signifi-
it suffers from false negatives. cantly improved by applying techniques that introduce cutpoints. Al-

s6669 | 2397267 — — — — — — —

VII. CONCLUSION
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though the proposed method is sound, it is not a complete method, i.¢1,8] W. Kunz and D. Stoffel,Reasoning in Boolean Networks—Logic
there are pairs of equivalent circuits for which it cannot prove equiv-  Synthesis and Verification Using Testing Techniquesmsterdam,

alence. The method can be used as an effective preprocessing step
a general method such as [10]. It is interesting to note that for som

The Netherlands: Kluwer, 1997.
é ] Y. Matsunaga, “An efficient equivalence checker for combinational cir-
cuits,” in Proc. 33th Design Automation Cont996, pp. 629-634.

synthesis steps, the method is complete. This is, e.g., the case for cjpo] 1.-H. Moon et al, “Approximate reachability don't cares for CTL
cuits optimized with combinational synthesis techniques, and also for ~ model checking,” inProc. Int. Conf. Computer-Aided Desigh998,
retimed circuits. pp. 351-358.

The proposed method assumes that an initial state is designated 1{3}]

D. K. Pradhan, D. Paul, and M. Chatterjee, “VERILAT: Verification
using logic augmentation and transformations,Pmc. Int. Conf. Com-

both circuits. This initial state is used in two ways: It acts as areference  pyer-Aided Design1996, pp. 88-95.
point to allow the detection of antivalent signals, and it is used to calcuf22] S. Queret al, “Incremental re-encoding for symbolic traversal of
late the initial partitiorll of the setF. The approach of [4] shows that product machines,” ifProc. Eur. Design Automation Confl996, pp.

the assumption of a designated initial state can be weakened. It sho

158-163.
] R. K. Ranjanet al, “Using combinational verification for sequential

be possible to extend their work such that it also applies to the metho circuits,” in Proc. Design, Automation Test Europe Corf999, pp.
presented in this paper. 138-144.

[24] L. Stok, I. Spillinger, and G. Even, “Improving initialization through
reversed retiming,” ifProc. Eur. Design Test Confl995, pp. 150-154.
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