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SUMMARY

Comprehensive evaluation of common genetic variations through association of SNP structure

with common diseases on the genome-wide scale is currently a hot area in human genome

research. For less costly and faster diagnostics, advanced computational approaches are needed to

select the minimum SNPs with the highest prediction accuracy for common complex diseases. In

this paper, we present a sequential support vector regression model with embedded entropy

algorithm to deal with the redundancy for the selection of the SNPs that have best prediction

performance of diseases. We implemented our proposed method for both SNP selection and

disease classification, and applied it to simulation data sets and two real disease data sets. Results

show that on the average, our proposed method outperforms the well known methods of Support

Vector Machine Recursive Feature Elimination, logistic regression, CART, and logic regression

based SNP selections for disease classification.
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1. Introduction

DNA sequencing, the process of determining the exact order of the 3 billion chemical

building blocks (called DNA base pairs or nucleotides and abbreviated as A, T, C, and G)

that make up the DNA of the 24 different human chromosomes, is the greatest technical

challenge in the Human Genome Project (HGP). Achieving this goal has helped to reveal the

estimated 20,000–25,000 human genes and the resulting DNA sequence maps are being

used to explore human biology and other complex phenomena. Many small regions of DNA

that vary among individuals (called polymorphisms) are identified during the HGP, mostly

Single Nucleotide Polymorphisms (SNPs). While millions of SNPs have been identified,

there is a great need, conceptually as well as computationally, to develop advanced robust

algorithms and analytical methods to characterize genetic variations that lean toward more

parsimonious solutions with non-redundancy and to identify the target SNPs that are most

likely to affect and predict the phenotype traits and ultimately contribute to disease

development.

Exploiting information redundancy due to associations among SNPs potentially reduces the

efforts in terms of time and cost for genomic association studies. To investigate the

correlation structures among SNPs for SNP-disease association analysis, HapMap has
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documented tagSNPs for common variation using pairwise r2 method, which has largely

reduced the redundancy between SNPs [1–3]. Linkage Disequilibrium (LD) based methods

for selecting a maximally informative set of SNPs for association analyses are now widely

being used [4]. For example, Zhang and Jin [5] introduced a tagSNPs criterion based on

pair-wise LD and haplotype r2 measure for case control association studies. Without pre-

known disease status or outcome, several unsupervised methods that are based on LD and

haplotype block concept are developed for SNP redundancy, which include clustering and

graph methods [6,7], principal component analysis [8,9], and haplotype pattern mining [10].

Comparably, correlating SNPs with phenotypic differences or known disease outcomes has

been also one of the major efforts for discovering and selecting the disease associated SNPs.

In this case, the SNP selection problem has been addressed via both parametric and

nonparametric methods. Within the parametric framework, non-model based methods either

directly define a test statistics or statistic measures including Mantel statistic [11]; Score

statistic [12,13]; Scan statistic [14]; Sliding window approaches [15]; Weighted-average

statistic [16]; Minimum description length [17,18]; and Entropy-based measure [19,20].

For example, a sliding window approach developed by Neale and Sham [15] incorporates

the ordering of SNPs on the chromosome and combines p-values from m independent tests

using  in each sliding window, where pi is the p-value of association

between SNPi and disease outcome variable, and m is the number of SNPs in the sliding

window. The test statistic χ2 has a chi-square distribution with 2m degrees of freedom, and

is used to decide if this window is significantly associated with the disease. The implicit

assumption of the sliding window approach is that the SNPs are equally spaced and the

number of SNPs (m) in each window is predefined. Furthermore, Sun, et al. [21] developed

a chromosomal scan statistic approach, which not only considers the order of SNPs on the

chromosome but also the distance between them. This approach assumes that SNPs are

randomly distributed on the chromosome with a Poisson distribution. The lengths between

two adjacent SNPs have an exponential distribution and the sum-of-lengths between SNPs

follows a Gamma distribution. This approach includes (i) Identifying SNP clusters; (ii)

Identifying SNP clusters with significant disease association by scan test.

Compared to the above non-model based approaches, model based approaches within the

parametric framework for SNP selections, e.g. via testing the significance of model

coefficients, etc. have advantages of incorporating the environmental factors and adjusting

for potential covariates in the modeling for the associations. They are more precise and

powerful when models and distribution assumptions are correctly specified, but suffer from

bias when they are not. For example, Logistic Regression with Likelihood Ratio test (LRLR)

is a commonly used approach for SNP selection in case control studies. Recently,

Schwender and Ickstadt [22] proposed logic regression based identification of SNP

interactions for the disease outcome in case-control study and proposed two measures for

quantifying the importance of SNP interactions for classification. This method is called

LOGICFS. In comparison with some well-known classification methods, such as CART

[23] and Random Forests [24], LOGICFS has shown a good classification performance

when applied to SNP data. However, since it focuses on the categorical SNP variable’s

interactions, similar to multidimensional data reduction methods, there is a drawback of

such method when one intends to incorporate the continuous environmental variables.

Compared to parametric approaches, nonparametric approaches in the statistical learning

framework have advantage of robustness to the model and distribution misspecification.

They do not require any a priori assumptions about the genetic inheritance model of the

disease. Furthermore, multiple testing and “curse of dimensionality” issues of SNP selection
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could be transformed into embedded optimization problems by minimizing optimization

functions or information criteria, which are more computationally efficient for high

dimensional data [25–27]. The variable sets (e.g., SNPs) selected within the minimum

redundancy - maximum relevance nonparametric framework based on information gain may

represent broader characteristics of outcomes than those obtained through parametric

statistical testing methods [28]. They are more robust, generalize well to test and unseen

data, and lead to significantly improved classifications and predictions [29].

However, searching for an optimal variable subset in high dimensional space based on the

definitions of variable relevance and redundancy is combinatorial in nature, and is a

challenge since it is obvious that exhaustive or complete search is prohibitively expensive

(with a large number of SNPs and environmental variables). Therefore, it is an appealing

and challenging new area to develop nonparametric embedded learning methodology within

predictive models to search for an optimal SNP set iteratively with minimum redundancy

[30]. At the current stage, most SNP-disease studies focus on the identifications of SNPs

through association analysis.

Support Vector (SV) regression models belong to a family of generalized linear classifiers

that simultaneously minimize the empirical classification error and maximize the geometric

margin between classes [31–34]. Support vector models map predictor vectors to a higher

dimensional space where a maximal separating hyperplane is constructed. Supervised

support vector regression models [33] have shown good generalization performance for

prediction and classification in many applications [35,36]. However, due to the

complexities, SV models can be abysmally slow, inherently unstable, tend to overfit the data

and therefore the results may not generalize well to cross validation or unseen data.

Recent works have shown that some of these drawbacks can be overcome by incorporating a

wide range of learning algorithms into SV models, e.g. by connecting regularization theory

[37]. For example, Liang and Kelemen [38] presented Bayesian regularization algorithm

with Automatic Relevance Determination in neural network to exclude a large number of

irrelevant variables for predictions. Wang, et al. [26] designed the elastic-net penalty, a

mixture of the L2-norm and the L1-norm penalties to perform automatic variable selection

in a doubly regularized support vector machine. Guyon, et al. [39] proposed the Support

Vector Machine Recursive Feature Elimination (SVMRFE) algorithm to recursively classify

the samples with SVM, and they applied it to gene expression data analysis for the

selections of the genes according to their weights in the SVM classifiers.

Therefore, the overall goal of this paper is to develop a novel nonparametric embedded

learning method within predictive models, called “Sequential Support Vector Regression

with Embedded Entropy” for the selection of a minimal optimum subset of SNPs and

environmental variables that will have the highest predictive accuracy. The proposed

method can detect the disease susceptibility effects while retaining most of the information.

The paper is organized as follows. In section 2 we provide the details of the proposed

models and algorithms. In sections 3, we illustrate our method with a small scale working

example, a simulation study, and an application to complex SNP-disease data sets. We

compare the performances of the proposed methods and some popular SNP selection models

discussed earlier, including sliding window approach, scan test, logistic regression, logic

regression, Naive Bayesian classifier, Classification and Regression Tree (CART), and

Support Vector Machine Recursive Feature Elimination. We end our paper by discussions of

the proposed methods and point to future work in section 4.
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2. Methods

2.1 Support Vector Regression Models with Regularization for SNP Selection and Disease
Prediction

We formulate our SV model for SNP selection and disease prediction as follows. Assume

we have identical independently distributed (i.i.d.) samples { (xi, yi) i = 1, 2, . . ., n}. The i’th

observed binary response yi ∈ {−1,1} follows binomial distribution, which can be extended

to multinomial distribution if yi includes three or more categories. Let xi be a p-dimensional

vector with G predictors, xi = (xi,1, xi,2,…, xi,G). Both categorical and continuous predictors

are allowed in the model. We intend to train a SV regression model using samples (xi, yi)

and to find an optimal subset of SNPs that can predict the disease outcomes (such as case

and control) while minimizing the total prediction errors. Therefore, we need to find a

hyper-plane that can maximize the margin between two classes. In a SV model, the predictor

xi is first mapped onto an m-dimensional variable space using a linear or nonlinear mapping

function; for instance gj(xi), and then a linear model is constructed in this variable space,

which can be given as follows

(1)

where gj (xi), j =1,…, J denotes a set of linear or nonlinear transformations, and b is a scalar

offset, w = (w1, w2,… wJ) is regression coefficient or weight vector.

In eq. (1) only the samples (xi, yi) which are closest to the separating boundary or decision

surface have non-zero w's (called Support Vectors: SV’s). Therefore, the decision function

f(xi) is a linear or nonlinear combination of only the SV’s. In this study, we focus on linear

support vector regression models. Therefore, the decision function f(xi) is a linear function

of these non-zero support vectors.

In an ε-SV model, the goal is to find a decision function f(xi) that has at most ε deviation

from the actually obtained target yi for all the training data, and in the meanwhile is as flat as

possible to reduce the model complexity and to avoid overfitting. To control the model

complexity and to achieve efficient automatic variable selection for high dimensional data,

we design the following optimization function by including L1-norm penalty in Lagrange

multipliers for regularization:

(2)

(3)

where  are slack variables that define the "soft margin" to measure the deviation of

training samples outside the ε insensitive zone; and λ is the regularization parameter that

determines the trade-off between model complexity (flatness) and the degree to which

deviations larger than ε are tolerated in the optimization function. By tuning λ in eq. (2) we

can achieve maximal prediction accuracy.
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One important property of using L1-norm penalty in eq. (2) rather than L2-norm is its greater

tendency of producing some large fitted coefficients and leaving others at 0. This allows us

to automatically identify relatively small proportion of SNPs with nonzero values that are

predictive for the disease outcomes [40]. Furthermore, it also benefits the reduction in the

estimated coefficients' variance and produces more accurate estimates given high

dimensional data challenges.

2.2 Sequential Support Vector with Minimum Entropy Selection Algorithm

Due to high correlations and redundancy among SNPs, selection instability is a concern

[41]. To deal with the redundancy and correlations among SNPs, we propose the entropy

information measure together with a sequential procedure embedded in the ε-SV model for

the selection of a minimal optimum subset of SNPs that will have the highest predictive

accuracy while retaining most of the information. The sequential procedure starts from a SV

model with randomly selected SNPs; if the candidates SNPs have equal prediction accuracy,

then the entropy measure is used as “tie-breaker” to refine the selection and to reduce the

redundancy.

To further improve the computational efficiency and to speed up the selection given the high

dimensionality with the affordable sample size, we adopt the sliding window strategy

instead of one SNP at a time. This strategy helps to incorporate the LD patterns, SNP

interactions and may combine information both locally and in long range over the

chromosome [42,43]. Here, each sliding window includes a set of consecutive SNPs across a

chromosome, and the windows are adjacent, but not overlapped. The size of the window is

pre-determined; for example, we may use 5, 10 or 50 SNPs once per sliding window. The

sliding window with the best prediction accuracy will be chosen first. If there is a tie

between two windows (equal prediction accuracy), then the Shannon entropy [44,19] is used

as "tie-breaker". With the same principle, the entropy measure is used to assess the

information gain and loss within each window considering individual SNPs. After that, other

sliding windows are sequentially tested with the SV model, one at a time. The one that

improves the prediction most will be subsequently chosen (with tie breaker if needed). The

procedure stops when including an additional window cannot improve the prediction. The

prediction accuracy is used as the stopping criteria.

The computation of the entropy for each SNP within each window is as follows: assuming a

discrete random SNPj having three possible genotypes coded as 0, 1, or 2 with 0 and 2

representing homozygote and 1 representing heterozygote; the genotype frequencies for

SNPj are denoted as p0j, p1j, p2j = 1 − p0j − p1j. The entropy for SNPj is defined as:

(4)

We define the entropy of a sliding window, e.g. the i’th sliding window with Ki SNPs as

follows:

(5)

For improving the computational efficiency, entropies are calculated only for those

candidate SNPs, which are selected based on best prediction performance in the ε-SV model

with regularization. The calculated entropies from different sliding windows are used to

compare the information gain or loss if they have ties in prediction accuracy.
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The details of the sequential support vector with minimum entropy selection algorithm are

given below:

Step 1. Train a Support Vector regression model with the given parameters (λ, ε,
window size, etc.).

Step 2. Choose the candidate window with the highest prediction accuracy as the next

set of predictors. If there is a tie between two or more sliding windows, then calculate

the Shannon entropy based on Eq. (5) to rank the sliding windows. Choose the lowest

entropy window.

Step 3. To further extract the maximal amount of information within Ci, calculate the

entropy of each SNPj within Ci based on Eq. (4), and their summations based on Eq.

(5). Keep only the SNPs that provide entropy decrease in Ci (denoted as si). Discard the

rest.

Step 4. Repeat Steps 1–3 to produce SN+1 = (s1, s2, …, sN, sN+1) by adding SN+1 to SN =

(s1, s2, …, sN) until the prediction accuracy increase is less than ε.

The choice of variable (sN+1) to be added and the total number of variables (N) to be

included in the model are not predetermined, but based on the best prediction performance

and entropy gains between and within sliding windows. Also note that the above algorithm

is a forward selection method. Instead of adding variables at step 5, we can modify the

algorithm by starting from all variables and deleting variables, which is similar to backward

elimination.

3. Applications

3.1 A working example

3.1.1 Myocardial Infarction (MI) data set—To illustrate our proposed model and

algorithm described in section 2, we implemented and applied them to cardiovascular

disease (CVD) with Myocardial Infarction (MI) case and control data set that was collected

in Western New York. CVD including MI is one of the leading causes of death and

disability in the western world. Numerous clinical and epidemiological studies have shown

that CVD may be the result of common environmental exposures and potential genes that

may regulate the individual response to these exposures. The identification of SNPs and

environmental variables that influence the risk of diseases and the prediction to the disease

outcomes based on the selected variables with the proposed model and algorithm are main

purposes of this application.

The study sample was collected from residents of Erie and Niagara counties in New York

state and all were within age range 35 to 69 years. There were 614 white male patients with

MI matched with 614 control males by age (+/− 5 years) and smoking habits; 206 white pre

and postmenopausal females with MI were matched with 412 control females by age (+/− 5

years), menopausal status, years since menopause (+/− 2 years), and smoking habits. The

variables in the data set include 29 environmental variables, such as smoking status,

menopausal status, blood pressure, blood cholesterol, body mass index, drinking status, etc.

and 2 protein variables (ACHMN and CALMEA) that are known to be related to the

disease.

To limit this example to a low number of variables, we preselected SNPs from the well

known Seattle web site (http://pga.mbt.washington.edu/) using candidate gene approach. We

included 31 SNPs in 9 genes as follows, plus the above 31 environmental variables to test

our proposed approach: IL-1 beta gene: rs1143634, rs16944, rs3917354, rs3917356; IL-6
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gene: rs2069825, rs1818879, rs1548216, rs1800795; MMP3: rs522616, rs595840, rs602128,

rs680753; TF: rs1324214, rs1361600, rs3354, rs391763…, and so forth.

Figure 1 displays a subset of our MI data for one of the selected gene (IL-1 beta), which is

known to be related to metabolic pathways and involved in MI. The figure shows 62 SNPs

(columns) for this gene and 47 subjects (rows). For each SNP, there are three genotype

categories as we have discussed in section 2.2: homozygous common marked with blue

color (coded as 0), homozygous rare marked with yellow (coded as 2), heterozygous marked

with red (coded as 1) and missing or unknown are marked with gray. In the figure we can

see that many SNPs are strongly correlated, which indicate that the genetic information is

highly redundant. One of the important questions is: can we reduce the number of SNPs

needed to be genotyped to save on the cost, while preserving the good predictive

performance for disease outcomes?

To evaluate the performance of our proposed model and algorithm without bias and to

examine if the sequential procedure is asymptotically consistent for both selections and

predictions, Cross-Validation (CV) is used for optimizing the number of selected variables

in the context of building prediction model, which also helps to avoid over-fitting. Standard

10-fold Cross-Validation was performed. In our MI data set, there are 820 cases and 1026

controls. The sample was randomly divided into 10 equal subsets for both case and control.

One subset including both cases and controls was randomly picked as first CV set; the rest

was used as training data. The training data was presented to the sequential algorithm to

build the model and selection of the optimal set of SNPs was performed. CV sets were

applied to the best prediction model, which was associated with the highest training

accuracy. SNPs were selected and the average CV accuracies from 10 CV sets were

calculated to evaluate the performance, which is reported in our result section below.

3.1.2 Results—Table 1 lists the average 10-fold CV accuracies and the standard

deviations for our proposed Sequential Support Vector Regression with Minimum Entropy

Selection method (SSVRMES). The results of other popular approaches discussed earlier:

SVMRFE, LRLR, CART, and LOGICFS are also presented. The penalty parameter λ values

of our SSVRMES and SVMRFE were tested in the range of 0.0–1.0 by increments of 0.01,

and the final value was chosen based on the lowest 10-fold CV error rate. The parameters

for the stopping rule were 0.001 for the prediction accuracy and 0.01 for entropy gain or

loss. The window sizes evaluated for SSVRMES were varied from 5 to 15. The numbers of

nodes for CART were tested from the smallest tree containing only 10 seed nodes and

allowed to grow until the classification or prediction performance would not change in any

profound way. All the parameters from the compared approaches were tested first and

selected based on best 10-fold CV performance for each, and then they were further applied

to the data sets for comparing and evaluating their performances.

According to the results, our proposed SSVRMES is superior to these four methods. Note

that LOGICFS is designed only for categorical SNPs data and the 10-fold CV accuracies of

LOGICFS presented in Table 1 were obtained only based on SNPs data. This might be a

reason it performed worst since MI is a complex disease, which involves both genetic and

environmental factors, and their interactions. To better visualize the performance of our

proposed SSVRMES, we recorded and examined the prediction accuracy changes of the

constructed SV model as the number of variables selected from SSVRMES. We also

implemented and compared SSVRMES to the simpler Naive Bayesian classifier (denoted as

NBCPT) and a more complex classifier CART and applied both to our MI data. Figure 2

displays the 10-fold CV accuracies of NBCPT, CART and our SSVRMES for MI data as the

number of dimensions increases from 1 to 30 for two typical runs. The results of SVMRFE,

LOGICFS and LRLR are also displayed in the same figure.
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Results show that the performance of SVMRFE is relatively close to that of our approach,

but on the average, our method outperformed SVMRFE. These results demonstrate our

rational reasons for our proposed model and algorithm: 1) Although SVMRFE was designed

for high dimensional data with embedded learning and optimization strategy and has shown

good performance on problems of gene selection for microarray data, the information

redundancy and highly correlated variables are not considered; 2) Besides embedded

optimization strategy, our algorithm embedded additional entropy measure that helped to

remove the redundant variables that may hurt the prediction performance while SVMRFE

did not. Our results confirm that better generalization performance can be achieved if

embedding the minimum redundancy versus maximum relevance in supervised learning

framework to achieve scarcity.

The 10-fold CV accuracy may not be independent of one another. Instead, there are positive

correlations among them, and the standard deviation may be under-estimated. Therefore, we

also run a 3-fold CV, where there is less correlation present. Results show that the CV

accuracy of standard deviations is consistent with 10-fold CV. Moreover, although the first

set of SNPs selected was varied; the variations or standard deviations in prediction error of

our proposed SSVRMES are consistently better than those of other approaches, even with

different window sizes (e.g., 5 or 10). However, the selected SNPs in the final data set were

slightly different with different window sizes. To further evaluate our proposed model and

algorithm, we performed a simulation study and applied the proposed approach to a larger

SNP-disease data set: North American Rheumatoid Arthritis Consortium (NARAC) data,

which are discussed next.

3.2. Simulation study

To further evaluate our proposed model and algorithm and compare with existing

approaches, we conducted a simulation study using simulated SNP data sets that mimic

some of the genetic and epidemiological features of the North American Rheumatoid

Arthritis Consortium Data [45]. Detailed descriptions of the simulated data, data generation

scheme, and the parameters are given by Witte, et al. [45] and the Genetic Analysis

Workshop 15 - problem 3. A large population of nuclear families was generated that

contains 2 million sibling pairs, and the RA affection status was determined for everyone

from a complex model [48]. For our simulation purpose, a random sample of 1500 families

was selected from families with an affected sib pair (case group) and another random sample

of 2000 families was selected from families where no member was affected (control group).

2000 simulated SNPs on nine unobserved trait loci were selected from 17,820 SNP markers

on chromosome 6. These generated SNPs had similar properties, such as LD, to those

observed in the real RA data [47]. Since GAW 15 - problem 3 provided 100 replicates of

simulated SNP and covariate data sets which were modeled after real RA data, these data

sets were ideal for evaluating our proposed model and algorithm for SNP selection and

disease classification purposes.

We extracted tuning data from 100 replicates generated from the same simulated population.

The penalty parameter λ values were tested in the range of 0.0–1.0 by increments of 0.2, and

the final value was chosen based on the highest classification accuracy the tuning set. The

parameters for the stopping rule were 0.001 for the prediction accuracy and 0.01 for entropy

gain or loss. The window sizes for SSVRMES were varied from 5 to 15. To reduce the

selection bias and for unbiased evaluation of the performance, we conducted 10-fold CV to

estimate the classification accuracy of the resulting model. Training was performed 10 times

with the same parameter settings, but each time using a different 9/10 of the data for training

and 1/10 of the data for cross validation. Table 2 reports the classification accuracies from

our proposed SSVRMES for the simulated data sets with different λ values and window

sizes of 5 and 15.
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The numerical summary from Table 2 for the simulation study show that different λ values

lead to different numbers of selected SNPs and as λ increases the number of selected SNPs

decreases. This indicates that the penalty parameter did affect the SNP selection and also the

corresponding classification accuracy. This suggests that with a proper penalty value, the

selected SNPs and the constructed classifier will lead to less over-fitting and increased

prediction accuracy. According to our simulation study, with a window size of 5 (SNPs), an

average of 87 SNPs were found with an average of 78% classification accuracy with our

proposed SSVRMES. As the window sizes were varied (e.g., from 5 to 15), the variation

was low in the classification error rates based on Table 2. However, increasing the window

size tended to reduce the number of selected (relevant) SNPs. These may be due to the

combination smoothing effect on the high/low LD in the studied region.

The simulation data sets were also analyzed with publicly available software SVMRFE,

CART and LRLR for quantitative performance comparison with our SSVRMES. The

penalty parameter λ values of SVMRFE were tested similarly to SSVRMES. However,

CART and LRLR do not have penalty parameter λ and window sizes. Therefore, we only

compared the classification accuracy and the selected SNP sets from each approach. All

model parameters from all compared approaches were tested first, similarly to our working

example discussed in section 3.1. The final model of each approach was chosen based on the

best 10-fold CV accuracy. The performance comparison in SNP selections obtained by

different approaches shows that there is a relative consistent consensus among the various

methods as to the set of predictable SNPs (e.g., all indicated SNP0688 and SNP1240 as

being important) relevant to the disease outcomes, which is encouraging despite the

difference of error rates. For all compared approaches, about 4–8% of the SNPs (80–160

SNPs) were selected from the initial 2000 SNPs. Overall, SSVRMES performed better than

other approaches, with 76–84% accuracy and 2–4% standard deviations using 10-fold CV.

However, the methods did not agree on all predictive SNPs. For instance, SSVRMES,

SVMRFE and CART have found the three simulated loci (C, D, DR) on chromosome 6 to

be predictive for RA status, but LRLR missed D locus. This lack of agreement may be due

to the fact that some methods detected additive effects, such as LRLR, while others detected

both additive and multiplicative effects, such as SSVRMES.

3.3 Application to real Rheumatoid Arthritis data

3.3.1 North American Rheumatoid Arthritis Consortium Data—Rheumatoid

Arthritis (RA) is an autoimmune disease that causes chronic inflammation of the joints, the

tissue around the joints, or other organs in the body. RA affects more than two million

people in the United States; 70 percent of people with RA are women. RA may be triggered

by an infection in people with an inherited susceptibility. Although the disease itself is not

inherited, certain genes that create an increased susceptibility are. People who have inherited

these genes will not necessarily develop RA, but they may have higher risk. The severity of

the disease may also depend on the inherited genes [46]. The North American Rheumatoid

Arthritis Consortium (NARAC) lead by Peter Gregersen has provided microsatellite and

SNP scans, quantitative phenotypes, and clinical measures and was provided as part of the

Genetic Analysis Workshop 15. We evaluated our approach using a subset of the RA case-

control data file “CHR18SNP.dat” offered by NARAC. In the data file, a dense panel of

2300 SNPs was genotyped by Illumina [47] for an approximately 10 kb region of

chromosome 18q. This region has shown evidence of association with RA in previous

studies. These SNPs were individually genotyped on 460 cases and 460 controls recruited

from a New York City population. All 2300 SNPs with associated case control outcomes

were included to evaluate our approach.
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3.3.2 Results—Prior to our approach, we examined the association between RA case

control status and each of the SNPs using non-model based Pearson Chi-Square test. Since

the SNP allele expressions are not ordinal, a general test of association was used. 10.43%

(240) of the 2300 SNPs were found to be significantly associated with RA with significance

level of alpha taking the value of 0.10; no consideration was given to the effects of multiple

testing. Although this testing based approach provides the list of SNPs that are significantly

related to the RA statuses, it did not consider the correlations among SNPs and ignored the

redundancy. Therefore, these 240 selected SNPs could be still redundant and highly

correlated, and can be further eliminated to reduce the cost for genotyping and disease

prediction.

Table 3 lists the average 10-fold CV accuracies and standard deviations for our proposed

SSVRMES. The CV results of popular approaches SVMRFE, NBCPT, CART, LRLR, and

LOGICFS are also presented in the same table. Since the NARAC CHR18SNP case control

data only included SNP variables, the performance of SVMRFE, NBCPT, CART, and

LOGICFS were relatively close. LRLR performed worst and our proposed SSVRMES

performed best. Note that the number of SNPs that were actually selected by individual

methods varied.

To better visualize the performance of the SSVRMES we recorded the 10-fold CV

accuracies as the number of selected SNPs increased from 1 to 200. Note that the CV

accuracies stopped to increase after 200 SNPs for most of the runs, which is consistent with

the association analysis based on Pearson Chi-square test (240 SNPs). Figure 3 displays two

typical runs, and the average CV accuracies on the NARAC RA data for variable

dimensions 1 to 200 with NBCPT, LOGICFS, SVMRFE, CART, LRLR, and SSVRMES

approaches. It indicates that the CV accuracies of our SSVRMES are better than those of the

others. This is due to that their selections ignored the correlations among SNPs, while our

SSVRMES approach included embedded entropy measure, which reduced the redundancy

and helped to improve the generalization performance.

Furthermore, we implemented the popular scan statistic and sliding window methods for the

RA data, and present the results in Figure 4 left and right with window sizes 5 and 15,

respectively. For a window size of 5 SNPs, the scan statistic identified 76 SNPs as members

of 19 chromosomal regions with significance level alpha < 0.01 associated with Rheumatoid

Arthritis. Significant regions contained 4 SNPs on the average, ranging from 1 to 15 SNPs.

The two largest regions, each with 15 SNPs were at SNP number 136–150 and 1190–1204.

Compared to the scan statistic method, the sliding window was more likely to identify a

region as significant. Occasionally, the sliding window splits a scan statistic region into sub-

regions. The sliding window regions tend to be wide. For example, in the vicinity of SNP

183, the sliding window identified a significant region of 21 SNPs. The corresponding scan

statistic region included only 10 SNPs, roughly centered on the sliding window region.

Similar circumstances arose around SNPs 374, 600, and 1089. The sliding window

identified several regions containing one SNP with a significant disease association, with the

rest being marginally insignificant; while the scan statistic method did not have this issue.

This finding corroborates the notion that the scan statistic tends to be more conservative in

identifying regions.

Increasing the window size tended to combine significant regions together, resulting in a

smoothing effect. This can be seen by comparing Figure 4-left and Figure 4-right. The

number of significant regions decreased from 12 to 6, and the number of SNPs included in

the significant regions increased. The scan statistic is more selective than the sliding window

in identifying significant regions. This may be considered as strength of the scan statistic
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approach. The more specific results of the scan statistic may increase efficiency of the

overall search process.

The drawbacks of sliding window and scan statistic methods compared to our proposed

methods are the following: the analysis conducted based on sliding window and scan

statistic methods cannot incorporate or control for environmental factors, which are believed

to be associated with RA. Specifically, factors such as age, body weight and smoking, which

potentially interact with genotypes, may change the results in a meaningful way. Moreover,

scan statistic and sliding window methods do not incorporate gene-gene interactions. In a

complex disease, it is not likely that the outcome is attributable to a single gene. Our

proposed sequential support vector regression method can incorporate both genomic and

environmental factors and their interactions and therefore may better account for these

interactions. It is obvious that the association tests in either scan statistic or sliding window

methods may not have been independent. The violated assumption of independence would

result in exaggerated p-values based on either scan statistic or sliding window methods, or

identification of regions that are more significant because of correlation rather than

association with the outcome. Last, scan statistic accounted for the spacing and ordering of

SNPs on the chromosome and quickly identified regions of the chromosome that are

associated with RA, but they are ranking methods. Therefore, they are less robust and may

not generalize well to unseen data for better prediction purpose.

4. Discussion

The type of model, learning algorithm and the number of variables are main factors for good

predictive and generalization performances given thousands of SNPs that are available in the

genome wide data for complex diseases. In this paper, our goal is to develop a joint

supervised learning model (classifier) and sequential embedded variable (SNP) selection

algorithm in order to achieve minimum redundancy and maximum relevance in the Support

Vector framework. The practical motivation is to develop prediction model that maximizes

the disease prediction performance and achieves the lowest possible genotyping effort for

diagnosis by simultaneous selections of non-redundant predictive SNPs. To do so, we

proposed a new statistical embedded learning algorithm, “Sequential Support Vector

Regression with Embedded Entropy” to deal with the redundancy in the highly correlated

high dimensional SNP data and to find an optimal set of informative SNPs enabling and

maximizing the disease prediction and classification of individuals in disease risk.

We compared our proposed methods to some popular methods for SNP-disease study.

Compared to the well known variable selection methods SVMRFE, LOGICFS, and LRLR,

our method gained higher CV accuracy on the average on two independent real complex

disease data sets. Results have demonstrated that our proposed method provides good

prediction, but with a much reduced SNP/variable set compared to methods in the literature.

Moreover, we have found that as the number of variables increases, the performances of the

complex models, such as our SSVRMES and SVMRFE increase while simpler models, such

as NBCPT stay at the same level of performance. The reason behind this may be due to the

fact that these complex models may detect those epistatic effects (gene-gene interactions)

which do not exhibit statistically significant marginal effects. The detection of epistatic

effects in higher dimensions requires even more complex models. In contrast, when lower

levels of LD are observed at given loci, a larger number of SNPs are required to predict

disease status, such as in the NARAC RA data set.

Our results also indicate that simpler models, such as logistic regression or naive Bayesian

classifier perform better when the number of variables is low. As the number of variables

increases, the prediction performance of complex models, such as SSVRMES or SVMRFE
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increase. This indicates that complex models are more suitable to identify multiple

susceptibility SNPs simultaneously. On the other hand, the requirement for more training

data is larger for complex models in order to catch the relationship of the variables in the

data. If the sample size is not sufficient, then the relation and model mined from the training

data is not suitable for the CV data and, as a result, poor generalization performance occurs.

Our study demonstrates that SSVRMES is more appropriate and is able to adjust model

architecture for large, rapidly evolving data sets.

Our study indicates that if high level LD occurs in the population that can be captured by the

prediction models and prior knowledge, then one to five SNPs are sufficient to obtain good

predictive performance. In our MI example, to illustrate our proposed method on a small

scale rather than genome wide, a small set of SNPs was selected based on the available

knowledge of high level LD and environmental factors. By applying our method, we have

achieved greater than 72% prediction accuracy with as few as 3 to 5 variables (Figure 2).

This demonstrates that the prediction accuracy can be improved if prior biological

knowledge, such as high LD regions or low minor SNP allele frequency is utilized during

the variable selections. In contrast, when lower levels of LD are observed at given loci, a

larger number of SNPs are required to predict disease status, such as in the case of the

NARAC CHR18SNP data set (Figure 3).

Although our study shows that there are low variations regarding the CV accuracy as the

window size varied from 5 to 15, the selected SNPs were slightly different due to the

smoothing effect. Optimal window size is dependent on the biological properties across

genome such as LD in the studied region and SNP density, and is not determined by the

algorithm itself. Our proposed algorithm is a greedy search method and it detects significant

SNPs in a sequential manner. Consequently, search space becomes smaller and smaller.

Therefore, for computational efficiency and to speed up the search, larger window size is

recommended for the context of dense SNP maps. For better determination of the optimal

window size, one may utilize biological knowledge on the studied SNPs, such as high or low

LD and the length of homozygous segments. Our future work may consider extending the

model and taking population parameters, such as allele frequency and recombination rate

into account.

Since the methods proposed in this paper are supervised learning methods, there are two

possible limitations for disease predictions with SNP data: 1) Although our method can

identify informative SNPs associated with clinical outcomes, if a researcher only recruits

participants from the healthy population, then these supervised methods cannot handle, such

"control only" data. In this case, unsupervised approaches and haplotype block approaches

are more suitable. 2) Currently, the approach proposed in this paper cannot infer/capture the

hidden SNPs that are not available on the genetic map. Future investigations of these areas

and investigations of whether there is power reduction compared to the selected SNPs with

direct assays of all common SNPs will be conducted. Since this work focuses on designing

embedded optimization and regularization in the SV framework, comparison with other

equivalent and comparable hierarchical Bayesian shrinkage methods for optimizing the

process of selecting predictive variables that are related to complex diseases will be

considered in our future work.
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Figure 1.

Graphical representation of individual genotypes for Gene IL-1 beta related to metabolic

pathways of Myocardial Infarction. 62 SNPs (columns) for 47 subjects (rows) are shown.

Blue: homozygous common allele; yellow: homozygous rare allele; red: heterozygous; gray:

missing or unknown. Many SNPs are highly correlated with redundancy.
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Figure 2.

10-fold CV accuracies from two typical runs for the MI data set under different number of

variables selected; variable dimensions 1 to 30. X: the number of variables selected; Y:

prediction accuracy. The color marks represent different methods: black: SSVRMES; dark

blue: SVMRFE; light blue: LOGICFS; red: CART; green: NBCPT; pink: LRLR.
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Figure 3.

10-fold CV accuracies from two typical runs for the Rheumatoid Arthritis data set under

different number of variables selected; variable dimensions increase from 1 to 200 given

2300 SNPs. X: number of variables selected; Y: prediction accuracy. The color marks

represent different methods: black: SSVRMES; dark blue: SVMRFE; light blue: LOGICFS;

red: CART; green: NBCPT. LRLR is not included due to its consistent worst performance

compared with the above listed approaches.
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Figure 4.

Results of scan statistic and sliding window methods for Rheumatoid Arthritis data with

window sizes 5 and 15. For window size 5 (5 SNPs) the scan statistic identified 76 SNPs as

members of 19 chromosomal regions with significant alpha < 0.01 RA association.

Significant regions contained 4 SNPs on the average, ranging from 1 to 15 SNPs. The two

largest regions, each with 15 SNPs were at SNP numbers 136–150 and 1190–1204.
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Table 1

10-fold CV accuracies for Myocardial Infarction data set.

Method 10-fold CV accuracy (mean (%) ± standard deviation (%))

SSVRMES 77.4 ± 1.9

SVMRFE 74.5 ± 2.1

CART 73.3 ± 2.7

LRLR 73.1 ± 4.0

LOGICFS 54.4 ± 1.5
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Table 3

10-fold CV accuracies for NARAC Rheumatoid Arthritis data set.

Method 10-fold CV accuracy (mean (%) ± standard deviation (%))

SSVRMES 81.4 ± 2.8

SVMRFE 75.8 ± 3.1

CART 72.3 ± 2.7

LRLR 67.4 ± 2.9

LOGICFS 74.5 ± 3.5
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