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Abstract

We advocate the notion of service overlay network (SON)
as an effective means to address some of the issues, in par-
ticular, end-to-end QoS, plaguing the current Internet, and
to facilitate the creation and deployment of value-added In-
ternet services such as VoIP, Video-on-Demand, and other
emerging QoS-sensitive services. A SON purchases band-
width with certain QoS guarantees from individual network
domains via bilateral service level agreement (SLA) to build
a logical end-to-end service delivery infrastructure on top
of existing data transport networks. Via a service contract,
users directly pay the SON provider for using the value-
added services provided by the SON.

In this paper we study the bandwidth provisioning prob-
lem for a service overlay network which is critical to the
cost recovery in deploying and operating value-added ser-
vices over the SON. We mathematically formulate the band-
width provisioning problem, taking into account various fac-
tors such as SLA, service QoS, traffic demand distributions,
and bandwidth costs. Analytical models and approximate so-
lutions are developed for both static and dynamic bandwidth
provisioning. Numerical studies are also performed to il-
lustrate the properties of the proposed solutions and demon-
strate the effect of traffic demand distributions and band-
width costs on the bandwidth provisioning of a SON.

1 Introduction

Today’s Internet infrastructure supports primarily best-
effort connectivity service. Due to historical reasons, the In-
ternet consists of a collection of network domains (i.e., au-
tonomous systems owned by various administrative entities).
Traffic from one user to another user typically traverses mul-
tiple domains; network domains enter various bilateral busi-
ness relationships (e.g., provider-customer, or peering) for
traffic exchange to achieve global connectivity. Due to the

nature of their business relationships, each network domain
is only concerned with the network performance of its own
domain and responsible for providing service guarantees for
its customers. As it is difficult to establish multi-lateral busi-
ness relationship involving multiple domains, the deploy-
ment of end-to-end services beyond the best-effort connec-
tivity that requires support from multiple network domains is
still far from reality. Such problems have hindered the trans-
formation of the current Internet into a truly multi-service
network infrastructure with end-to-end QoS support.

We propose and advocate the notion of service overlay
network (SON) as an effective means to address some of the
issues, in particular, end-to-end QoS, plaguing the current In-
ternet, and to facilitate the creation and deployment of value-
added Internet services such as VoIP, Video-on-Demand, and
other emerging QoS-sensitive services. The network archi-
tecture of a SON relies on well-defined business relationships
between the SON, the underlying network domains and users
of the SON to provide support for end-to-end QoS: the SON
purchases bandwidth with certain QoS guarantees from indi-
vidual network domains via bilateral service level agreement
(SLA) to build a logical end-to-end service delivery infras-
tructure on top of existing data transport networks; via a ser-
vice contract (e.g., a usage-based or fixed price service plan),
users1 directly pay a SON provider for using the value-added
services provided by the SON.

Figure 1 illustrates the SON architecture. A SON is
pieced together via service gateways which perform service-
specific data forwarding and control functions. The logical
connection between two service gateways is provided by the
underlying network domain with certain bandwidth and other
QoS guarantees. These guarantees are specified in a bilateral
SLA between the SON and the network domain. This archi-
tecture bypasses the peering points among the network do-
mains, and thus avoids potential performance problems as-
sociated with them. Relying on the bilateral SLAs a SON

1Users may also need to pay (i.e., a monthly fee) the access networks for
their right to access the Internet.
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Figure 1. An illustration of a service overlay
network.

can deliver end-to-end QoS sensitive services to its users via
appropriate provisioning and service-specific resource man-
agement.

In addition to its ability to deliver end-to-end QoS sensi-
tive services, the SON architecture also has a number of other
important advantages. For example, it decouples application
services from network services, thereby reducing the com-
plexity of network service management and control, espe-
cially in terms of QoS management and control. Network do-
mains are now concerned primarily with provisioning of data
transport services with associated bandwidth management,
traffic engineering and QoS guarantees on a much coarser
granularity (per SON). In particular, the notion of SON also
introduces a new level of traffic aggregation—service ag-
gregate: underlying network domains can aggregate traffic
based on the SON to which it belongs and perform traffic and
QoS control accordingly based on the corresponding SLA.
Under this architecture, a SON is responsible for ensuring
the end-to-end QoS of its services. Because of its service
awareness, a SON can deploy service-specific provisioning,
resource management and QoS control mechanisms (e.g., at
service gateways) to optimize its operations for its services.
Hence the SON architecture not only simplifies network QoS
management and makes it more scalable, but also enables the
flexible creation and deployment of new (value-added) ser-
vices.

Obviously the deployment of a SON is a capital-intensive
investment. It is therefore imperative to consider the cost re-
covery issue for a SON. Among many costs incurred in the
deployment of a SON (e.g., equipment such as service gate-
ways), a dominant recurring cost is the cost of bandwidth
that a SON must purchase from underlying network domains
to support its services. A SON must provision adequate
bandwidth to support its end-to-end QoS-sensitive services
and meet traffic demands while minimizing the bandwidth
cost so that it can generate sufficient revenue to recover its
service deployment cost and stay profitable. The bandwidth

provisioning problem is therefore a critical issue in the de-
ployment of the SON architecture. This study is devoted to
this issue. The design and implementation of the SON archi-
tecture will be left to another paper.

We develop analytical models to study the problem of
SON bandwidth provisioning and investigate the impact of
various factors on SON bandwidth provisioning: SLAs, ser-
vice QoS, bandwidth costs and traffic demands. We consider
the so-called pipe SLA model as an example to illustrate how
the SON bandwidth provisioning problem can be formally
defined. The analyses and solutions can be adapted to the
so-called hose SLA model [9], which due to space limitation
we do not consider in this paper. In Section 2 we describe
how the SON logical topology can be represented under the
pipe SLA model and present the assumptions of our model.
We study the static and dynamic SON bandwidth provision-
ing problems in Section 3 and Section 4, respectively. Ana-
lytical models and approximate solutions are developed for
both static and dynamic bandwidth provisioning. Numerical
studies are also performed to illustrate the properties of the
proposed solutions and demonstrate the effect of traffic de-
mand distributions and bandwidth costs on SON bandwidth
provisioning.

The notion of overlay networks has been used widely
in telecommunication and data networks. For example,
more recently content distribution networks and applica-
tion layer multicast networks have been used for multimedia
streaming [3]; Detour [14] and Resilient Overlay Network
(RON) [1] employ the overlay technique to provide better
routing support. Moreover, the overlay technique has at-
tracted a lot of attention from industries [4, 5] as a means to
deliver diverse QoS-sensitive services over the Internet. The
service overlay network we propose here is simply a general-
ization of these ideas. Perhaps what is particularly interesting
is the use of SONs to address the end-to-end QoS deployment
issue. The major contribution of our paper however lies in
the study of the SON bandwidth provisioning problem. Our
approach and formulation also differ from the traditional ca-
pacity planning in telephone networks (e.g. [10, 11]) in that
we explicitly take into account various factors such as SLAs,
QoS, traffic demand distributions.

2 Service Overlay Networks: Assumptions
and Bandwidth Provisioning Problems

In this section we first describe a logical topology repre-
sentation of a SON under the pipe SLA model and a simpli-
fying assumption on service QoS. Two modes of bandwidth
provisioning—static and dynamic bandwidth provisioning—
are then introduced. We conclude this section by presenting a
traffic demand model and a few notations regarding the ser-
vice revenue and bandwidth cost for formulating the band-

2

Proceedings of the 10 th IEEE International Conference on Network Protocols (ICNP’02) 
1092-1648/02 $17.00 © 2002 IEEE 



T
t

t, basic time unit for measuring traffic demand

T, time period for static bandwidth provisioning
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Figure 2. Traffic demands.

width provisioning problem.

2.1 SON and Service QoS

The pipe SLA model is a common SLA model used in to-
day’s Internet. Under the pipe model, a SON can request
bandwidth guarantees between any two service gateways
across a network domain (see Fig. 1); in other words a “pipe”
with certain bandwidth guarantee is provisioned between the
two service gateways across the network domain. To empha-
size the relationship between service gateways and underly-
ing network domains, we denote the logical (uni-directional)
connection from a service gateway u to a neighboring ser-
vice gateway v across a network domain D by hu; v;Di, and
refer to it as a logical link (or simply a link) between u and v
across D. Note that between a SON and the access networks
where traffic to the SON originates and terminates, the hose
SLA model is assumed to be used where certain amount of
bandwidth is reserved for traffic entering or exiting the SON.
We can treat each access network A as a fictitious service
gateway uA. Then we can talk about “connection” between
uA and a neighboring service gateway v across A and the
corresponding “logical link” huA; v;Ai.

Given a logical link l = hu; v;Di, a SON provider will
contract with the network domain D to provide a certain
amount of bandwidth guarantee cl between the service gate-
ways u and v across D. The bandwidth provisioning prob-
lem of the SON is then to determine how much bandwidth
to be provisioned for each link l = hu; v;Di so that: 1) the
end-to-end QoS required by its services can be supported ad-
equately; and 2) its overall revenue or net income can be
maximized.

Although the QoS that a SON must support for its services
can be quite diverse (e.g., bandwidth, delay or delay jitter
guarantees), in almost all cases a key component in provid-
ing such guarantees is to exert some form of control on the
link utilization level, i.e., to ensure the overall load on a link
does not exceed certain specified condition. Consequently,
for the purpose of bandwidth provisioning, we assume that it
is possible to map service QoS guarantee requirements to a

link utilization threshold2. To state this assumption formally,
we assume that a link utilization threshold �l is specified for
each link l; and to ensure service QoS, the bandwidth cl on
link l must be provisioned in such a way that the average
link utilization stays below �l (averaged over the basic unit
of time, see Section 2.3) .

2.2 Bandwidth Provisioning Modes

We consider two modes of bandwidth provisioning under
the pipe model: static bandwidth provisioning and dynamic
bandwidth provisioning. In the static bandwidth provision-
ing mode, a SON contracts and purchases a fixed amount
of bandwidth a priori for each link connecting the service
gateways from underlying network domains. In other words,
the bandwidth is provisioned for a (relatively) long period of
time without changing. In the dynamic bandwidth provision-
ing mode, in addition to the ability to contract and purchase
bandwidth for each link a priori, a SON can also dynamically
request for additional bandwidth from underlying network
domains to meet its traffic demands, and pay for the dynam-
ically allocated bandwidth accordingly. To account for the
potential higher cost in supporting dynamic bandwidth pro-
visioning, it is likely that underlying network domains will
charge a SON different prices for statically provisioned and
dynamically allocated bandwidth. Hence in either mode the
key question in bandwidth provisioning for a SON is to deter-
mine the appropriate amount of bandwidth to be purchased
a priori so that the total net income of the SON is maxi-
mized while maintaining the service QoS to meet the traffic
demands.

2.3 Traffic Demand, Service Revenue and Band-
width Cost

We now describe the traffic demand model for a SON.
Recall that we assume that traffic always originates from and
terminates at access networks. Given a source node s and
destination node d, for simplicity we assume that a fixed
route r consisting of a series of links connecting s and d is
used to forward traffic from s to d. Let R denote the col-
lection of routes between the source and destination nodes.
Then the traffic demands over a SON can be represented by
the traffic demands over these routes: for each r 2 R, let �r

2This particularly will be the case if the underlying network domain em-
ploys aggregate packet scheduling mechanisms such as FIFO or priority
queues. For example, it has been shown [2, 16] that in order to provide
end-to-end delay guarantees, link utilization must be controlled at a certain
level. Hence from the bandwidth provisioning perspective we believe that
this assumption on service QoS is not unreasonable in practice. In fact it is
said that many of today’s network service providers use a similar utilization
based rule (e.g., an average utilization threshold of 60% or 70%) to provi-
sion their Internet backbones.
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denote the (average) traffic demand (also referred to as traf-
fic load) along route r measured over some period of time
t (see Fig. 2). The period t is relatively short, for example
in seconds or a few minutes, compared to the time scale of
static bandwidth provisioning, denoted by T , which could be
in several hours or days (or longer). The period t is con-
sidered as the basic unit of time. The set f�r : r 2 Rg
then represents the traffic demands over the SON during the
time unit they are measured, and is referred to as the traf-
fic demand matrix of the SON. Note that traffic demands are
always measured in units of bandwidth.

To capture traffic demand fluctuations over time, we as-
sume that the traffic demand �r along a route r varies accord-
ing to some distribution3. We denote the probability density
function of the traffic demand distribution of �r by d�r. Then
the probability that the traffic demand �r exceeds x units of
bandwidth is given by

R1
x

d�r. Let ��r =
R1
0

�rd�r, i.e.,
��r is the (long-term) average traffic demand along route r
over the time period for static bandwidth provisioning. Fur-
thermore, we assume that traffic demand distributions along
different routes are independent. In this paper, we will study
the bandwidth provisioning problem by considering a traffic
demand model based on the M=G=1 input process [12, 13],
which takes into account the widely observed self-similar
property of the Internet traffic. (See [7, 8] for studies based
on other traffic demand models.)

For each route r, we assume that a SON receives er
amount of revenue for carrying one unit of traffic demand per
unit of time along route r. On the other hand, for each logical
link or pipe l connecting two service gateways, a SON must
pay a cost of �l(cl) per unit of time for reserving cl amount
of bandwidth from the underlying network domain. We refer
to �l as the bandwidth cost function of link l. Without loss of
generality, we assume that �l is a non-decreasing function.

3 Static Bandwidth Provisioning with Penalty

In static bandwidth provisioning, a certain amount of
bandwidth overprovisioning is needed to accommodate some
degree of fluctuation in traffic demands. The key challenge
in static bandwidth provisioning is therefore to decide the op-
timal amount of bandwidth overprovisioning. To accommo-
date some degree of fluctuation from the long-term average
traffic demands, we introduce an overprovisioning parameter
�l on each link l, �l � 0. The meaning of the overprovision-
ing parameter �l is given as follows: we will provision cl
amount of bandwidth on link l such that as long as the over-
all traffic load on link l does not exceed its long-term average
load by �l, the service QoS can be maintained, i.e., the link
utilization is kept below the pre-specified threshold �l. To

3This traffic demand distribution can be obtained, for example, through
long-term observation and measurement.

put it formally, define ��l =
P

r:l2r ��r, where l 2 r denotes
that link l lies on route r. Then

��l(1 + �l) = (1 + �l)
X
r:l2r

��r � �lcl; 8l 2 L (1)

where L is the set of all links of the SON.
We now consider how to obtain the optimal overprovi-

sioning parameters under given traffic demand distributions.
We study this problem by taking into account the conse-
quence of potential QoS violations when actual traffic de-
mands exceed the target link utilization. For this purpose,
we assume that a SON may suffer a penalty when the tar-
get utilization on a link is exceeded, and therefore service
QoS may potentially be violated. We refer to this model as
the static bandwidth provisioning with penalty model, or in
short, static-penalty model.

For each route r, let �r denote the average penalty suf-
fered by per unit of traffic demand per unit of time along
route r when the service QoS along the route is potentially
violated. Given a traffic demand matrix f�rg, let Br(f�rg)
denote the probability that the service QoS along route r is
potentially violated, more specifically, the target utilization
on one of its links is exceeded. Then the total net income of
a SON for servicing a given traffic demand matrix f�rg can
be expressed as follows:

W (f�rg) =
X
r2R

er�r �
X
l2L

�l(cl)�
X
r2R

�r�rBr(f�rg);

(2)
where in the above we useW (f�rg) to emphasize the depen-
dence of the total net income on the traffic demand matrix
f�rg. When there is no confusion, we may drop f�rg from
the notation.

Let df�rg denote the joint probability density function
of a traffic demand matrix f�rg, where recall that d�r is
the probability density function of a traffic demand �r along
route r. Then the expected net income of a SON under the
traffic demand distributions fd�rg is given by

E(W ) =

Z
�

Z
f�rg

W (f�rg)df�rg; (3)

where
R
�
R
f�rg

denotes multiple integration under the joint
traffic demand distribution fd�rg.

Now we can state the problem of static bandwidth provi-
sioning with penalty as the following optimization problem:
finding the optimal overprovisioning parameters f�lg to max-
imize the expected net income, i.e.,

max
f�lg

E(W ) subject to (1). (4)

Unfortunately, the exact solution to this optimization
problem is in general difficult to obtain. It depends on both
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the particular forms of the traffic demand distributions fd�rg
and the service QoS violation probabilitiesBr. In the follow-
ing, instead of the exact solution, we shall derive an approx-
imate solution based on a lower bound on E(W ). (Due to
page limitations, we only sketch the derivation. We refer in-
terested readers to [8].) Before we present the approximate
optimal solution, we need to introduce one more set of nota-
tions. Define a small real number Æ > 0. For each route r,
let �̂r > ��r be such thatZ 1

�̂r

�rd�r � Æ: (5)

Since
R1
�̂r

�rd�r � �̂r
R1
�̂r

d�r = �̂rPrf�r � �̂rg, we have
Prf�r � �̂rg � Æ=�̂r. In other words, (5) basically says that
�̂r is such that the probability the traffic demand along route
r exceeds �̂r is very small, and thus negligible.

With these notations in place, we now present a lower
bound on E(W ) as follows (see [8] for the detailed deriva-
tion).

E(W ) �
X
r2R

er ��r �
X
l2L

�(cl)�
X
r2R

�r ��rBr(f�̂rg)

�
X
r2R

�rÆ(1 +
X
r0 6=r

��r
�̂r0

); (6)

where Br is the service QoS violation probability, i.e., at
least one of the links on route r is overloaded:

Br = 1�
Y
l2r

(1�Bl): (7)

Denote the right-hand side of (6) by V , then E(W ) � V .
From E(W ) � V , we have maxf�rgE(W ) � maxf�rg V .
Therefore we can obtain the best overprovisioning param-
eters that maximize V instead of the expected net income
E(W ) as an approximate solution to the original optimiza-
tion problem (4). Let f��l g be the solution to the optimiza-
tion problem maxf�rg V , and refer to them as the approx-
imate optimal overprovisioning parameters. Suppose that
f��l g are strictly positive, then a necessary condition for them
to be an optimal solution is that the gradient rV (with re-
spect to f�lg) must vanish at ��l ’s. Based on this observation
and through some simple algebraic manipulation, it is not
too hard to show that, f��l g can be obtained by solving the
following equations

@�l(cl)

@cl
= ŝl; 8l 2 L; (8)

in the above equation, ŝl is defined as

ŝl =
X
r:l2r

�r ��r
Y

k2r ;k6=l

[1�Bk(�̂k; ck)]�l; (9)

where �l = � d
dcl

Bl(�̂l; cl).

In the above derivation of the approximate optimal solu-
tion to the static bandwidth provisioning problem, we have
simply assumed the existence of Bl but not its form. Its par-
ticular form depends on the distribution of (average) traffic
demands on link l. In the following subsection, we consider
a traffic demand model based on the M=G=1 input process
to demonstrate the approximate optimal solution to the static
bandwidth provisioning problem.

3.1 M=G=1 Traffic Demand Model

Consider an M=G=1 input process, where the service
time has a heavy-tailed distribution. We assume that the
distribution of the service time has a finite mean. Let Xt

denote the number of customers in the system at time t,
for t = 0; 1; 2; : : :. Then the count process fXtgt=0;1;2;::: is
asymptotically self-similar. Let � denote the customer arrival
rate of the M=G=1 input process and � the mean service
time, then Xt has a Poisson marginal distribution with mean
�� [6].

Now we are ready to present the M=G=1 traffic demand
model. Consider an arbitrary route r. In the M=G=1 traffic
demand model, the (average) traffic demand (i.e., the average
traffic arrival rate in each unit of time) on the route is gov-
erned by the count process fXtgt=0;1;2;::: of an M=G=1
input process. For example, let �r;i denote the average traf-
fic demand in the ith unit of time, then we have �r ;i = Xi.
Let ��r denote the long-term average traffic demand on the
route. It is easy to see that ��r = ��, where � and � are the
customer arrival rate and the mean service time, respectively,
of the M=G=1 input process. As traffic demands along all
the routes are assumed to be independent, the average overall
traffic load on a link l is ��l =

P
r:l2r ��r.

Given the average overall load ��l and the link capacity cl,
it can be shown that the probability that the total load on link
l exceeds �cl = �lcl during any given unit of time is given

by Bl(��l; cl) = (
P1

i=(�cl+1)
��il
i! )e

���l . We extend the defi-
nition of Bl(��l; cl) to the non-integer values of cl by linear
interpolation. Moreover, at the integer values of cl we define
the derivative of Bl(��l; cl) with respect to cl to be the left
derivative. Then d

dcl
Bl(��l; cl) = Bl(��l; cl)�Bl(��l; cl � 1).

Therefore, �l = � d
dcl

Bl(�̂l; cl) = �lfBl(�̂l; (�lcl � 1)) �

Bl(�̂l; �lcl)g = �l
�̂
d�lcle

l

d�lcle!
e��̂l . By this definition of Bl, we

can obtain the (approximate) optimal overprovisioning pa-
rameters ��l ’s by solving (8).

We now discuss the effect of the shapes of ŝl’ and �l on
(approximate) optimal overprovisioning parameters ��l ’s as
well as their implication in static bandwidth provisioning.
Note first that the shape of ŝl is determined by �l, which
has a shape of (skewed) bell-shape with a center approxi-
mately at �̂l (it is essentially a Poisson probability density
function). Hence ŝl is a concave function of �l � 0. In

5
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particular, there exists �̂l such that ŝl is an increasing func-
tion in the range [0; �̂l] and a decreasing function in the range
[�̂l;1) (see Fig. 3). Intuitively, this means that as �l moves
from 0 towards �̂l, there is an increasing benefit in bandwidth
overprovisioning in terms of reducing potential QoS viola-
tion penalty. However, as �l moves beyond �̂l, there is a
diminished return in overprovisioning in terms of reducing
potential QoS violation penalty.

Suppose that �l is a linear function, i.e., �l(cl) = �lcl.
Then @�l(cl)

@cl
= �l. Hence (8) becomes �l = ŝl. Suppose

�l = ŝl holds for some �l � 0. Because of the shape of ŝl,
there potentially exist two solutions �l;1 and �l;2, 0 � �l;1 �
�̂l � �l;2 such that �l = ŝl. In particular, as ŝl is a decreasing
function in the range [�̂l;1), �l;2 always exists. As @V

@cl
is

positive in the range (�l;1; �l;2), and is negative in the ranges
[0; �l;1) and (�l;2;1), we see that with respect to link l, V
is maximized at either ��l = �l;2 or at ��l = 0 (whereas it is
minimized at �l;1).

In the following, we conduct numerical studies to illus-
trate the properties of the analytic results we obtained and
demonstrate the effects of various parameters on static band-
width provisioning. For this purpose, we consider a simple
setting: a single route over a single link. (See [8] for numer-
ical studies in more complex settings.)

Unless otherwise stated, the following parameters will be
used in the numerical studies: the long-term average traffic
demand on the route is 200 (measured in unit of bandwidth
per unit of time), i.e., ��r(= ��l) = 200, and er = 4, �l = 1,
�r = 2. We set Æ = 5 and the target utilization threshold
�l = 0:8.

Fig. 3 shows ŝl as a function of �l with three different
values of �r: �r = 1; 2; 3. In the figure we also include a line
corresponding to �l = 1 to illustrate how ��l can be obtained
as the solution to ŝl = �l. Recall that, ��l = �l;2 (the right
intersecting point). From Fig. 3 we see that as the penalty �r
increases, ��l also increases. Hence for a higher penalty it is
necessary to overprovision more bandwidth to guide against

potential QoS violations. Likewise, as we increase the per-
unit bandwidth cost �l (i.e., moving up the line of �l), ��l
decreases. In other words, as the bandwidth cost increases,
it is beneficial to reduce overprovisioned bandwidth so as to
maximize the net income.

To highlight the relationship between bandwidth cost and
overprovisioning in Fig. 4 we plot the overprovisioning pa-
rameter ��l as a function of the per-unit bandwidth cost �l
(note the decreasing order of �l on x-axis). We see that as the
per-unit bandwidth cost �l decreases (from 2 to 1), the over-
provisioning parameter ��l increases, i.e., it is more beneficial
to overprovision more bandwidth. This is not surprising.

In this section, we have studied the static bandwidth pro-
visioning mode, where during a relatively long period, the
provisioned bandwidth on a link will not be changed. The
static bandwidth provisioning mode is simple in bandwidth
management, but may result in inefficient bandwidth usage
facing traffic demand fluctuations. In the next section, we
will study the dynamic bandwidth provisioning mode, where
the link bandwidth could be dynamically adjusted according
to the traffic demand fluctuations in relatively shorter time
intervals.

4 Dynamic Bandwidth Provisioning

In this section we study the dynamic bandwidth provision-
ing problem. As pointed out in Section 2, to account for
potential higher cost in supporting dynamic bandwidth pro-
visioning, it is likely that underlying network domains will
charge a SON different prices for statically provisioned and
dynamically allocated bandwidth. Hence we assume that for
each link l, the cost for reserving cl amount of bandwidth
statically is, as before, �l(cl); while the cost of reserving
the same amount of bandwidth dynamically is �0

l(cl), where
�0
l(cl) � �l(cl). Given this price differential, a key question

for a SON is to determine how much bandwidth should be re-
served statically on each link l a priori to meet certain base
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Figure 6. Effects of �0l on cl and
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traffic demands, while dynamically allocating bandwidth to
meet additional traffic demands as needed. The objective is
again to maximize the overall long-term expected net income
of a SON.

To focus on the dynamic bandwidth provisioning prob-
lem, we assume that underlying network domains possess
abundant bandwidth that dynamic requests for additional
bandwidth from a SON are always satisfied. In other words,
no request is blocked. Under this assumption, for a given
traffic demand matrix f�rg, it is possible to compute the ex-
pected additional bandwidth that needs to be dynamically al-
located to meet the traffic demands. This can be done, for ex-
ample, using the M=G=1 traffic demand model introduced
in the previous section. However such precise formulation is
extremely complicated, and consequently the corresponding
optimization problem is unlikely to be tractable. In the fol-
lowing, we will first describe an approximate model based on
the marginal distributions of the traffic demands on the links
of a SON; and then present an adaptive heuristic algorithm
for dynamic bandwidth provisioning based on online traffic
measurements.

4.1 Approximate Model

Suppose for each link l 2 L, cl amount of bandwidth has
been provisioned statically a priori. Given a traffic demand
matrix f�rg, we approximate the expected additional band-
width that must be dynamically allocated to meet the traffic
demands by the following expression:

�cl =

�
�l
�l
� cl

�+

; (10)

where �l =
P

l2r �r. Then �cl > 0 if and only if �l > �lcl.
Using (10) we can write down the approximate overall net
income a SON generates for a given traffic demand matrix

f�rg:

~W (f�rg) =
X
r2R

er�r �
X
l2L

�l(cl)�
X
l2L

�0
l(�cl): (11)

Integrating on both sides of (11) over the (joint) distribution
of df�rg, we have

E( ~W ) =
X
r2R

er ��r �
X
l2L

�l(cl)�
X
l2L

Z
�

Z
�0
l(�cl)df�rg: (12)

The dynamic bandwidth provisioning problem can now be
formulated as the following optimization problem:

max
fclg

E( ~W ): (13)

Note that unlike the static bandwidth provisioning problem,
here we do not have any explicit QoS or target utilization
constraints. This is because we implicitly assume that when-
ever the target utilization threshold of a link is about to be
exceeded, additional bandwidth is dynamically allocated on
the link to meet the service QoS. We will refer to the opti-
mization problem (13) as the approximate model for dynamic
bandwidth provisioning. In the following, we will present
an (approximate) solution to the approximate model of the
dynamic bandwidth provisioning problem. For the detailed
analysis, we refer interested readers to [8].

Assume both bandwidth cost functions are linear, i.e., for
any l 2 L, �l(cl) = �lcl and �0

l(�cl) = �0l�cl, where �l �
�0l for any l. Let c0l be such that Prf�l > �lc

0
lg = �l=�

0
l.

Then the set fc0lg is an (approximate) solution to the dynamic
bandwidth provisioning problem. That is, c0l is the amount of
bandwidth to be statically provisioned on link l, while the
portion to be dynamically allocated on the link is given by
(10) with cl replaced by c0l, for a given traffic demand matrix
f�rg.

An intuitive interpretation of the above results is that un-
der the dynamic bandwidth allocation model, we need to stat-
ically reserve at most c0l amount of bandwidth on each link
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l, where the probability that the (average) aggregate load on
link l exceeds the statically reserved link bandwidth c0l equals
the ratio of the two prices on the link, �l=�0l. In the special
case that �l = �0l, i.e., the unit price of dynamically allo-
cated bandwidth is the same as that of the statically reserved
one, we have c0l = 0. Hence in this case, no static bandwidth
needs to be reserved.

4.1.1 Numerical Examples

In this section we perform numerical studies to illustrate the
properties of the dynamic bandwidth provisioning model,
and compare it with the static bandwidth provisioning model.
Unless otherwise stated, the per-unit bandwidth per-unit time
earning er = 4, and �l = 1, �0l = 1:5. The target link uti-
lization threshold �l is 0:8.

In the first set of studies, we examine the effects of the
per-unit bandwidth price �0l for dynamically allocated band-
width on the amount of bandwidth cl provisioned statically
a priori and the approximate revenue E( ~W ). In these stud-
ies, we use the simple network setting: a single route over a
single link. The traffic demand model is M=G=1 and the
long term average traffic demand on the route is 200. Fig. 6
presents the bandwidth cl provisioned statically (upper plot)
and the approximate revenueE( ~W ) (lower plot) as functions
of �0l, respectively. From the figure we see that as the per-unit
dynamic-bandwidth price increases, more bandwidth needs
to be provisioned statically a priori. However, the increase
in the amount of static bandwidth is not significant as �0l in-
creases from �0l = 1:1 to �0l = 2. On the other hand, as
we increase the price for dynamically allocated bandwidth,
the approximate revenue E( ~W ) decreases. This is due to the
fact that a SON needs to statically provision more bandwidth
a priori on each link, in addition to having to pay more for
dynamically allocated bandwidth.

In the next set of numerical studies, we compare the dy-
namic bandwidth provisioning model with the static band-
width provisioning model in terms of obtained approximate
revenues. We use the tree network topology (see Fig. 5). In
the following a ! b denotes a route from service gateway
a to service gateway b. The path with minimum “hop-count”
(i.e., service gateways) is used as the route between two ser-
vice gateways. In the tree topology, four routes are used:
R1 = S3 ! C1, R2 = S1 ! C1, R3 = S4 ! C2, and
R4 = S2! C2. In the numerical studies below, we use the
M=G=1 traffic demand model. Moreover, the expected traf-
fic demand for all routes is 200. We set er = 10, �r = 2 for
all routes, and �l = 1 for all links. The value of Æ is chosen
in such a way that Ær = 1

40�r. Fig. 7 presents the approxi-
mate revenue as a function of the (long-term) average traffic
demands for dynamic and static bandwidth provisioning, re-
spectively. From the figure we see that, for both dynamic
and static bandwidth provisioning models, the approximate

revenue increases as the average traffic demand increases.
Moreover, the dynamic bandwidth provisioning model has a
higher approximate revenue than that of the static bandwidth
provisioning model. Note also that as the average traffic de-
mand increases, the difference between the approximate rev-
enues of dynamic bandwidth provisioning and static band-
width provisioning becomes larger. This is possibly due to
the fact that, as the average traffic demand on a route in-
creases, traffic along the route becomes more bursty (recall
that the marginal distribution of traffic demand on a route
is Poisson), and the dynamic bandwidth provisioning model
works better than the static bandwidth provisioning model in
this case.

4.2 Adaptive Online Bandwidth Provisioning Al-
gorithm

In developing the approximate dynamic bandwidth pro-
visioning model, we have assumed that the (average) traf-
fic demands are known a priori for determining the addi-
tional bandwidth that must be dynamically allocated to meet
the traffic demands (10). The approximate model has very
nice computation and performance properties but in gen-
eral the traffic demand matrix may not be available a pri-
ori. In this section, we present a heuristic online bandwidth
allocation algorithm (for short online dynamic model) that
emulates the approximate dynamic bandwidth provisioning
model. The online dynamic model dynamically adjusts the
allocated bandwidth on a link according to the measurement
of the traffic demands on the links of a SON.

As before, let ��r denote the long-term average traffic de-
mand on route r, and ��l =

P
r:l2r ��r, the long-term average

traffic demand on link l. Based on the measurement of traffic
demands on the links, our target in this section is to deter-
mine the amount of bandwidth cl that should be statically
provisioned a priori to meet certain base traffic demands,
and the amount of bandwidth �cl that should be allocated
dynamically to accommodate the traffic demand dynamics
in a SON.

Let t denote a fixed time interval. In the online dynamic
model, the average traffic demand �l during each such time
interval is calculated at the end of the time interval. Based
on the measured average traffic demands and the contracted
service QoS, the bandwidth allocated on each link will be
adjusted accordingly at the end of the time interval. More-
over, the allocated bandwidth will be kept constant during the
next measurement time interval. In other words, the allocated
bandwidth is only adjusted at the end of each measurement
time interval. To reduce the frequency of allocating addi-
tional bandwidth or de-allocating extra bandwidth caused by
short-term traffic fluctuations, bandwidth will be allocated
in units of quota, which is a chunk of bandwidth [17] and
normally much larger than one unit of bandwidth. In the fol-
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lowing, we will denote the size of a quota by � (in unit of
bandwidth).

Let cl denote the amount of bandwidth that has been pro-
visioned statically on a link l a priori. In the online dynamic
model, cl is chosen in such a manner that, if the average traf-
fic demand on the link does not exceed ��l, the service QoS
will be honored, i.e.,

cl = d
��l
�l�

e�; (14)

note that, the initial static bandwidth is allocated in units of
quota.

Next, we discuss the allocation of additional bandwidth
and de-allocation of extra bandwidth on an arbitrary link l.
To reduce the possibility that the service QoS is violated,
the online dynamic model will allocate additional bandwidth
(a new quota) as soon as the average traffic demand is ap-
proaching the target link utilization level threshold, instead
of until the threshold is exceeded. Let �f denote a positive
number, and Cl the current total bandwidth on link l, i.e.,
Cl = cl + �cl. Then an additional quota will be allocated
onto link l as soon as �l > Cl�l� �f . �f is called the forward
threshold for allocating a new quota. Similarly, a backward
threshold for de-allocating an extra quota is defined as (de-
noted by �b (a positive number)): an extra quota is released
from link l only if �l < (Cl ��)�l � �b. As a summary, we
present the online dynamic model in pseudo-code in Fig. 9.

1. Set initial static bandwidth cl = d ��l
�l�

e�.
2. At the end of each measurement interval:
3. for each link l:
4. /* Cl: current total bandwidth on link l */
5. Calculate the average traffic demand �l.
6. if �l > Cl�l � �f
7. Cl = Cl +�
8. else if �l < (Cl ��)�l � �b
9. Cl = maxfcl; Cl ��g

Figure 9. Online dynamic model.

Because the online dynamic model only adjusts band-
width on links at the end of a measurement interval, it is
possible that the service QoS is violated during the course
of the interval. As in static bandwidth provisioning with
penalty in Section 3, certain penalty will apply in this case.
Let �r denote the average penalty suffered by per unit of traf-
fic demand per unit of time (the measurement time interval)
along route r when the service QoS along the route is vio-
lated. Then the revenue of the online dynamic model for a
measurement time interval is,

�V =
X
r2R

er�r�
X
l2L

�l(cl)�
X
l2L

�0
l(�cl)�

X
r2R

�r�r1f�l=Cl>�l:l2rg;

(15)

where the indicator function 1f�l=Cl>�l:l2rg = 1 if �l=Cl >
�l holds for any link l on route r, 0 otherwise.

In the following, we perform numerical studies to illus-
trate the bandwidth allocation behavior of the online dynamic
model based on the measurements of real Internet traffic. The
data trace we use was collected at the University of Auckland
Internet access link on December 1, 1999, lasted roughly
for 24 hours [15]. In this study, we only use the portion of
measurement from 10:00AM to 5:00PM and refer to it as as
Auckland data trace. Fig. 8 presents the average traffic ar-
rival rates (i.e. traffic demands) of the Auckland data trace,
where each point represents the average traffic demand for a
5 minute time interval (which is also used as the basic unit of
time, i.e., t = 5minutes, see Fig. 2). Let the basic unit of
bandwidth (traffic demand) be 1Kb=s, then the mean traf-
fic demand and the standard deviation of the Auckland data
trace traffic demand are 2096 and 442, respectively.

The following studies are carried out in the simple net-
work setting and the following parameters are used. The per-
unit bandwidth per-unit time earning er = 4, and �l = 1,
�0l = 1:5, �r = 2. The target utilization threshold �l = 0:8.
The size of a quota � = 0:6�, where � is the standard devi-
ation of the Auckland data trace. The forward and backward
threshold �f = �b = 0:3�.

Fig. 8 presents the average traffic demands (per
5minutes) and the corresponding allocated bandwidth in
the online dynamic model. For the purpose of comparison,
we also include the bandwidth provisioning behavior of the
approximate dynamic model. From the figure we see that the
online dynamic model is able to adjust the link bandwidth
according to the dynamics of the traffic demands on the link
and meanwhile remains insensitive to small short-time fluc-
tuations in traffic demands (for example, see the allocated
bandwidth at time 24; 25 and 26). Because of the nature
of the online dynamic model, sometimes the bandwidth on
a link could be less than the average traffic demand on the
link (for example, at time 14), where a penalty will apply.
(A penalty may apply in other cases.) Comparing the curve
of the approximate dynamic model with that of the online
dynamic model, we see that the online dynamic model ap-
proaches the approximate dynamic model reasonably well
(with a small lag interval), except that the approximate dy-
namic model has a smaller initial static bandwidth than the
online dynamic model. (However, recall that the initial static
bandwidth of the online dynamic model is only based on the
long-term average traffic demand while of the approximate
dynamic model, it relies on the distribution of the average
traffic demands.) Note also that the approximate dynamic
model is more sensitive to the fluctuations in traffic demands
than the online dynamic model.

Table 1 gives the mean revenues (per-unit time) of the
approximate dynamic model and the online dynamic model.
From the table we see that the approximate dynamic model
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Table 1. Per-unit time average revenue.
Approximate model Online model

Average revenue 5468 4152

has a higher per-unit time average revenue than the online
dynamic model. There are possibly two reasons. Firstly, un-
der this parameter setting, the amount of initial static band-
width of the online dynamic model is larger than that of the
approximate dynamic model; moreover, the bandwidth is al-
located in units of quota in the online dynamic model, which
also tends to reserve more bandwidth than needed. These
two factors cause a higher expense on the overlay with the
online dynamic model. Secondly, the online dynamic model
is measurement-based and the bandwidth on a link is only
adjusted at the end of the measurement time intervals. Con-
sequently, as we discussed before, service QoS may be vio-
lated during a time interval and incurs penalty on the over-
lay. However, given that the approximate dynamic model re-
quires the traffic demand matrix to be known a priori while
the online dynamic model does not, we believe the latter is a
good approximation to the former overall.

5 Conclusions and Future Work

In this paper, we studied the bandwidth provisioning prob-
lem for service overlay networks (SONs). We considered
both the static and dynamic bandwidth provisioning mod-
els, and our formulation of the SON bandwidth provision-
ing problem took into account various factors such as service
QoS, traffic demand distributions, and bandwidth costs.

The approximate optimal solution we developed to the
static bandwidth provisioning problem is generic in the sense
that it applies to different marginal distributions of the traffic
demands on the routes in a network, which makes the solu-
tion very attractive facing different traffic arrival behaviors.
The static bandwidth provisioning model is simple in terms
of network resource management but may result in inefficient
network resource usage if the traffic demands are highly vari-
able. In this kind of environments, the dynamic bandwidth
provisioning model outperforms the static bandwidth provi-
sioning model, albeit with more expensive network resource
management. We investigated the effects of various parame-
ters like static and dynamic bandwidth costs on the revenue
that a SON can obtain, which provides useful guidelines on
how a SON should be provisioned to stay profitable.

Currently, we are investigating the effects of time granu-
larity for measuring (average) traffic demands on the band-
width provisioning of a SON and the resulting network per-
formance. We are also interested in exploring the functional-
ities of service gateways in support of service-aware (multi-
path) routing, which may have great impact on how a SON

should be dimensioned and provisioned.
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