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Abstract—Distributed medium access control (MAC) is es-
sential for a wireless network without a central controller. In
previous work of the authors, a distributed MAC scheme has
been proposed to achieve guaranteed priority and enhanced
fairness performance. For a wireless network, the service time
distribution at the MAC sub-layer is important for performance
analysis (e.g., in terms of packet delay, packet dropping rate,
and admission region) at the network layer, because the network
layer performance is largely dependent on the high-order time-
domain statistics of the service provided by the MAC sub-layer.
This paper presents a service time distribution analysis of the
previously proposed distributed MAC scheme. Specifically, the
respective distributions of the node service time and the system
service time are derived. Simulation results verify the accuracy
of this analysis.

Index Terms—Performance analysis, medium access control,
service time.

I. INTRODUCTION

IN a wireless network, the wireless medium is shared by
all the nodes. To achieve efficient utilization of scarce

radio resources, the access to the medium among all the
nodes should be coordinated by medium access control (MAC).
MAC techniques can be loosely categorized into two groups:
centralized and distributed. Centralized MAC is performed at
a central controller (e.g., the base station in cellular networks).
The central controller collects information from all the nodes
and informs the nodes when and how they can access the
wireless channel. On the other hand, in distributed MAC,
each node determines its channel access time according to its
observation of the channel and limited information exchanges
with other nodes. Because of the advantages of scalability,
distributed MAC is particularly suitable for wireless networks
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without a central controller, for example, mobile ad hoc
networks and wireless mesh backbone networks [1], [2]. In
addition, although a wireless local area network (WLAN) may
have a central controller (i.e., the access point), distributed
medium access (i.e., distributed coordination function, DCF)
is mandatory in current IEEE 802.11 standards.

It is challenging to achieve quality-of-service (QoS) (e.g.,
reception quality, delay/jitter bound, and fairness) using
distributed MAC. The enhanced distributed channel access
(EDCA) in the IEEE 802.11e [3] has been proposed to
achieve relative service differentiation, in which nodes with
smaller arbitration interframe space (AIFS) and/or smaller
initial (CWmin) and maximum (CWmax) contention window
sizes can be in an advantageous position in channel contention.
However, no guaranteed priority is provided, and thus high
priority traffic performance may be affected by a large volume
of low priority traffic [4] [5]. In addition, although good long-
term fairness has been observed with DCF and EDCA, their
short-term fairness performance is poor due to the use of
binary exponential backoff [6]. When a node transmits its
packet successfully, its contention window size is reset to
the initial value CWmin. Its chance to win the subsequent
contentions continues to be high, thus leading to short-term
unfairness.

To solve the above problems, in [7] we have proposed
a black-burst based MAC scheme that slightly modifies the
EDCA. In this scheme, a higher priority traffic class can
obtain guaranteed priority over a lower priority traffic class.
Whenever there is higher priority traffic, lower priority traffic
cannot get access to the medium. Thus this scheme is particu-
larly effective in satisfying the delay requirements of real-time
traffic. Furthermore, in each traffic class, the channel access
time is distributed to all the nodes fairly in the short term.
This is suitable for non-real-time data traffic supported by
transmission control protocol (TCP), as the TCP performance
degrades greatly over a short-term unfair channel access
scheme [6]. Thus, our scheme is attractive for multimedia
traffic support in distributed settings. In [7], we have derived
the total throughput that can be provided by the MAC sub-
layer. However, the analysis of throughput (or equivalently,
a first-order statistic of service time) is not sufficient for
the purpose of network design supporting multimedia traffic
having heterogeneous QoS requirements. It is well accepted
that higher-order statistics of the service time at the MAC sub-
layer have significant effects on the higher layer performance
such as packet delay experienced by voice/video and end-
to-end throughput experienced by data with TCP. In other
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TABLE I
SUMMARY OF IMPORTANT SYMBOLS USED.

Symbol Definition

Ct contention window stage of the target node

{CW1, CW2, CW3} contention window setting

m1/m2 numbers of nodes having contention window CW1/CW2

N number of nodes in the network

n1/n2 number of non-target nodes having contention window CW1/CW2

Pm1,m2; k1,k2 probability that the system’s first successful transmission leads the system to state

(k1, k2), given that the system starts from state (m1,m2)

pCt,n1,n2; xt,x1,x2,x3 probability that the transmission vector is (xt, x1, x2, x3) at the next event, conditioned

on the current state being (Ct, n1, n2)

pm1,m2; y1,y2,y3(i) probability that the transmission vector is (y1, y2, y3) with the largest backoff timer

value i at the next event, conditioned on the current state being (m1,m2)

Qnode(N)/Qsystem(N) probability generating function of the node/system service time when there are a total

of N nodes

Qm1,m2 probability generating function of the time from a state (m1,m2) to any state with a

successful transmission

Tm1,m2; y1,y2,y3 transition function of the transmission vector (y1, y2, y3) from state (m1,m2)

Tx information packet exchange dialogue duration

tCt,n1,n2; xt,x1,x2,x3 average time duration of the transmission(s) with the transmission vector (xt, x1, x2, x3)

at the next event conditioned on the current state being (Ct, n1, n2)

tslot slot duration

xt number of transmission from the target node

x1/x2/x3 number of transmissions from non-target nodes having contention window CW1/CW2/CW3

y1/y2/y3 number of transmissions from nodes having contention window CW1/CW2/CW3

ψ(m1,m2) conditional probability that the system is at state (m1,m2) given a successful transmission

words, the MAC sub-layer service time distribution plays an
important role in the analysis and/or provisioning of packet-
level QoS (such as throughput, delay, jitter, loss rate, and
fairness) and call-level QoS (such as call blocking probability)
from the viewpoint of the network layer and beyond.

The service time distribution of IEEE 802.11 DCF and
EDCA is investigated in [8]-[14], based on analytical method-
ology and results in Bianchi’s model [15]. However, our
distributed MAC has a backoff procedure (as indicated in
Section II) different from DCF and EDCA, which makes a
model based on Bianchi’s work not applicable to our scheme.
Thus a different analytical model is needed. In this paper, we
present a theoretical analysis of the service time distribution
for the saturated case of our MAC scheme in [7].

The rest of this paper is organized as follows. The system
model is given in Section II. The node service time distribution
and system service time distribution are derived in Sections III
and IV, respectively. Here the node service time and system
service time refer to the duration between two consecutive
successful packet transmissions from a particular node and
from any nodes (in the system), respectively. Generally the
node service time analysis decouples a node from the system
with shared channel access, and indicates what services can
be received at a single node. On the other hand, the system
service time analysis gives the time-domain statistics of the
system capacity. The performance evaluation is given in Sec-
tion V, followed by concluding remarks in Section VI. As

many symbols are used in this paper, Table I summarizes the
important ones.

II. SYSTEM MODEL

Our distributed MAC scheme can be described as follows.
Consider a fully-connected network with a number of traffic
classes. Similar to the EDCA, a higher-priority traffic class
is assigned a smaller AIFS value. Without loss of generality,
class 1 traffic has the highest priority with the smallest AIFS
value, AIFS(1).

In both EDCA and our MAC scheme, each node’s backoff
timer is randomly selected from the range [1, CW+1], where
CW is the node’s current contention window size. In the
EDCA, once a node senses the channel being idle for an
AIFS of its traffic class, it starts to count down its backoff
timer by one if the channel continues to be idle for one more
slot. When the backoff timer reaches 0, the node transmits its
packet. In our MAC scheme, once a node senses the channel
being idle for an AIFS of its traffic class, it sends a black-burst
(i.e., pulses of energy) [16] to jam the channel, the length of
which (in the units of slot time) is equal to its backoff timer,
as shown in Fig. 1. The node then senses the channel after
its black-burst. If the channel is idle, the node transmits its
packet; otherwise, the node defers its transmission by keeping
the same contention window, selecting a new backoff timer,
and waiting for the channel to be idle for its AIFS again. Our
scheme has two properties: 1) only those nodes having the
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Fig. 1. The black-burst based MAC scheme [7].

smallest AIFS send a black-burst; and 2) among the nodes
that send a black-burst, only the ones with the longest black-
burst (or equivalently the largest backoff timer) transmit their
packets.

The first property can provide guaranteed priority among
different traffic classes. Consider the case of two nodes, node
1 with high priority and AIFS(1), and node 2 with low priority
and AIFS(2). Assume that the channel is idle at instant t.
Then nodes 1 and 2 are expected to sense the channel idle
from t to t+ AIFS(1) and t+ AIFS(2), respectively, as shown
in Fig. 2. At instant t+ AIFS(1), node 1 starts to transmit
its black-burst. Node 2 hears the black-burst, and defers its
transmission. So whenever there is a high-priority node, low-
priority node cannot access the channel, and when a low-
priority node transmits its black-burst, there should be no high-
priority node. In this way, guaranteed priority can be achieved
among different traffic classes by different AIFS values.

The second property can achieve enhanced fairness. In the
EDCA, the nodes with the smallest backoff timer transmit.
When a node transmits successfully, its contention window
is reset to the initial value, and thus its chance to win the
next contention is still large. When a packet transmission is
collided with, the contention window of the source node is
doubled (until the maximum value is reached), and thus its
chance to win the next contention is small. On the contrary, the
nodes with the largest backoff timer transmit in our scheme.
Upon a successful transmission, the node’s contention window
is reset to the initial value, so that its chance to have the
largest backoff timer among all the nodes and win the next
contention is small. Upon a collision of its packet, the node’s
contention window is doubled, and so it has a large chance
to have the largest backoff timer among all the nodes and
win the next contention. This means that our scheme can
distribute the channel access time more fairly (in a short term)
to the contending nodes than the EDCA 1. Similar to the
EDCA, if the number of transmission failures (e.g., due to
collisions and/or poor channel quality) for a packet at a node

1Although the node with the largest backoff timer transmits in our scheme
(as opposed to a node having the shortest backoff timer in the EDCA), the
approach does not cause a significant throughput degradation. It is because
our scheme can adopt small CWmin and CWmax, say 3 and 15 respectively,
with which 500 nodes can operate effectively, as shown in our previous work
[7]. In addition, the EDCA is suggested to be used if guaranteed priority
and enhanced short-term fairness are not the design objectives of the MAC
protocol, since the EDCA can achieve a slightly higher overall throughput as
demonstrated in our previous work.

Idle channel 
starts

t t + AIFS(1)

Node 1 starts
black-burst, node 

2 defers

t + AIFS(2)

Expected channel idle 
duration by node 1

Expected channel idle
duration by node 2

Time

Fig. 2. Guaranteed priority in our MAC scheme.

is more than a threshold, the packet is discarded, and the
contention window size is reset to the initial value CWmin.
This is effective for controlling packet delay, and also avoids
the following problem of wasted resources. If a source node
has a poor channel to its receiver, its transmissions will likely
be unsuccessful. However, the source node cannot distinguish
transmission errors due to collisions or due to a bad channel
condition, and thus will double its contention window size.
If the number of transmission attempts for a packet is not
bounded, the node will get more and more chances to access
the channel but will fail to have a successful transmission
due to the bad channel condition, thus leading to wasted
resources. In this paper, we consider only transmission errors
due to collisions. However, the method in [17] can be easily
incorporated into our analysis to address the case of a poor
channel condition.

In the following we study the case with only one traffic
class. The analysis for two or more traffic classes is our
further research plan. In the network, a three-contention win-
dow setting is adopted. The contention window size of each
node takes values from the set {CW1, CW2, CW3}, where
CW2 = 2 · (CW1 + 1)− 1 and CW3 = 2 · (CW2 + 1)− 1. In
Section V, it will be seen that the probability of a node having
contention window CW3 is very small (as small as 4% in the
example given there). Thus, when a setting of 4 or more con-
tention windows ({CW1, CW2, CW3, CW4, ...}) is adopted,
the probability of a node having contention window CW4 or
beyond will be much smaller, and is likely to be negligible for
the analysis of the service time distribution. In our previous
work [7], it has been demonstrated that the network throughput
only changes slightly when the number of nodes in the net-
work changes from 5 to 500, with a three-contention window
setting {CW1 = 3, CW2 = 7, CW3 = 15}. Therefore, the
three-contention window setting works reasonably well for
a very large number of nodes. This feature can facilitate
network parameter setting, particularly when the network size
is unknown in advance. It is quite different from the case in
the DCF or EDCA, where the system performance is more or
less sensitive to the number of nodes for a specific contention
window setting. Therefore, we suggest that a three-contention
window setting {CW1 = 3, CW2 = 7, CW3 = 15} be
adopted in our scheme regardless of the network size, and
present the performance analysis in the following.
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III. NODE SERVICE TIME DISTRIBUTION

Consider N nodes in the network having IDs from 1
to N , and suppose that each node always has backlogged
traffic to transmit. Node 1 is selected as the target node, for
which we will get the node service time distribution. The
derivation consists of two steps. The first step is to get the
state distribution of the whole system. The second step is to
obtain the state transition probabilities from the viewpoint of
the target node, and to further obtain the node service time
distribution.

A. State Distribution of the Whole System

Let Ct denote the contention window stage of the target
node, i.e., Ct = i (∈ {1, 2, 3}) means that the target node
has a contention window CWi. Let n1 (≤ N − 1) and n2

(≤ N − 1 − n1) denote the numbers of the other N − 1
nodes (called non-target nodes) that have contention window
CW1 and CW2, respectively. Then the number of non-target
nodes having contention window CW3 is n3 = N − 1 −
n1 − n2. In the system, after all nodes complete their black-
burst transmissions, a successful or a collided transmission
will occur, which is referred to as an event. At the end of each
event, we sample the vector (Ct, n1, n2), and the evolution
of this vector forms a Markov chain. We use state (1, 1, 0)
as an example for N = 10. In this state, the target node has
contention window CW1, one of the non-target nodes (referred
to as node 2) has contention window CW1, and other non-
target nodes (nodes 3-10) have contention windowCW3. After
an event, the next state is (1, 1, 0) if the target node or node 2
transmits successfully, (1, 2, 0) if one of nodes 3-10 transmits
successfully, (2, 0, 1) if the target node and node 2 collide2,
(2, 1, 0) if the target node collides with one or more nodes
from nodes 3-10, (1, 0, 1) if node 2 collides with one or more
nodes from nodes 3-10, (1, 1, 0) if two or more nodes from
nodes 3-10 collide, and (2, 0, 1) if the target node, node 2,
and one or more nodes from nodes 3-10 collide. It can be
seen that either a successful transmission or a collision may
lead the state to remain the same at (1, 1, 0).

In general, in state (Ct, n1, n2), there may be one or more
transmissions from all of the N nodes in an event. Here a
transmission from a node means that the node has the largest
backoff timer (thus the longest black-burst) among all the
nodes and starts its information packet exchange dialogue after
its black-burst. Define a transmission vector (xt, x1, x2, x3),
where xt ∈ {0, 1} is the number of transmission from the
target node, and where x1 (≤ n1), x2 (≤ n2), and x3

(≤ n3) are the number of transmissions from non-target
nodes having contention window CW1, CW2, and CW3,
respectively. Obviously when xt + x1 + x2 + x3 = 1, a
successful transmission happens; when xt+x1+x2+x3 > 1, a
collision occurs. Then after an event with transmission vector

2Note that when we say “two or more nodes collide,” we mean that the
packets from the nodes collide.

(xt, x1, x2, x3), the next state of (Ct, n1, n2) is given by

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(Ct, n1 + x2 + x3, n2 − x2),
if xt = 0 and x1 + x2 + x3 = 1

(Ct, n1 − x1, n2 + x1 − x2),
if xt = 0 and x1 + x2 + x3 > 1

(1, n1, n2),
if xt = 1 and x1 + x2 + x3 = 0

(min[Ct + 1, 3], n1 − x1, n2 + x1 − x2),
if xt = 1 and x1 + x2 + x3 > 0.

(1)

Let pCt,n1,n2; xt,x1,x2,x3 denote the probability of the trans-
mission vector (xt, x1, x2, x3) at the next event, conditioned
on the current state being (Ct, n1, n2). We consider three cases
to determine this probability.

1) If x1 ≥ 1, or (Ct = 1 and xt = 1), at least one node with
contention window CW1 transmits. Then the largest backoff
timer among all the nodes is in the range [1, CW1 + 1]. The
transmission vector probability is given by

pCt,n1,n2; xt,x1,x2,x3

=
CW1+1∑

i=1

[(
1
xt

)( 1
(CW1 + 1) · 2Ct−1

)xt

·
( i− 1

(CW1 + 1) · 2Ct−1

)1−xt
]

·
[(
n1

x1

)( 1
CW1 + 1

)x1( i− 1
CW1 + 1

)n1−x1
]

·
[(
n2

x2

)( 1
CW2 + 1

)x2
( i− 1
CW2 + 1

)n2−x2
]

·
[(
n3

x3

)( 1
CW3 + 1

)x3( i− 1
CW3 + 1

)n3−x3
]
. (2)

Within the summation in (2), the first term is the probability
that the target node has the largest backoff timer i if xt =
1, or that the target node has a backoff timer less than i if
xt = 0; the second term is the probability that x1 nodes from
the n1 non-target nodes with contention window CW1 have
the largest backoff timer i while the others from the n1 nodes
have a backoff timer less than i; and so on.

The average time duration of the transmission(s) from the
beginning of the black-burst(s) until the end of the information
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packet exchange dialogue is given by3

tCt,n1,n2; xt,x1,x2,x3 = Tx + tslot · 1
pCt,n1,n2; xt,x1,x2,x3

·
CW1+1∑

i=1

i ·
[(

1
xt

)( 1
(CW1 + 1) · 2Ct−1

)xt

·
( i− 1

(CW1 + 1) · 2Ct−1

)1−xt
]

·
[(
n1

x1

)( 1
CW1 + 1

)x1( i− 1
CW1 + 1

)n1−x1
]

·
[(
n2

x2

)( 1
CW2 + 1

)x2( i− 1
CW2 + 1

)n2−x2
]

·
[(
n3

x3

)( 1
CW3 + 1

)x3( i− 1
CW3 + 1

)n3−x3
]

(3)

where tslot is the slot duration, and Tx is the information packet
exchange dialogue duration given by

Tx =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

AIFS + tRTS + tCTS + tDATA + tACK + 3SIFS,
if xt + x1 + x2 + x3 = 1, with RTS/CTS

AIFS + tRTS + tCTS timeout,
if xt + x1 + x2 + x3 > 1, with RTS/CTS

AIFS + tDATA + tACK + SIFS,
if xt + x1 + x2 + x3 = 1, no RTS/CTS

AIFS + tDATA + tACK timeout,
if xt + x1 + x2 + x3 > 1, no RTS/CTS

(4)
with tRTS, tCTS, tDATA, and tACK being the duration of request-
to-send (RTS), clear-to-send (CTS), DATA, and ACK frames,
respectively, SIFS the short interframe space, tCTS timeout the
CTS timeout value, and tACK timeout the ACK timeout value.
On the right side of the equality in (3), the second term is the
average duration of the longest black-burst in an event.

2) If x1 = 0, and (Ct = 1, xt = 0, x2 ≥ 1) or (Ct = 2, xt +
x2 ≥ 1) or (Ct = 3, x2 ≥ 1), no node with contention window
CW1 transmits, and at least one node with CW2 transmits. In
this case, the largest backoff timer among all the nodes is in
the range [1, CW2 + 1]. The transmission vector probability
is given by

pCt,n1,n2; xt,x1,x2,x3

=
CW2+1∑

i=1

FCt=1,i>CW1+1

[
1,

(
1
xt

)( 1
(CW1 + 1) · 2Ct−1

)xt

·
( i− 1

(CW1 + 1) · 2Ct−1

)1−xt
]

· Fi>CW1+1

[
1,

(
n1

x1

)( 1
CW1 + 1

)x1( i− 1
CW1 + 1

)n1−x1]

·
[(
n2

x2

)( 1
CW2 + 1

)x2( i− 1
CW2 + 1

)n2−x2
]

·
[(
n3

x3

)( 1
CW3 + 1

)x3
( i− 1
CW3 + 1

)n3−x3
]

(5)

3The time duration for a transmission is a variable. However, the random
part (i.e., black-burst length) is much smaller than the fixed part (i.e., Tx)
because the upper bound of the black-burst length in the unit of slot time
is (CWmax + 1) which can be selected to be very small (say 15+1=16) as
demonstrated in Section V. So we use the average time duration instead.

where the function Fc[a, b] is

Fc[a, b] =
{
a if c is true
b if c is false.

(6)

The average time duration of the transmission(s) is given
by

tCt,n1,n2; xt,x1,x2,x3 = Tx + tslot · 1
pCt,n1,n2; xt,x1,x2,x3

·
CW2+1∑

i=1

i ·FCt=1,i>CW1+1

[
1,

(
1
xt

)( 1
(CW1 + 1) · 2Ct−1

)xt

·
( i− 1

(CW1 + 1) · 2Ct−1

)1−xt
]

· Fi>CW1+1

[
1,

(
n1

x1

)( 1
CW1 + 1

)x1
( i− 1
CW1 + 1

)n1−x1
]

·
[(
n2

x2

)( 1
CW2 + 1

)x2( i− 1
CW2 + 1

)n2−x2
]

·
[(
n3

x3

)( 1
CW3 + 1

)x3( i− 1
CW3 + 1

)n3−x3
]
. (7)

3) Otherwise, no node with contention window CW1 or
CW2 transmits. The largest backoff timer among all the
nodes is in the range [1, CW3 + 1]. The transmission vector
probability and the average duration of the transmission(s) can
be obtained similarly.

From (1)-(7), we can obtain the transition probability matrix
of the Markov chain with states (Ct, n1, n2)’s, and we can
further obtain the steady state distribution, i.e., π(Ct, n1, n2)
for each state (Ct, n1, n2).

B. State Transition Probabilities of the Target Node

Next we take the viewpoint of the target node. The proba-
bility of the target node being at a contention window stage i
(∈ {1, 2, 3}) is given by

P (Ct = i) =
∑

n1,n2

π(Ct = i, n1, n2). (8)

For the target node in the saturated case, its service time
is the duration from the completion of a successful packet
transmission (which leads its contention window size to the
initial value CW1) until the completion of its next successful
packet transmission. We denote the completion of the previous
successful packet transmission as state S. We also let A, B,
and C denote the state that the target node has a contention
window CW1, CW2, and CW3, respectively, at the end of an
event. When the target node starts from state S, it immediately
goes to state A, because the target node resets its contention
window to CW1 upon a successful transmission.

Starting from state A, after an event of the system (which
may not associate with the target node), there are three
possible results:

• The target node does not have the largest backoff timer
among all the nodes, and thus it defers its transmission
and its contention window size remains at CW1 after the
event of the system. Here the next state remains to be A;

• The target node has the largest backoff timer among all
the nodes, but its transmission is collided with, and thus
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Fig. 3. The state transition diagram of the target node.

its contention window size is doubled (i.e., to CW2).
Here the next state is B;

• The target node is the only node with the largest backoff
timer, so that its transmission is successful, and its
contention window size remains at CW1. Here we let
D denote the state of a successful transmission of the
target node4.

We denote the transition probability from state i to j as
pi,j , and the average time duration of the transition (i.e.,
the time including the black-burst and the information packet
exchange in the event which leads state i to state j) as ti,j
where i, j ∈ {S,A,B,C,D} . For such a transition, define a
transition function

Tij(Z) = pi,jZ
ti,j . (9)

For simplicity of presentation, the variable Z is omitted from
Tij(Z) in the remainder of this paper. Note that TSA = 1
because state S is actually a sub-state of A.

We sample the state of the target node after each event of the
system, and form the state transition diagram as shown in Fig.
3(a). The annotation beside a transition is the corresponding
transition function. In this framework, the service time of the
target node is the time to transit from state S to state D along
any of the paths in the diagram. In the following, we first
derive the probability and time duration of each transition in
Fig. 3(a), and then we derive the distribution of the service
time from state S to state D along any path.

4Although state D is actually a sub-state of A, it is used here for
presentation simplicity.

The state A actually corresponds to a collection of states
(Ct = 1, n1, n2) of the system. Under the condition that the
target node is in state A, the system is in state (Ct = 1, n1, n2)
with probability π(Ct = 1, n1, n2)/P (Ct = 1). The state
transition of the target node from A to A means the target
node defers its transmission, i.e., xt = 0. So we have

pA,A =
∑

n1,n2

[π(Ct = 1, n1, n2)
P (Ct = 1)

·
∑

x1,x2,x3

pCt=1,n1,n2; xt=0,x1,x2,x3

]
(10)

and

tA,A =
1

pA,A

∑
n1,n2

[π(Ct = 1, n1, n2)
P (Ct = 1)

·
∑

x1,x2,x3

pCt=1,n1,n2; xt=0,x1,x2,x3 ·tCt=1,n1,n2; xt=0,x1,x2,x3

]
.

When the target node collides with one or more other nodes,
i.e., xt = 1, x1 + x2 + x3 ≥ 1, the next state from A should
be B. So we have

pA,B =
∑

n1,n2

[π(Ct = 1, n1, n2)
P (Ct = 1)

·
∑

x1+x2+x3≥1

pCt=1,n1,n2; xt=1,x1,x2,x3

]
(11)

and

tA,B =
1

pA,B

∑
n1,n2

[π(Ct = 1, n1, n2)
P (Ct = 1)

·
∑

x1+x2+x3≥1

(pCt=1,n1,n2; xt=1,x1,x2,x3

· tCt=1,n1,n2; xt=1,x1,x2,x3)
]
. (12)

From state A, when the target node is the only one that
transmits, i.e., xt = 1, x1 = x2 = x3 = 0, the next state
from A is D. So we have

pA,D =
∑

n1,n2

[π(Ct = 1, n1, n2)
P (Ct = 1)

· pCt=1,n1,n2; xt=1,x1=0,x2=0,x3=0

]
(13)

and

tA,D =
1

pA,D

∑
n1,n2

[π(Ct = 1, n1, n2)
P (Ct = 1)

· pCt=1,n1,n2; xt=1,x1=0,x2=0,x3=0

· tCt=1,n1,n2; xt=1,x1=0,x2=0,x3=0

]
. (14)

Based on the above equations, we can obtain the transition
functions TAA, TAB , and TAD. Similarly, we can obtain other
transition functions in Fig. 3(a).

By reduction of the flow graph in Fig.3(a), the equivalent
graph of Fig.3(a) can be obtained as shown in Fig.3(b), where

X = TBD +
TBCTCD

1 − TCC
(15)
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with the denominator (1 − TCC) due to the self-loop at state
C [8] [18].

Similarly, we can obtain the equivalent graph of Fig.3(b) as
shown in Fig.3(c), where

Y = TAD +
TABX

1 − TBB
. (16)

From Fig.3(c), when there are a total of N nodes, the prob-
ability generating function of the service time of a successful
transmission at a node (i.e., from S to D along any path) can
be calculated as

Qnode(N) =
Y

1 − TAA

=
TAD

1 − TAA
+

TABTBD

(1 − TAA)(1 − TBB)

+
TABTBCTCD

(1 − TAA)(1 − TBB)(1 − TCC)
. (17)

Note that the node service time and the system service time
(analyzed subsequently in the next section) are discrete in
nature, because their components (i.e., black-burst duration
and Tx) take discrete values. From the probability generating
function of the node service time, its probability mass function
(PMF) can be obtained [8], as can its cumulative distribution
function (CDF), mean value, and standard deviation.

IV. SYSTEM SERVICE TIME

In this section we derive the system service time distribu-
tion. As a successful transmission may happen at any node, it
is not feasible to obtain the system service time distribution
from the behavior of a target node (as in the previous section).
Alternatively, we investigate this distribution from the view-
point of the whole system. The derivation consists of three
steps: The first step is to derive the transition functions of the
system; The second step is to get the distribution of the time
duration from a specific state until a successful transmission;
The final step is to obtain the distribution of the time duration
from a successful transmission to the next, which is exactly
the system service time.

A. Transition Functions

Consider N nodes, each with infinitely backlogged traf-
fic. Let m1 and m2 denote the numbers of nodes having
contention windows CW1 and CW2, respectively. Then the
number of nodes having contention window CW3 is m3 =
N −m1 −m2. If we sample the value of (m1,m2) after each
event of the system, a Markov chain can be formed, as shown
in Fig. 4.

For an event, let (y1, y2, y3) denote the transmission vector,
where y1, y2 and y3 are the numbers of transmissions from
nodes having contention windows CW1, CW2, and CW3,
respectively. So when y1 + y2 + y3 = 1, a successful
transmission occurs; when y1+y2+y3 > 1, a collision occurs.
Then the next state after an event with transmission vector
(y1, y2, y3) is{

(m1 + y2 + y3,m2 − y2) if y1 + y2 + y3 = 1
(m1 − y1,m2 + y1 − y2) if y1 + y2 + y3 > 1. (18)

(N, 0) (N-1,0)

(N-1,1)

(N-2,2)

(0, N)

(0,N-1)(1,N-1)

(0, 0)(1, 0)

(0, 1)(N-2,1)

.

.

.
.
.

                  .
              .
         .

.  .  .

Collision

Successful transmission

Fig. 4. The Markov chain with state (m1, m2).

From state (m1,m2), when y1 ≥ 1, at least one node with
contention window CW1 transmits. So the probability of the
transmission vector (y1, y2, y3) with the largest backoff timer
value i ∈ {1, 2, ..., CW1 + 1} at the next event, conditioned
on the current state being state (m1,m2), is given by

pm1,m2; y1,y2,y3(i)

=
[(
m1

y1

)( 1
CW1 + 1

)y1( i− 1
CW1 + 1

)m1−y1
]

·
[(
m2

y2

)( 1
CW2 + 1

)y2( i− 1
CW2 + 1

)m2−y2
]

·
[(
m3

y3

)( 1
CW3 + 1

)y3
( i− 1
CW3 + 1

)m3−y3
]
. (19)

When y1 = 0 and y2 > 0, the largest backoff timer i is in the
range [1, CW2 + 1]. Then we have

pm1,m2; y1,y2,y3(i) = Fi>CW1+1

[
1,

( i− 1
CW1 + 1

)m1]

·
[(
m2

y2

)( 1
CW2 + 1

)y2
( i− 1
CW2 + 1

)m2−y2
]

·
[(
m3

y3

)( 1
CW3 + 1

)y3( i− 1
CW3 + 1

)m3−y3
]
. (20)

When y1 = y2 = 0, the largest backoff timer i is within
[1, CW3 + 1], and similarly we can get pm1,m2; y1,y2,y3(i).

Similar to (9), the transition function of the transmission
vector (y1, y2, y3) is defined as

Tm1,m2; y1,y2,y3 =
∑

i

pm1,m2; y1,y2,y3(i) · ZTx+i·tslot (21)

where Tx is given in (4).

B. Time Distribution from a Specific State until a Successful
Transmission

Next we derive the probability generating function (denoted
by Qm1,m2 ) of the time from a state (m1,m2) to any state with
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Fig. 5. The possible events resulting from state (m1, m2).

a successful transmission. From state (m1,m2), an event has
three possible results, as shown in Fig. 5:

• When y1 +y2 +y3 > 1 and y1 = y2 = 0 (or equivalently
y1 = y2 = 0 and y3 > 1), a collision happens and the
next state remains at (m1,m2);

• When y1 + y2 + y3 > 1, and y1 > 0 or y2 > 0 (i.e.,
y1 + y2 > 0), a collision happens and the next state
changes to (m1 − y1,m2 + y1 − y2);

• When y1+y2+y3 = 1, a successful transmission happens.
If y1 = 0, the next state is (m1 + y2 + y3,m2 − y2);
otherwise (i.e., y1 = 1), the state does not change.

Thus we have

Qm1,m2

=
∑

y1+y2+y3>1,y1+y2>0

Tm1,m2; y1,y2,y3 ·Qm1−y1,m2+y1−y2

+
[ ∑

y3>1

Tm1,m2; y1=0,y2=0,y3

]
·Qm1,m2

+
∑

y1+y2+y3=1

Tm1,m2; y1,y2,y3 (22)

which leads to

Qm1,m2 =
( ∑

y1+y2+y3>1, y1+y2>0

Tm1,m2; y1,y2,y3

·Qm1−y1,m2+y1−y2 +
∑

y1+y2+y3=1

Tm1,m2; y1,y2,y3

)
/

(
1 −

∑
y3>1

Tm1,m2; y1=0,y2=0,y3

)
. (23)

Specifically, for state (m1 = 0,m2 = 0), y1 = y2 = 0. Hence,
we have

Qm1=0,m2=0 =
Tm1=0,m2=0; y1=0,y2=0,y3=1

1 − ∑
y3>1 Tm1=0,m2=0; y1=0,y2=0,y3

.

(24)
This means that Qm1=0,m2=0 can be obtained directly based
on (21). In order to obtain Qm1,m2 with m1 +m2 > 0, it can
be seen from (23) that the values of Qm1−y1,m2+y1−y2 are
needed. This suggests that we calculate Qm1,m2 values in the
order of states (0, 0), (0, 1), ...(0, N), (1, 0), (1, 1), ..., (1, N−
1), ..., (N − 1, 0), (N − 1, 1), (N, 0), as shown in Fig. 6.

(N, 0) (N-1,0)

(N-1,1)

(0, N)

(0,N-1)(1,N-1)

(0, 0)(1, 0)

(0, 1)

.

.

                  .
              .
         .

.  .  .

Fig. 6. The calculation order of Qm1,m2 for states (m1, m2)’s.

C. Distribution of the Time between Successful Transmissions

As the system service time is the duration from a success-
ful transmission to the next successful transmission, in the
following we first get the probability of the system being in a
state of Fig. 4 when a successful transmission is completed,
then we derive the system service time distribution, i.e.,
the distribution of the time duration between two adjacent
successful transmissions.

Suppose the system is in state (m1,m2). Let Pm1,m2; k1,k2

denote the conditional probability with which the system’s
first successful transmission leads the system to state (k1, k2),
given that the system starts from state (m1,m2). An expression
for Pm1,m2; k1,k2 is derived in the Appendix.

Given a successful transmission, we denote by ψ(m1,m2)
the conditional probability that the system is at state (m1,m2).
We have

ψ(m1,m2) =
∑

i+j≤N

ψ(i, j)·Pi,j; m1,m2 , for m1+m2 ≤ N.

(25)
Based on (25) for all (m1,m2) values and∑

m1+m2≤N ψ(m1,m2) = 1, we can obtain the steady
state conditional probability ψ(m1,m2) for any state
(m1,m2).

Then the probability generating function of the system
service time is given by

Qsystem(N) =
∑

m1+m2≤N

ψ(m1,m2) ·Qm1,m2 . (26)

Based on the probability generating function, we can obtain
the PMF, CDF, mean, and standard deviation of the system
service time.

V. PERFORMANCE EVALUATION

To verify the theoretical analysis of the preceding sections,
we have run computer simulations using Matlab. In these
simulations, the RTS/CTS dialogue is adopted in the dis-
tributed MAC scheme. Simulation parameter values are listed
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TABLE IV
MEAN AND STANDARD DEVIATION (STD) (UNIT: MS) OF THE NODE AND SYSTEM SERVICE TIMES.

Number of nodes 2 4 6 8 10 16 20
Analysis 2.58 5.60 8.77 11.94 15.05 24.10 30.06

Node Mean
Sim 2.57 5.61 8.77 11.93 15.02 24.09 30.04

service Analysis 1.70 3.98 6.38 8.87 11.40 18.99 24.09
time Std

Sim 1.52 3.85 6.34 8.90 11.54 18.98 24.01
Analysis 1.29 1.40 1.47 1.50 1.51 1.51 1.51

System Mean
Sim 1.29 1.40 1.46 1.49 1.50 1.51 1.50

service Analysis 0.34 0.41 0.45 0.46 0.47 0.47 0.47
time Std

Sim 0.34 0.42 0.45 0.47 0.47 0.48 0.48

TABLE II
SYSTEM PARAMETERS USED IN NUMERICAL ANALYSIS AND

SIMULATIONS.

Parameter Value Parameter Value
Highest rate 11 Mbps Basic rate 2 Mbps
Slot time tslot 20 µs MAC header 34 bytes
AIFS 40 µs Physical layer preamble 192 µs
SIFS 10 µs DATA payload size 100 bytes
RTS 20 bytes CTS 14 bytes
ACK 14 bytes CW1 : CW2 : CW3 3:7:15

TABLE III
PROBABILITY DISTRIBUTION OF THE CONTENTION WINDOW SIZE.

Contention window size 3 7 15
Analysis (%) 79.55 16.77 3.68

Simulation (%) 79.60 16.73 3.67

in Table II, where the highest rate is to transmit DATA and
ACK frames, while the basic rate is to transmit RTS and CTS
frames. For each simulation, the simulated channel time is 50
seconds, and statistics are collected over the last 40 seconds.

First we demonstrate that the setting of three contention
window sizes (i.e., 3, 7, and 15) used in our analysis is
reasonable. Consider 20 nodes with infinitely backlogged
traffic. Table III shows the probability of a node having a
given contention window size. Both analytical and simulation
results indicate that a node has contention window size 15
with a very small probability, i.e., around 4%. Therefore, it
is not necessary to adopt larger contention window sizes, and
CWmax = 15 is sufficient.

Table IV shows the mean and standard deviation of the
node service time and the system service time, when the
number of nodes varies from 2 to 20. It can be seen that
the analytical results match well with the simulation results.
It is interesting to see that, when the number of nodes
increases, the mean system service time approaches the value
around 1.5 milliseconds (ms) and remains almost stable at
the value. Actually, even when the node number increases to
50, both analysis and simulation results show that the mean
system service time still remains at a value around 1.5 ms.
This can be explained as follows. Consider a scenario in
which all the nodes are with contention window CW1 at the
beginning. When N increases, an event is more likely to be
a collision. However, more nodes are likely to be involved in
the collision, and thus double their contention windows. These
nodes are more likely to transmit successfully in subsequent
contentions because they more likely select larger backoff
timers (from larger contention windows). Therefore, the high
collision probability at the beginning is compensated by a
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Fig. 7. The CDF of node service time when the number of nodes is 20.

larger number of subsequent successful transmissions, which
causes the mean system service time to stay around the same
value. This property follows from the fact that nodes benefit
from collisions in following contentions. This observation can
also be supported by Fig. 8 in our previous work [7], where
the system throughput almost stays constant when the number
of data nodes increases at contention window size setting
(CW1 : CW2 : CW3)=(3:7:15). So the system service time
is seen to be insensitive to the number of nodes when the
number is larger than 6.

Figs. 7 and 8 show the CDF of the node service time and the
system service time (i.e., the probability of the service time
not larger than the value on the horizontal axis), respectively,
for the case of 20 nodes. A close match between the analysis
and simulation results is observed in these figures. From Fig.
8, the system service time is around 1.1 ms with a probability
approximately 68%. In fact, the service time value is ap-
proximately the time for an RTS-CTS-DATA-ACK dialogue.
Hence, it happens with a probability approximately 68% that
the next event following a successful transmission is another
successful transmission. The system service time is around
1.8 ms (the time for a collision and a successful transmission,
i.e., an RTS-CTS timeout and an RTS-CTS-DATA-ACK) with
probability approximately 25%, and is around 2.5 ms (the time
for 2 collisions and a successful transmission) with probability
approximately 7%.
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Fig. 8. The CDF of system service time when the number of nodes is 20.

VI. CONCLUSIONS

In this paper, we have analyzed a distributed MAC scheme
for wireless multimedia networks, which has essential features
of guaranteed priority and enhanced fairness to support real-
time traffic (in terms of timely delivery) and non-real-time
traffic (in terms of end-to-end transport layer performance). In
particular, we have derived the distributions of the service time
seen by a single node and by the overall system, respectively.
The results on the service times should provide insights to the
derivation of an admission region of the network with QoS
(in terms of parameters such as the statistical delay bound5,
packet dropping rate, and throughput), and to the development
of an effective call admission control algorithm.

Interesting issues for further work include the analysis for
the unsaturated case. From the results of unsaturated case with
one traffic class, the service time analysis for the cases of
two or more traffic classes can be obtained based on priority
queueing theory.

APPENDIX: DERIVATION OF Pm1,m2; k1,k2

We define an L-element probability vector

Pm1,m2 = {Pm1,m2; 0,0, Pm1,m2; 0,1, ...Pm1,m2; 0,N ,

Pm1,m2; 1,0, ..., Pm1,m2; 1,N−1, ..., Pm1,m2; N,0}

where L = (N+2)(N+1)
2 is the number of states in Fig. 4. In

the vector, the position of element Pm1,m2; k1,k2 is

f(k1, k2) =
k1−1∑
i=0

(N + 1 − i) + k2 + 1

= (N + 1)k1 − k1(k1 − 1)
2

+ k2 + 1. (27)

5As an example, a method is provided in [12] to derive the probability of
the queuing delay larger than a delay bound, given the probability generating
function of the service time in an M/G/1 queue.

From Fig. 5, we have

Pm1,m2

=
∑

y1+y2+y3>1

(
Pm1−y1,m2+y1−y2

∑
i

pm1,m2;y1,y2,y3(i)
)

+
∑

y1+y2+y3=1

(
If(m1+y2+y3,m2−y2)

∑
i

pm1,m2;y1,y2,y3(i)
)

(28)

where Ij is an L-element vector with the jth element being
unity and other elements being zero.

Specifically for state (m1 = 0,m2 = 0), we have y1 =
y2 = 0. Then

Pm1=0,m2=0

= Pm1=0,m2=0

∑
y3>1

∑
i

pm1=0,m2=0; y1=0,y2=0,y3(i)

+ If(1,0)

∑
i

pm1=0,m2=0; y1=0,y2=0,y3=1(i). (29)

This leads to

Pm1=0,m2=0

=
If(1,0)

∑
i pm1=0,m2=0; y1=0,y2=0,y3=1(i)

1 − ∑
y3>1

∑
i pm1=0,m2=0; y1=0,y2=0,y3(i)

= If(1,0) (30)

which does not depend on other probability vectors Pm1,m2

with m1 +m2 > 0.
Equation (28) suggests that Pm1,m2 for all (m1,m2) values

can be calculated along the direction shown in Fig. 6, starting
from state (m1 = 0,m2 = 0).
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