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Abstract

Vehicular cloud is getting significant research attention due to the technological advancements in smart vehicles. In
near future, vehicles are envisioned to become part of a grid network providing cloud services, such as computing,
storage, network, and application as a service. Vehicular cloud computing is an emerging area, designed to support
delay-sensitive applications. However, this integration of vehicular network and cloud computing introduces new
challenges for the research community. New frameworks have been proposed to assimilate and efficiently manage
this merger. In this survey paper, we present the recent advancements in vehicular cloud computing domain. The
review is primarily focused on two areas. First, we discuss the frameworks designed to utilize the vehicles’ onboard
resources to provide cloud services and highlight the design issues and research challenges. Secondly, we focus on a
detailed study of mobility generators, network, and vehicular ad hoc network simulators, as well as the available
vehicular data sets. We thus provide an overarching view of the complete domain of vehicular cloud computing and
identify areas for future research directions.
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1 Introduction

Recently Vehicular Ad Hoc Networks (VANETs) have

received significant research attention based on the

growing interest in smart vehicles and cities. A smart

vehicle is typically equipped with storage and comput-

ing/computable resources. These vehicles are equipped

with built-in sensors to gather a myriad of useful infor-

mation. A network of these smart vehicles, where vehi-

cles communicate and share information with each other

in real-time, can help realize the vision of Intelligent

Transportation Systems (ITS) supporting numerous

safety-related applications, such as traffic management,

dissemination of crucial emergency alerts etc. VANETs

can also provide infotainment to the passengers on the

move. Furthermore, the advancement of mobile commu-

nications into the 5G era has further strengthened the

VANETs paradigm, as it improves the communication [1].
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Therefore, in future, every vehicle will be able to connect,

communicate and share context-aware information in

real-time.

Traditionally, the smart vehicles in VANETs use Vehi-

cle to Vehicle (V2V) and Vehicle to Infrastructure (V2I)

communications to access the public Internet resources in

order to download content or to store content in the Inter-

net cloud infrastructure. It is costly to upload content or

to search and pull content to and from the Internet cloud.

Moreover, many vehicles in the vicinity would also be

searching for contents that have relevance in terms of spa-

tial and temporal scope, and local interest. For example,

an accident warning message is only of relevance to vehi-

cles in a specific region (spatial scope) while a roadwork

information dissemination message must remain valid till

the roadwork is in progress (temporal scope). Similarly,

the neighboring vehicles constitute the majority of con-

sumers that have an interest in the information produced

by a vehicle. These unique characteristics of VANETs have

thus evolved in the concept of Vehicular Cloud Comput-

ing (VCC) where vehicles effectively form a cloud within

which content is produced, maintained, and consumed
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[2]. This cloud is formed by leveraging the computational,

storage, and sensing capabilities of multiple vehicles to

provide cost effective, contextual real-time services.

VCC thus opens up vistas of new opportunities to run

context-aware applications without using the traditional

cloud infrastructure. It is aimed at providing cloud ser-

vices through a dynamic, self-organized cloud formation

based on the availability of neighboring vehicles. It elim-

inates the need of backend servers to compute basic

traffic management tasks such as traffic safety analysis,

route calculation, and congestion prediction and provides

enhanced computing and storage facilities. It removes the

network delays involved in accessing the Internet clouds,

thus supporting latency sensitive applications.

Similar to the traditional clouds, VCC can support ser-

vices in the context of computation, storage, network, and

applications. In Computing as a Service, mobile phone

users and vehicles can offload compute intensive tasks

to the cloud consisting of other willing vehicles. Simi-

larly, for Storage as a Service, the VCC provides a virtual

storage abstraction to implement a distributed data stor-

age facility using the available group of vehicles. A virtual

network platform is provided by VCC in Network as a

Service by employing vehicles as mobile gateways offer-

ing connectivity to other vehicles that are without internet

connectivity, and as data mules for information forward-

ing and providing quality of service. For Application as a

Service, vehicular cloud network can be used to support

various ITS-related applications such as road safety, traffic

density, navigation guidance, and parking lot availability.

In this paper, our main contributions are as follows:

• Firstly, we present a taxonomy of existing research

with a major focus on services in computing, storage,

network and application in VCC. There are surveys

papers on VCC available in literature; however, most

of these are exploring the VCC applications space

[3–5]. In this work, we explore the frameworks

designed to provide various services through VCC,

where applications are only a sub-part of the domain.
• Secondly, to provide a comprehensive overview of

the research area, we have also reviewed existing

simulators and tools required to evaluate the

performance of a proposed framework in

VANETs/VCC. To the best of our knowledge, VCC

has not been fully explored in a review paper from its

service frameworks and simulation tool perspective.
• The VCC framework design is very complex due to

its ad hoc nature, wireless communications, and

inherent dynamism associated with the vehicles.

Thus, this survey on frameworks highlights existing

challenges and identifies new research directions for

the research community. Moreover, a better

understanding of the available simulation tools can

help researchers in the selection of an appropriate

simulation platform for performance testing of any

new proposed framework.

The rest of the paper is organized as follows. The con-

cept of vehicular networks is explained in Section 2.

Section 3 covers the VCC in detail. The existing vehicu-

lar simulation and related tools are presented in Section 4.

Finally, Section 5 concludes the paper.

2 Vehicular networks

In this modern age, users are highly mobile and demand

services during their mobility. For instance, a user having

smart devices (phone, tablets etc.) wants to use uninter-

rupted services while on the move. Though vehicles of

the next generation will be equipped with more intelligent

sensors, storage, and computation capabilities along with

wireless communication modules [6], a standalone vehicle

cannot entertain huge computation and storage demands

of rich applications. The enormous amount of vehicles

on the road present an opportunity of vehicles form-

ing a network called VANET. Thus, in the years ahead,

VANET will be exploited to improve the experience of

not only drivers but also the passengers who use interac-

tive, storage, and computation-intensive applications. The

VANETs can provide entertainment services including

internet browsing, file transfer, mobile-e-commerce, and

video-on-demand [7]. Similarly, any surrounding event

captured by a vehicle can be of interest to other vehicles in

its vicinity. The sharing of this information through inter-

vehicle communication can be vital for traffic manage-

ment and safety purposes. Therefore, most well-known

applications of VANETs have been developed to support

ITS.

The VANETs are not only limited to V2V communica-

tion.Many other possibilities are evolved from the domain

of vehicular networks such as V2I, Vehicle to Grid (V2G),

Vehicle to Home (V2H), V2P (Vehicle to Pedestrian) and

V2D (Vehicle to Device). They are collectively referred as

Vehicle to Everything (V2X). Typically, a VANET system

consists of various components including smart vehicles,

Road Side Units (RSUs), portable smart devices, and, in

some cases, traditional deployed infrastructure as well.

Vehicles can communicate with other vehicles, RSUs,

infrastructure, and handheld devices. They communi-

cate either to share their resources or to utilize shared

resources offered by others in its vicinity. Figure 1 captures

the domain of V2X.

The vehicular network is an emerging research area.

The challenges of vehicular networks include the dynam-

icity of vehicles, short-range wireless communication,

bandwidth limitation, signal fading, frequent discon-

nectivity, routing in a mobile environment, security,

and privacy [8]. In [9], authors provide an insight
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Fig. 1 V2X communication. Graphical representation of V2X communication

of research efforts that address the routing issue in

VANETs. Similarly, the work in [10] reviews state-of-

the-art research work that aims to address security

issues. It is pertinent to mention that unlike other

wireless networks, VANETs are not energy constrained.

Mostly, there is enough sustained power available for

vehicles to communicate either with other vehicles

or RSUs.

3 Vehicular cloud computing

The ever increasing demand for storage, computation,

and communication has vexed researchers, especially with

the inception of Internet of Things (IoT)-based cyber-

physical systems. In the past few years, the computational

power required by different applications has significantly

increased. For example, applications supporting medical

sciences, finance, and artificial intelligence are increas-

ingly dependent upon high computation systems. Both

parallel computing and distributed computing have pre-

sented different solutions accordingly to overcome the

high demand of computational power. Cloud computing is

another solution that has evolved from Grid Computing.

Basically, cloud computing is enabled by easily accessible

data centers providing very high computation and storage

capabilities. However, the initial setup cost for software

and hardware, as well as running cost of infrastructure

which includes the maintenance cost, cooling power con-

sumption, and direct equipment power consumption are

of major concern. Vehicular cloud computing provides

a cost-effective alternative. According to this concept, a

cloud can be formed anywhere on the roads using the

computational capabilities of the onboard equipment in

the vehicles or using the smartphone in those vehicles.

VCC has extended the concept of mobile cloud computing

whereby mobile phones offload all computation and stor-

age related tasks to the Internet clouds. In VCC, mobile

phones as well as vehicles can offload tasks to another

vehicle or the infrastructure.

The architecture of VCC consists of mainly three lay-

ers, vehicle equipment, communication, and the cloud

[11]. Vehicle equipment includes sensors to monitor

driver, on board processors, storage, and OBU (On Board

Unit). OBUs, at the communication layer, connect vehicle

equipment to deployed infrastructure (3G, 4G/long-term

evolution (LTE), Direct Short-Range Communication

(DSRC)) to exchange information. This communication is

named as V2I. Similarly, V2V makes inter-vehicle com-

munication possible using DSRC. The last layer, the cloud,

spans further three layers, including cloud infrastructure,

cloud applications, and the cloud platform. The cloud

infrastructure has mainly two modules. One for com-

putation and the other for storage. For instance, some

computation can be performed locally on the sensed data

before storing it in the cloud. Architecture of VCC is

shown in Fig. 1.

With the emergence of VCC paradigm, different ser-

vices have been proposed that use under-utilized vehi-

cle resources to improve performance. We categorize

all vehicular cloud-related services in four categories:

(i) Computing as a Service, covering different proposed
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works that use vehicles computing resources to meet

computation demand; (ii) Storage as a Service, describing

frameworks proposed to store data in VCC resources; (iii)

Network as a Service, frameworks that use VCC as a net-

work; and (iv) Application as a Service, covering various

utility applications that have been proposed for the VCC

architecture. Figure 2 shows the taxonomy of all VCC-

related services discussed in this paper. We discuss all

these services in detail in subsequent sections.

3.1 Computing as a service

In this service, vehicles and mobile phone users can

request the vehicular cloud to assist in performing com-

pute intensive tasks locally to support delay-sensitive

applications (Fig. 3). The vehicular cloud consists of

dynamic membership of willing vehicles whereby vehi-

cles are frequently moving in and out of the region and

may not be able to fully support the requested tasks.

Integration of traditional cloud with the vehicular mobile

cloud termed as VANET-Cloud is proposed by Bitam

et al. [12]. The proposed framework form a temporary

cloud using moving or parked vehicles. Consequently, the

request from end user can either be entertained with

temporary mobile cloud or fixed cloud. The proposed

scheme is able to achieve a considerable improvement

in performance even in a high load environment. The

service providers are responsible for managing the com-

plexity of combining vehicular cloud with a traditional

cloud.

Zhang et al. [13] proposed a VCC framework that com-

bines vehicular cloud and cloudlets1 to provide comput-

ing capabilities to smartphones. The framework requires

two conditions to initiate computational tasks offloading

from smartphones. The first condition is the availabil-

ity of a reliable connection between the smartphone and

VCC. Secondly, the availability of appropriate resources in

the vehicular cloud. If the vehicle moves away from the

vicinity of the smartphone during computation, cloudlet

serves as multi-hop between the smartphone and the

vehicular cloud node. The authors performed theoretical

analysis, and it is shown that the technique has improved

the performance and saves energy of smartphones from

depletion.

Besides numerous benefits of cloud computing, how-

ever, its performance is constrained by IP core network’s

limitations (latency, bandwidth). In this context, fog com-

puting [14, 15] is a new computing paradigm that brings

part of cloud computing or cloud storage (dedicated cloud

resources) in the vicinity of the end user. Consequently, a

large number of requests for cloud services is entertained

through local Fog resources rather than traversing the

entire Wide Area Network (WAN). However, during the

peak hours, Fogmay be overwhelmed by a large number of

simultaneous requests, resulting in degraded performance

faced by the end user. Thus, the concept of Vehicular

fog computing (VFC) [16] is based on providing comput-

ing capacity through underutilized infrastructure avail-

able in slow-moving and parked vehicles. The VFC utilizes

the infrastructure available close to end-user or near-

user edge devices to provide support for delay-sensitive

applications.

A similar concept is discussed in [17] whereby the

authors proposed the integration of Fog networks with

vehicular cloud network based on parked vehicles in a

shopping center. The policy management layer in the pro-

posed framework decides which Fog node can fulfill the

request in a timely manner. As a first step, the framework

computes completion time and complexity of the task,

then delegates the request either to the fog network or the

vehicular network. Moreover, there is a local scheduler

for both resources. The Fog-based vehicular cloud culti-

vates best features from both Fog and vehicular such as

Fig. 2 Taxonomy of Vehicular Cloud Computing Services. Taxonomy representing all discussed Vehicular Cloud Computing services
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Fig. 3 VCC–Computing as a Service. Usage of vehicular network to support computational services

high computation, moderate cost, and low latency among

others.

A similar computing framework is proposed by Hou

et al. in [18]. It forms a cloud based on moving and

parked vehicles. The vehicles can also serve as relay node

for communication between vehicles and the RSUs. Con-

sequently, RSUs with the help of vehicular computing

resources form a Fog. It is worth mentioning that the

major benefit of this framework lies in utilization of vehic-

ular mobile cloud for supporting remote cloud services.

However, the computing tasks from the traditional cloud

can also be migrated to the mobile vehicular cloud. The

performance of the proposed scheme has been investi-

gated using a real data sets of different cities of China.

Torres et al. [19] proposed a framework that creates

virtual regions of vehicles. The vehicles inside a region

can only communicate with vehicles in the same region.

In each region, a vehicle is elected to serve as a leader

based on priority, time spent in the region etc. The leader

is responsible to receive, buffer, and forward packets to

the leaders of the other regions. The non-leader vehicles

provide the backup to the leader node. The approach is

adapted to handle the leader failure; in that case, another

vehicle is selected as a leader that takes the state of the

network from backup nodes. Thus, reducing the over-

head involved in gathering information significantly. A

modified version of Ad hoc On-Demand Distance Vec-

tor (AODV) [20] is used to support the routing within a

region. The vehicle that requests the task execution and

the leader vehicle that has assigned the tasks maintains a

table which includes a list of members and assigned tasks.

The proposed work achieves the benefits of VCC at the

cost of communication overhead.

Feng et al. [21] presented a framework for distributed

Autonomous Vehicular Edge (AVE). In the proposed

framework, the vehicles can offload computing task to

other vehicles. However, the vehicles are assigned on

requester priority. Besides the role as requester and enter-

tainer, the vehicle can serve as a relay node to enable

multi-hop communication. The proposed AVE mainly

consists of two modules i.e., flow and beaconing. The for-

mer one includes caching requests, discovery of available
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resources, scheduling of jobs, and data transmission. The

latter is responsible for periodic beaconing to maintain a

list of vehicles within the vicinity. At scheduler, jobs are

served according to ant colony optimization algorithm.

The applications are installed on native operating systems

of vehicles and the available idle resources are managed in

a virtualized manner.

Vehicular clouds are enriched with dynamicity as vehi-

cles can move unexpectedly, which can affect the overall

performance of the vehicular cloud. Ghazizadeh et al. [22]

proposed a fault tolerance model for task distribution

in a vehicular cloud, which is validated through simula-

tions. Traditionally, fault tolerance is achieved through

saving the states of the computing resources periodically

but in the proposed strategy, the state of the computing

resources is saved only when the vehicle leaves the cloud.

Thus, high bandwidth connectivity and extra storage in

the vehicular cloud is not required to save the state at reg-

ular intervals. The proposed prediction model considers

the environment where vehicle departure and arrival time

is highly probable, parking space remains nearly occupied,

each vehicle is equipped with a virtual machine capable

of computing the assigned task, and vehicular cloud is

capable of providing the infrastructure as a service. For

redundancy purpose, each computing task is assigned to a

group of multiple vehicles. When a vehicle leaves a group,

its state is recorded. In case of successful state recording,

results are saved and remaining task is reassigned to a new

group of vehicles. However, if state recording fails, the task

is forced to be restarted from its last correctly saved state.

3.1.1 Research challenges and future directions

The entire fabric of VCC is based on volunteer com-

puting, where vehicles share their computing power with

other vehicles [23]. However, mobility of the vehicular

network presents a challenging environment for task dis-

tribution and results collection. To simplify, researchers

have proposed frameworks that utilize the parked vehicles

and static RSUs. The computation tasks are distributed

by a RSU at one intersection, and results are retrieved by

another RSU on other intersection. Similarly, tasks are dis-

tributed to the parked vehicles and results gathered back

before their departure from the parking lot. Moreover, to

reduce the internet traffic, a group head is defined who

is responsible for task distribution and result gathering.

However, in all such frameworks, the role of the group

leader or task distributor is very critical; this can easily

lead to a single point of failure. The computing as a ser-

vice in VCC is still an emerging area that needs further

exploration to provide fault tolerance and reliable services.

Moreover, an incentive-based mechanism is required that

encourage volunteers to become the part of the vehicular

computing grid. Areas that require further attention are

the security of distributed tasks, the integrity of obtained

results, and authorization/authentication mechanism for

identification of legitimate users.

3.2 Storage as a service

In VCC, the storage service is inherently different from

traditional cloud storage service. In the cloud, unlimited

storage is available at a very economical rate, managed

by cloud management software. For example, Amazon

provides Simple Storage Service (S3)2 that can be inte-

grated with applications through Application Program-

ming Interface (APIs). In VCC, it is difficult to provide

unlimited storage—the storage relies on multiple vehicles

(Fig. 4). In order to provide virtual storage abstractions

for VCC, an extensive framework is required. In this

section, we explore the existing storage frameworks, tech-

niques, and state-of-the-art mechanisms proposed under

the VCC paradigm.

Dressler et al. [24] presented a data storage and retrieval

framework based on Virtual Cord Protocol (VCP). The

framework is designed to work on built-in storage of

parked vehicles, that dynamically creates a vehicular net-

work, eliminating the need for RSUs. The data man-

agement is performed through an overlay network. The

framework utilizes the concept of a distributed hash table

to store and retrieve chunks through hashing. The frame-

work works on the principle of clusters and virtual cord.

On receiving a hello message, the new vehicle can con-

nect the existing cord or create a new virtual cord. In case,

the hello message is received from multiple cords, the

new vehicle can prioritize cord based onmaximum neigh-

bors. After joining the virtual cord network, the vehicle

adjusts its routing table. However, in case no control mes-

sage is received within the fixed time interval, the vehicle

can start a new cord. All nodes in a cord form a clus-

ter, also called a domain. The proposed framework can

also support inter-domain routing. In every cord, there

is a gateway node that connects with other domains to

perform data/query routing.

In order to evaluate the proposed framework, authors

have developed an application that can store and retrieve

data through publish and lookup function calls. The vehi-

cle departure is considered as a node failure, and the

replica of every data chunk is stored on different vehicles.

In case of a vehicle departure, the affected data block is

replicated on another vehicle. However, there are a few

drawbacks of the proposed framework. The broadcast of

hello packets and acknowledgments incur a considerable

amount of network overhead. Due to dynamic cord cre-

ation in the proposed framework, it is also possible that

every cord has one vehicle in it, thus increasing the over-

head significantly. Lastly, the framework simply drops the

request in case adequate storage is not available forcing

the user to regenerate request after some time. This can

further increase network traffic.
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Fig. 4 VCC—Storage as a Service. Usage of vehicular network to support data storage services in off-road and on-road scenarios

Vigneri et al. [25] proposed a framework to utilize the

vehicles as data caches to reduce the load on cellular

infrastructure. In a typical system, edge nodes are used

to cache data which a user can directly access without

involving the source node through cellular network. In the

proposed framework, base station pushes data to avail-

able vehicles in its vicinity. The user request for contents

is routed to vehicles enabling the user to directly fetch

the data from a nearby vehicle. However, if data is not

available, the users wait for the Time To Live (TTL) value

before forwarding the request to the cellular network.

An optimum scheme for management of cached contents

and its refresh technique can improve the performance of

proposed framework significantly.

Baron et al. [26] presented a Software Defined Net-

work (SDN)-based data carrier framework over vehicular

networks. The central controller manages the vehicles to

optimally route data to the destination node. The net-

work consists of offloading spots at different locations.

The offloading spots serve as temporary storage points

where moving vehicles drop data before deviating from

the destination node route. Other vehicles can again load

data and offload to the next offload point, until the data

reaches the destination node. The SDN controller is con-

nected with the offloading spots and can plan the data

movement considering direction of vehicles, data request,

and data transfer from offloading spots to the destination.

Similarly, the controller also ensures the reliability of data

transfer using redundancy and Automatic Repeat reQuest

(ARQ)-based techniques.

Another data forwarding framework in VANET is pro-

posed by Wu et al. [27]. The framework uses low cost and

bandwidth efficient unicast communications for handover

of data between vehicles. The vehicles share their loca-

tion with other vehicles through beacon messages. Before

leaving a specified region, a vehicle first offloads to a new

vehicle using a fuzzy logic algorithm based on through-

put, stability, and bandwidth. To reduce contention at the

Media Access Control (MAC) layer, a clustering mech-

anism is used to limit the number of senders in dense

network scenarios. For the formation of the cluster, the

algorithm considers channel conditions, number of neigh-

bors heading in the same direction, and velocity of the

vehicle. Aforementioned parameters are shared with other

vehicles using hello messages. Each node computes com-

petency value for itself and neighbor vehicles. If compe-

tency value of the vehicle is larger than all nodes in its R/2

range (R being the transmission range), the node declares

itself as a cluster head. Each node maintains a local table

for next hop either for the destination or cluster head. If

the destination is not within the same vicinity of a vehicle,

data is forwarded to the cluster head of the destination.

The proposed framework is verified through theoretical

analysis and simulations.

Vehicles data storage services are not only limited to

the data offloading mechanism, but the combined storage
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capabilities can also be used to create a vehicular data cen-

ter. Mensi et al. [28] proposed a framework to utilize the

storage capacity of volunteer vehicles parked in a parking

lot or in a traffic jam. The vehicular data center is also

connected to the traditional data center. In the proposed

framework, a vehicle transfers its stored data to a newly

arrived vehicle before moving away. In case, if there is no

new volunteer vehicle available, the data is transferred to

the coordinator vehicle that holds the data item temporar-

ily until a new vehicle is found. In this model, each vehicle

contains a unique data item with no replica being main-

tained to handle data loss. Data has to be fetched from the

traditional data center in case of data loss. The proposed

model has been validated through simulations.

Content/data caching is an important technique for the

optimization of vehicular networks as it reduces the back-

haul cost, transmission load as well as improves the user-

perceived experience. The basic concept of caching is to

distribute popular content locally. In general, multimedia

users are more concerned about the quality of the content

rather than its caching location. A niche application of

caching is video streaming in vehicular networks. Guo et al.

[29] proposed a time-scaled caching scheme for Adap-

tive Bit Rate (ABR) video streaming in vehicular networks,

in which caching is performed at base station (BS). This

scheme manages the video quality, cache placement, and

video transmission. The caching in vehicular networks is

different from the traditional caching in wireless networks

due to high-speed mobility. Wei et al. [30] proposed a

cache management technique to improve the quality of

experience (QoE) for adaptive scale video streaming at

an appropriate bit rate. The authors presented the con-

cept of pushing data hop-by-hop to the adjacent nodes.

Furthermore, the caching model is presented for the

nodes. However, the mobility of the vehicular network

makes the selection of potential nodes a complex task.

Moreover, average freeze time, freeze ratio, and bit rate

were used to evaluate the QoE from the user’s perspective.

Caching applications are not limited tomultimedia only,

and Su et al. [31] presented the concept of caching content

in parked vehicles. The parked vehicles have the potential

to distribute the large-sized content efficiently as com-

pare to the nodes along the roads. In such frameworks,

one of the main challenges is the selection of vehicles

for content caching as vehicles can join and leave at any

time. To overcome churn behavior of vehicles, Zhang

et al. [32] proposed the renewable energy-based green

RSUs for caching the contents for vehicular networks.

Lai et al. [33] investigate the effects of cache under mod-

ifying channel state information where multiple nodes

participate in a decode-and-forward relay mechanism.

The authors also presented the selection of secondary

nodes to maximize the channel gain. To evaluate the

proposed system, authors derived analytical expressions

while considering a systemwith or without cache. Further,

the authors conclude that cache-based systems reduce the

transmission time.

3.2.1 Research challenges and future directions

The distributed storage service in VCC is helpful for

applications that require a significant amount of storage.

However, due to inherent ad hoc nature of VCC, it is dif-

ficult to provide a reliable storage service. The service

assumes the presence of a large number of vehicles that

can stay within the region for a relatively long time, e.g.,

in a parking lot. The research contributions discussed in

this section are mainly designed to handle this particular

challenge. Moreover, data transfer depends on data rate

available on wireless links. Therefore, keeping multiple

copies of data within the VCC and continuously synchro-

nizing these is very expensive. To avoid such issues, VCC

storage is mostly used for immutable objects sharing.

There exist many research challenges in caching con-

tent for vehicular networks, such as cache invalidation and

placement [34]. Machine learning and other optimization

techniques can be adapted to select suitable vehicles to

cache the contents. Some other challenges that need fur-

ther exploration in this context are data security, user

privacy, and resiliency.

3.3 Network as a service

Installing proper infrastructure for a vehicular network is

an expensive process because of additional hardware cost.

An interesting use of existing vehicular infrastructure has

been highlighted in [35] where public busses are employed

as mobile gateways. In the proposed framework, busses

collect the requests for services and beacons in the form

of aggregated messages from their respective communi-

cation range and transmit them to the cloud for further

processing (Fig. 5). The busses are suitable for this func-

tion due to their unique features such as the height of bus

means better line-of-sight increasing the overall commu-

nication range, predefined time schedule, predefined local

routes, and availability of multiple busses on the same seg-

ment. Inter-vehicular communication is based on DSRC

while the mobile gateway uses the cellular network to

communicate with the cloud. However, busses are unable

to provide mobile gateway services at late night and dur-

ing a strike or any other time period during which public

busses are not available, which is a major limitation. The

proposed model is validated on real data collected from

public busses in Seoul, South Korea.

Wu et al. [36] proposed a VANETs based content access

model. The cost of accessing the contents through cellu-

lar networks are not feasible for everyone. Therefore, the

authors have presented a scheme where only cluster head

connects to the LTE data network and spreads the con-

tent using the V2V communication. The most common
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Fig. 5 VCC—Network as a Service Usage of vehicular network to support network services

use case scenarios is the game streaming or sports score

updates. An incentive-based mechanism is also intro-

duced to encourage users to become the cluster head

for content distribution. Moreover, the proposed model

also uses scheduling in order to balance the load among

multiple cluster head nodes.

In typical VCC, the requested contents are fetched

through the Internet and served to other vehicles through

the vehicular network. In [19], authors have presented

a technique to access the required contents. The pro-

posed technique is based on a virtualized version of

AODVprotocol. The content is accessed by the requesting

node using the traditional Hyper Text Transfer Protocol

(HTTP), while the physical node which has access to the

Internet can work as the proxies on HTTP. In each region,

a leader and a backup node are selected who has access

to the Internet. A leader backup node keeps the record of

every message transmitted to the leader. The purpose of

having a dedicated backup node is to reduce the failure

recovery time. Moreover, snapshots of adjacent regions

are recorded, and whenever a leader of a region leaves it

transmits its state information to the leader of the adjacent

leader.

In the vehicular cloud, the Quality of Service (QoS)

is difficult to maintain. Garai et al. in [37] proposed a

three-layered hierarchical vehicular cloud architecture to

achieve better QoS. The first layer deals with the organi-

zation of vehicles that connects them in a tree topology.

The second layer deals with the cloudlets formed through

the roadside units, whereas the third layer deals with the

cloud formation over the Internet. The proposed frame-

work enables QoS aware creation and migration of Virtual

Machines (VMs) in RSUs to cope with the high mobil-

ity of the vehicles. Techniques have also been proposed

to handle the handover management, bandwidth aggre-

gation, management, and estimation of de-jitter buffer to

improve the QoS.

Sibai et al. in [38] have also presented a technique for

maintaining connectivity while the service provisioning is

in process. As the service provider and requestor both are

the vehicles, the duration of their communication is an

important parameter to consider. The requested service

is assumed to be spanned over the sensing data, storage

of data, computing capabilities, or networking parameters

such as customized routing and on-demand bandwidth.

The service type and service duration are specified at

the time of vehicular cloud formation. In the proposed

model, a requesting vehicle forms a cloud. The cloud

formation includes a process to find volunteer vehicles

which can be part of the cloud to provide the services.

The vehicle responsible for formation is also responsi-

ble for destructing the cloud upon successful completion
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of requested service. The service requestor broadcasts

the service request for cloud formation, top three service

providers are shortlisted, and the requestor can choose

any of them according to the pre-defined criteria such

as computing power, storage, or bandwidth offered. The

authors have assumed that pre-defined routes of vehi-

cles can be accessed through cloud leader using vehicle

location.

In [39, 40], Aloqaily et al. proposed a framework that

caters for the privacy, latency, and cost to provide the opti-

mal Quality of Experience (QoE). The main objective of

the proposed models is to address the privacy and latency

issues. Moreover, the framework also ensures safe and

secure migration from one service provider to the other.

Thus, the user can access services frommultiple providers

and gets charged only once. On the successful completion

of service, user rate the third party for its services keeping

inmind the cost, latency, and privacy factors. Suchmodels

are suitable for pay as you go scenarios.

3.3.1 Research challenges and future directions

The QoE and QoS are difficult to maintain in VCC, as the

complete system is based on a number of vehicles available

in the vicinity. Moreover, all neighboring vehicles may not

be willing to become a part of the communication grid.

A more robust mechanism is therefore required to sup-

port quality of services throughout the region of interest.

A machine learning-based scheme to manage the exist-

ing resources and to efficiently utilize the connectivity to

the cellular networks can be adapted to support dynamic

provisioning of QoS.

3.4 Application as a service

Vehicular cloud network can be used to support vari-

ous ITS-related applications such as road safety, traffic

density, navigation guidance, and parking lot availability

(Fig. 6). Moreover, road safety is not only limited to the

vehicles but also involves the pedestrians on the roads.

Therefore, applications also exist that facilitate the pedes-

trians and commuters. This section covers applications

designed to cover all these areas.

Hwang et al. [41] presented a Safety Aware Navigation

Application (SANA) to ensure the safety of pedestri-

ans/strollers along the roads. In the proposed framework,

it is assumed that all vehicles and the strollers connected

with SANA have a smart cell phone or onboard comput-

ing and communication resources. The vehicular cloud

is managed by a trusted traffic control center that keeps

the log of current positions of vehicles as well as strollers.

If a collision is predicted by SANA, it generates a pre-

warning message to both vehicle and stroller. In case the

probability of collision increases, warning messages are

generated to both of them. The decision of sending a

pre-warning message or a warning message is based on

the distance between the stroller and vehicle. In order to

make the application energy efficient, only vehicles near

the specific stroller are considered for collision detection.

However, it is worth mentioning that false positive and

false negative predictions can cause unnecessary distrac-

tions. Moreover, when a collision between vehicle and

pedestrian is imminent, then looking at a warning mes-

sage might just distract the pedestrian or vehicle’s driver

even more and make the situation even more critical.

Jeong et al. [42] presented a navigation-based vehicular

cloud framework called Self-Adaptive Interactive Naviga-

tion Tool (SAINT). A traffic control center is the back-

bone of the navigation application, and each requestor

sends the navigation query to the traffic control center.

The main objective of this application is to provide the

details of the least congested route between a source and

destination. The proposed framework is self-adaptive. It

maintains the link congestion matrix of diverted traffic

while considering the overall capacity of the route so that

no more vehicles are diverted on that particular route

to avoid congestion. Traffic light schedule is also consid-

ered while suggesting the routes to vehicles increasing the

efficiency of application.

Integration of social media platforms with vehicular

clouds is an interesting area of research. Kwak et al.

[43] presented a social vehicle navigation system whereby

users share the geo-tagged traffic images, videos, or mes-

sages referred as Navigation Tweets (NaviTweets). After

processing, the system builds an online visual traffic infor-

mation system referred as traffic digest. Smartphone users

can employ this navigation application to query the sys-

tem to check the traffic intensity and expected traveling

duration on their desired routes. However, system per-

formance is dependent upon the traffic intensity on that

particular route and how many users are willing to share

the traffic information with the system.

Services provided through VCC are not only limited

to the road users. The law enforcement agencies can

use VCC for surveillance and rule violation monitoring.

Mallissery et al. [44] presented a framework that allows

traffic police to monitor violations remotely. The traf-

fic police manages the vehicular cloud, and all moving

vehicles become the members of the cloud upon issue of

registration by the registration authority. The cloud sys-

tem collects speed readings from the onboard sensors

which compares it with pre-defined applicable speed lim-

its on that particular section of the road to detect the

violation. All the communication is encrypted to preserve

the user privacy.

Entertainment is another interesting area of research

under the vehicular domain. The entertainment ser-

vices include but are not limited to video streaming

and interactive gaming for passengers. Jelassi et al. [45]
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Fig. 6 VCC—Application as a Service Usage of vehicular cloud network to support applications such as road safety, traffic density, and navigation

presented a framework that exploits traditional cloud,

RSUs, and vehicular cloud to provide video streaming to

the mobile end users. The proposed framework integrates

the video player installed on vehicles with VM placed at

RSUs/cloudlets, and VM residing at traditional cloud data

center. The VMs placed at cloudlets are responsible for

video fetching, streaming, caching, and maintaining QoE.

On the other hand, client software installed on vehicles

supports fetching and streaming. For streaming, vehicles

request to VMs that are installed on roadside cloudlets

acting as the servers. If the video manager of the cloudlets

is unable to find a video, it forwards requests to the

traditional cloud. Uninterrupted video streaming is thus

provided with the help of vehicles and roadside cloudlets.

The application design based on the vehicular network

must handle the connection issues due to the inherent

mobility. Authors in [46] proposed a distributed and fault

tolerant job assignment mechanism for vehicular nodes.

It does not require saving state to any centralized server.

The mechanism works by assigning each job to two vehi-

cles in the parking lot. As a vehicle can leave and join the

network at any time, the second vehicle performs fresh

recruitment. It first stops and saves the state of Virtual

Machine (VM) image and then copies it to any other

available vehicle. Once this is done, VM is again started

on both of vehicles. The overall job is terminated when

one of the vehicles finishes execution. The checkpoint

is an effective approach in providing fault tolerant com-

puting resources. In [47], authors presented the two-level

checkpoint strategy to improve job completion rate for

different job sizes. The proposed mechanism reduces the

risk for missing checkpoint while executing computation-

intensive jobs. The node which lies close to the executing

node and in between initiating and executing node is used

as a first level server for the checkpoint, while job ini-

tiating node serves as a second level checkpoint server.

When executing node leaves the network, middle node

reports checkpoint to initiate new node selection with the

previously saved states.

3.4.1 Research challenges and future directions

Highly dynamic nature of VANETs and the use of wireless

medium, where interference-related problems are com-

mon, restrict the performance of VCC to provide enter-

tainment applications. One approach is to reduce the

number of transmissions required for communications

[48]. Though this approach promises minimum interfer-

ence; however, it also restricts nodes from broadcasting,
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resulting in minimum delivery of the content. This trade-

off demands an effective broadcast approach to share the

contents with maximum nodes in less number of trans-

missions.

4 Vehicular simulation tools

Simulation is a popular choice for modeling of real-life

activities/objects because it offers a cost-effective and

scalable mechanism to analyze the behavior of the model

under different conditions/parameters. For VANETs, as

practical experiments are not feasible, one has to rely upon

simulation of network protocols for evaluating their per-

formance. Different types of simulators, both commercial

and open source, are available that can be employed to run

simulation modeling for VANETs.

Traffic simulations are classified in three differ-

ent categories based on the levels of detail. Micro-

scopic simulations provide the most detail to the

level of individual vehicles in the system. Mesoscopic

simulations treat the traffic as platoons of homo-

geneous vehicles using, e.g., aggregated speed-density

functions to model their behavior. Macroscopic sim-

ulations model traffic at a large scale focusing on

aggregated status of traffic. Clearly, microscopic sim-

ulations provide the finest level of detail enabling

accurate modeling of traffic behavior but are the slowest

to run.

Generally for vehicular environment, one option avail-

able is to use mobility generators to model the vehi-

cle characteristics such as traffic, spatial, and temporal

mobility and to generate mobility traces. These traces

are then fed to a network simulator that models the

communication between the vehicles. Note that mobil-

ity traces can also be generated by observing real vehi-

cles in a city or highway environment and processing

these mobility observations for use in network simu-

lations. One inherent problem with these trace-driven

network simulations is that they cannot study the effect

of changing network parameters on the traffic mobil-

ity. Also, it is restricted to using the mobility pattern

fed through the traces. An alternative is to utilize a

VANET simulator, a class of simulator that has inte-

grated the VANET mobility support within the simulator

itself.

In this section, we provide an overview of the most

commonly used vehicular simulation tools to assist the

interested researchers in selecting the most suitable sim-

ulator based on their specific requirements. We detail

the characteristics of mobility generators, network simu-

lators and VANET simulators separately. Figure 7 shows

the taxonomy of simulation tools discussed in these three

categories. We also list publicly available vehicular mobil-

ity data sets that can be utilized for running network

simulations.

Mobility generator is a simulation application, that

models the vehicular traffic in order to study the mobil-

ity aspects of the vehicles. Mobility generation is not a

trivial task, it is affected by many factors such as road

length, speed limits, vehicle type, vehicle density, num-

ber of lanes, deployment of RSUs on roads, and traffic

events such as accidents. Driver’s behavior that influ-

ences the mobility pattern also varies among individuals’

characteristics such as age, gender, acceleration, decel-

eration, and overtaking criteria [49]. Different mobility

generators differ in their support for available network

simulators.

4.1 Mobility generators

There are a number of well-known traffic simulators used

by the transportation engineering researchers to aid in

decision making in traffic engineering of large-scale cities.

However, the design space of using the output of these

simulators for VANET communications remains largely

unexplored. Their compatibility with existing network

simulators is thus an open research issue. We include

some of these traffic engineering simulators for complete-

ness purpose. Table 1 lists some of major characteristics

of the commonly adopted traffic generators.

• SUMO (Simulation of Urban Mobility) [50] is an

open-source traffic simulator. The main features of

SUMO include the traffic portability, handling of

large road networks, multiple vehicles categories,

vehicle collision avoidance, traffic junction support,

and single and multiple vehicle routing with

Graphical User Interface (GUI) support. It also

supports the traffic simulation on real locations

across the globe. Its output cannot be directly

incorporated with a network simulator; however,

third party open-source software is available to

convert its output for import in Objective Modular

Network Testbed (OMNeT++).
• MOVE (MObility model generator for VEhicular

networks) [51] is an extension of SUMO for realistic

traffic pattern generator in VANET simulations. It

supports the traffic generation using the GUI,

resulting in saving time and effort of writing traffic

generation scripts. It also supports the map editing

function. The output of MOVE can be directly

incorporated with several network simulators such as

Network Simulator 2 (NS-2) and Global Mobile

Information System Simulator (GloMoSim).
• CityMob [52] is a traffic generator with multiple

models. Mobility models include Downtown model,

Simple model, and Manhattan model. It supports the

uniform blocking size, non-uniform traffic

distribution as in realistic environment, effect of

traffic density on vehicle movement speed, all streets
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Fig. 7 Taxonomy of mobility generators, network, and VANET simulators’ list of all mobility generators, network simulators, and VANET simulation
tools discussed in this work

with bidirectional lanes, pre-defined range for vehicle

movement speed, and vehicle queuing.
• STRAW (Street RandomWaypoint) [53] is a traffic

generator based on real geographical location in

USA. STRAW output is directly compatible with the

network simulator SWANS only. Modifications are

required in order to incorporate the output of

STRAW with other network simulator such as NS-2.
• VanetMobiSim [54] is a JAVA-based traffic generator

that produces realistic traffic at microscopic and

macroscopic level. It supports the additional feature

of importing real geographical US-based maps beside

generating random maps. VanetMobiSim also

supports the pre-compiled intelligent driving models

such as Intelligent DrivingModel with Lane Changing

and Intelligent Driving Model with Intersection

Management. The output of VanetMobiSim is

directly compatible with multiple network simulators

such as NS-2, GloMoSim, and QualNet.
• PARAMICS [55] is a commercial traffic generator

application. Offering more enhanced features for

mobility patterns such as 3D visualization, support

for economical evaluation, large-scaled traffic

generation, and integration of real statistics.
• VISSIM [56] is a commercial multi-modal traffic

generator developed and maintained by Planung

Transport Verkehr (PTV) AG group, which

specializes in transport engineering and related

solutions. Basically it is a microscopic level traffic

simulator but a mesoscopic module is also available.

It also supports the hybrid simulation (mixture of

microscopic and mesoscopic level traffic flows). It can

simulate more than one kind of traffic, e.g., vehicles,

public transport, pedestrians, and cycles. Moreover,

the output traces are exportable into 3D graphical

platforms such as AutoCAD 3D max software.
• MoNoTrac [57] (Mobile Node Trace generator) is a

mobility generator developed in JAVA, which aims to

ease generation of mobility data based on real

geographical data. The user first defines description

using frontend and selects map to simulate from

Openstreet Map. Then nodes along with their

configurations are defined. User can also give

simulation options such as simulation time. In

addition, replication and specific position of the

nodes can be defined. It generates eXtensible Markup

Language (XML)-based meta-format which needs to

be converted to other format for use with network

simulators like OMNET++, NS-2, and Network

Simulator 3 (NS-3). With the help of a plug-in, it also

supports custom models.
• SMARTS (Scalable Microscopic Adaptive Road

Traffic Simulator) [58] is a microscopic level

distributed mobility generator that supports the

execution of multiple process in parallel making it

capable of simulating huge number of vehicles (in

millions). Due to its quick simulation time, it can be

used as a traffic forecaster for the future events.

Moreover, the output trace can be exported to

multiple formats. A major limitation of SMARTS is

the assumption of uniform rational car behavior for

all the traffic.
• TraffSim [59] is a JAVA-based platform independent

traffic simulator capable of executing simulation
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Table 1 Mobility generators

Active Map Traffic Network simulator Major characteristics
development support model compatibility

SUMO [50] � Both real and Microscopic NS-2, NS-3, Lane change, collision avoidance,

user defined OMNeT++ multiple vehicles types, traffic intersections,
speed control

MOVE [51] × Both real and Microscopic NS-2, QualNet, Lane change, collision avoidance

user defined GloMoSim multiple vehicles types, traffic intersections,
speed control

STRAW [53] × Built-in Microscopic NS-2 Lane change, collision avoidance,

models only multiple vehicles types, speed control

STRAW [53] × Real and Microscopic SWANS Lane change, speed control

maps only

Vanet- × Both real Microscopic NS-2, QualNet, Lane change, speed control

MobiSim [54] OMNeT++ traffic intersections

GloMoSim

PARAMICS [55] � Both real and Microscopic OMNeT++, Lane change, collision avoidance

user defined NS-2 multiple vehicles types, traffic intersections,
speed control

VISSIM [56] � Both real and Microscopic and NS-2, QualNet Lane change, collision avoidance,

user defined mesoscopic multiple vehicles types, traffic intersections,
speed control

MoNoTrac [57] × Real maps Microscopic NS-2, NS-3, Speed control, collision avoidance

only OMNeT++

SMARTS [58] � Both real and Microscopic N/A Lane change, collision avoidance

user defined multiple vehicles types, traffic intersections,
Speed control

Traffsim [59] � Both real and Microscopic N/A Lane change, collision avoidance

user defined multiple vehicles types, traffic intersections,
Speed control

MATSim [60] � Both real and Microscopic N/A Lane change, collision avoidance

user defined multiple vehicles types, traffic intersections,
Speed control

DTALite [61] � Real maps Mesoscopic N/A Lane change, speed control, traffic

only intersections

MovSim [62] � Built-in Microscopic N/A Lane change, traffic intersections,

maps only multiple vehicles types, speed control

FreeSim [63] × Real maps Microscopic and N/A Speed control

only macroscopic

scenarios in parallel. Basically, it is a microscopic level

traffic generator with the support of speed

calculations, distance traveled, fuel consumption,

carbon dioxide emissions, traveling time, and other

such parameters for each vehicle individually. It also

supports the occasional events such as traffic jams

and congestion in peak hours. XML is used for the

scripting of each simulation. It can support various

third party maps such as Google Maps or even hybrid

satellite road layouts.
• MATSim (Multi Agent Transport Simulation) [60] is

a microscopic traffic simulator, originally designed to

study the traffic movement of Swiss daily traffic

spanning over more than 7 million trips each day. It
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supports XML-based input and output for setting

parameters of nodes/persons. By default, it uses

second as the smallest time entity and the overall

simulation time depends upon the computing speed

of the machine. It also supports variation in quality

and quantity in data as input.
• DTALite [61] is a mesoscopic level open-source DTA

(Dynamic Traffic Assignment) traffic generator,

which is used with NeXTA (Network eXplorer for

Traffic Analysis) for the simulations. Output traces

are supported in the 3D environment. DTALite can

be used for large-scale transportation modeling

applications because of its support for multi-threaded

processing, which significantly reduces model

run-times. Model includes the impacts of work zones,

proposed freeways/ highways, and tolling facilities on

the traffic flows.
• MovSim (Multi-model open-source vehicular-traffic

Simulator) [62] is another JAVA-based platform

independent microscopic simulator. It supports

XML-based configuration and produces csv text

output. It has implemented several different models

for car following and uses its own physics-based fuel-

consumption model and lane change models. The

simulator does not support multiple lane junctions.
• FreeSim [63] is an open-source customizable traffic

generator for microscopic and macroscopic level

traffic. It supports the traffic algorithm for single and

multiple vehicles on multiple lanes and data collected

on real time can also be used for traffic generation.

The major advantage of FreeSim is its support for ITS

as it enables the communication of vehicles with the

monitoring system on the highways.

4.2 Network simulators

The basic function of a network simulator is to analyze

the performance of network protocols under different net-

work topologies and settings. Although there are many

network simulators available, we are particularly inter-

ested in network simulators that are suitable to use with

the vehicular network simulations. We highlight the sim-

ulators that support the new IEEE 802.11p standard for

data exchange in high-speed V2V and V2I scenarios with-

out involving association and authentication mechanism

of vanilla 802.11 standard. Table 2 highlights the features’

comparison of the discussed network simulators.

• NS-2 (Network Simulator 2) [64] is a commonly used

discrete event network simulator. It uses C++

simulation kernel and Object-oriented Tool

Command Language (OTCL) for simulation

modeling. It is open source; thus, new modules are

easy to implement. Wireless support includes node

mobility, propagation modeling for radio, and

802.11p protocol. NS-2 also supports the event

scheduler, which maintains the event log and

executes the simulation accordingly.
• GloMoSim [65] is an open-source multi-layered

parallel discrete event simulator. Due to its

multi-layered architecture, it is very convenient to

incorporate different models at different layers using

the standard APIs. It supports the simulation scripts

written in C programming language. QualNet is the

commercial version of the GloMoSim written in C++

that offers very high scalability factor as compared to

GloMoSim.
• NS-3 (Network Simulator 3) [66] is the replacement

of NS-2 to cater for the modern network research

requirements. TCL is no longer needed for simulation

modeling, and Python script support is enabled. NS-3

does not support backward compatibility with NS-2

and has the extended software integration support

with the other open-source network models.
• OMNeT++ [67] (Objective Modular Network Test

bed in C++) is an open-source component-based

C++ discrete event simulator with a GUI support.

Several modules are glued together to form a

simulation setup. The output from OMNeT++ is in

the form of text files that can also be processed by

other tools such as MATLAB or R. It is free only for

academic and non-profit use; a commercial version

OMNEST is also available.
• Mininet [68] is an open-source network emulator

which leverages virtualization to run networking

scenarios where each host, networking switch or

router act like a real machine. It provides an

extensible Python API for network creation and

experimentation. Simulation of wireless networks is

enabled with the help of Mininet-WiFi add-on.

Simulations of SDN in wireless networks as well as

802.11p protocol is supported.
• JiST (JAVA in Simulation Time) [69] is a JAVA-based

open-source discrete event simulator. Whereas

SWANS is a wireless network simulation platform

build on the JiST platform to meet the modern

requirements of the networking simulations. SWANS

is capable of simulating large-scaled wireless sensor

networks by consuming fewer resources as compare

to the GloMoSim and NS-2.
• OPNET [70] (OPtimized Network Engineering Tools)

is a discrete event commercial network simulator. It

provides an interactive GUI to define topologies and

to configure parameters from application layer to the

physical layer. It uses object-oriented programming

paradigm to map GUI-based input to simulation of

the real systems. Users can also define custom packet

format using OPNET. Its open interface supports the

use of external libraries with OPNET.
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Table 2 Network simulators

Active development 802.11p support Architecture language Simulation language

NS-2 [64] × NS-2.33 C++ C++ & OTCL

GloMoSim [65] × × C C

NS-3 [66] � � C++ & Python C++ & Python

OMNet++ [67] � � C++ C++

Mininet [68] � � Python Python

JiST/SWANS [69] × × JAVA JAVA

OPNET [70] � � C++ C++ & OTCL

4.3 VANET simulators and frameworks

In this category, we discuss simulators and frameworks

that integrate the mobility patterns in the VANET envi-

ronment with the network simulators (Table 3). These

VANET simulators and frameworks thus provide an inte-

grated framework for executing the simulations without

the need to run different softwares and resolving their

inter-dependencies.

• VEINS (Vehicles in Network Simulation) [71] is an

open-source VANET framework that uses SUMO as

the mobility generator and OMNeT++ as the

network simulator. VEINS is bidirectionally coupled

between network and traffic simulators enabling it to

model the influence of road traffic on network traffic

and also vice versa. For example, vehicles need to

change their route or slow down (change in mobility

pattern) on reception of a warning message generated

by the network simulator. Message exchange

between mobility generator and network simulator

takes place using TCP. Real maps can be used for

road layout plans. Moreover, an environmental

application has also been integrated that monitors

the carbon dioxide gas released by the vehicles.
• VSIMRTI (V2X Simulation Runtime Infrastructure)

[72] is a VANET simulator developed by DCAITI

(Daimler Center for Automotive Information

Technology Innovations), Germany, that provides a

flexible framework for adaptive evaluations of ITS

protocols. The framework can be compiled using any

of the available traffic generators SUMO, VISSIM,

etc. Similarly, for network simulator, it can use NS-3,

OMNeT++, JiST/SWANS, and VSimRTI_Cell

(cellular network simulator). It thus allows easy

integration and exchange of simulators. Since it

adopts a layered architecture, it can be used for the

simulation of latest ITS applications using

VSIMRTI_AppNT module.
• VENTOS [73] (VEhicular NeTwork Open Simulator)

is a cooperative platoon management simulator that

uses SUMO as mobility generator and OMNeT++ as

network simulator. This advanced simulator also

enables the V2I communication using DSRC enabled

wireless communications. Major features consist of

bi-directional message exchange using Simple

Network Management Protocol (SNMP) protocol,

adversary module for security attacks, and dynamic

routing of traffic.
• EstiNet [74] is a commercial network emulator and

simulator maintained by EstiNet Technolgies Inc.

The VANET add-on enables the V2V and V2I

simulation environment for high-speed

environments with minimal latency. For the mobility

generator functionality, it provides built in support

for customized maps or importing roadmap traces

and defining mobility pattern/parameters (lane

changing, overtaking, traffic signals, trip type, etc.). It

also provides support for IEEE802.11p for fast

transmission of data.
• iTETRIS [75] (an Integrated ) is a part of FP7

(Framework program 7) for the ITS applications. It

couples the SUMO as the mobility generator and

NS-3 as the network simulator with the help of iCS

(iTETRIS Control System). The major objective of

iTETRIS is to design an open-source VANET

simulation platform for the large-scaled V2V and V2I

communication using the state-of-the-art simulators.

Due to advanced capabilities of NS-3 and

architecture of iTETRIS, it can handle multiple

transmissions between vehicles at the same time

using multiple wireless communication medium,

which is close to realistic scenarios.
• TraNS (Traffic and Network Simulation

Environment) [76] is an open-source integration of

SUMO and NS-2, with an objective of simulating

close to real VANET environment. It is not under

active development and the last release (Trans V1.2)

was in 2009; hence, it is not compatible with later

versions of both SUMO and NS-2. It includes the

generation of random routes for vehicles, simulating
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Table 3 VANET simulators

Active Mobility Network Traffic Major characteristics
development generator simulator model

VEINS [71] � SUMO OMNeT++ Microscopic Car following, traffic light, multiple flow
models, environmental model, speed model

VSimRTI [72] � SUMO, VISSIM OMNeT++, SNS Microscopic Cellular network simulation support,

PHABMACS NS-3, SWANS car following, traffic light, speed model

VENTOS [73] � SUMO OMNeT++ Microscopic MATLAB compatibility for plots,

& Mesoscopic dynamic traffic routing, car following & traffic
light models

EstiNet [74] � Built-in Estinet Microscopic Car following, traffic light, multiple traffic
flow models, speed model

iTETRIS [75] × SUMO NS-3 Microscopic Emission and noise models, traffic rerouting,
car following & speed models

TraNS [76] × SUMO NS-2 Microscopic Danger warning and accident simulation
support, random & flow-based vehicles, car
following, dynamic rerouting, manual traffic
lights

NCTUns [77] × Built-in Built-in Microscopic Speed models, random flow-based vehicles,
car following, automatic traffic lights

GrooveNet [78] × Built-in Built-in Microscopic Speed models, random flow-based vehicles,
car following, manual traffic lights

MobiReal [79] × Built-in GTNetS Microscopic Speed model, car following, manual traffic
light, Probablistic & Rule based flows

traffic events, and visualization using the Google

Earth API. It also contains pre-modeled applications

for road safety and traffic efficiency.

• NCTUns (National Chiao Tung University network

simulator) [77] is an integrated network simulator

and emulator that utilizes Linux TCP/IP stack to

provide simulation results with high fidelity.

Moreover, on a multicore computing machine,

NCTUns is capable of executing parallel simulations.

With the built-in GUI interface, users can have

customized network topologies, modification of

modules inside the nodes, plotting graphs, and

animation for packet transmission.
• GrooveNet [78] is a hybrid VANET simulator as it

enables the communication between real vehicles and

simulated vehicles. Any new designed protocol can

be analyzed on the simulated roads. As it supports

visualization of real road network, any geographical

location of USA can be used for modeling, even at

street level. This simulator is also Linux based.
• MobiReal [79] is a network simulator capable of

simulating the mobility of vehicles as well as mobility

of humans. It supports algorithms for traffic

congestion, pedestrian’s collision avoidance, and

simulating multiple mobility modules simultaneously.

Basically, it utilizes GTNetS (Georgia Tech Network

simulator) to incorporate the mobility in network

simulator. For vehicular mobility, it uses the

NETSREAM, which is a non-open-source release

from TOYOTAMotors limiting the use of MobiReal.

However, other traffic simulators can be

incorporated with MobiREAL to provide the

vehicular mobility functionality.

4.4 Vehicular datasets

Accurate modeling of vehicular networks is essential to

get acceptable results in the simulations. Because the

vehicular model for mobility analysis has a great influ-

ence on the VANET simulations, one viable option is

to re-use the available vehicular data sets for research

purposes. The performance of a new protocol can thus

be compared with existing solutions utilizing the same

data set. Although there are many vehicular data sets

available, we only focus on the data sets generated

in the last decade as these represent updated road

layouts and capture the modern vehicle characteris-

tics. A list is compiled in Table 4 showing the data

set geographical location and details along with the

references.

4.4.1 Research challenges and future directions

We foresee a substantial increase in V2X applications uti-

lizing VCC for diversified purposes. These applications

require support from appropriate VANET simulator for
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Table 4 Available mobility datasets

Origon Detail

Rome (Italy) Mobility traces of Taxi Cabs [81]

Shanghai (China) Mobility traces of Taxi Cabs [82]

San Francisco (USA) Mobility traces of Taxi Cabs [83]

New York (USA) Trace set of vehicle with steerable antenna [84]

Washington (USA) WiFi-based connectivity between vehicles and

base station [85]

Asturias (Spain) Mobility traces based on GPS [86]

Stockholm (Sweden) Pedestrian mobility (Micro-simulation) [87]

Multiple locations (USA) Human mobility [88]

Milano (Italy) Traces of mobile phone based mobility [89]

Aachen (Germany) Traces of 802.11p packets under RF jamming [90]

Maryland (USA) Data set for vehicle collision (2012) [91]

Washington (USA) Data set of new vehicles assessment

(safety tests) [92]

Aarhus (Denmark) Road Traffic Data [93]

Aarhus (Denmark) Parking Data [94]

Europe Time stamped real traffic data set [95]

– Data set for short-ranged communication of V2V

and V2I [96]

Cologne (Germany) Vehicular Mobility Trace [97]

Creteil (France) Vehicular Mobility Trace (Microscopic Level) [98]

demonstrating their effectiveness. For example, integra-

tion of multiple simulators is required for simulation of

electric vehicles using power grid [80]. A simulator with

modular design is thus desired, where newmodules can be

developed independently and seamlessly glued together to

provide an appropriate platform for performance testing

of futuristic applications.

An important consideration, while selecting tools for

providing simulation support, is whether the platform

uses mobility traces for use in network simulations. One

inherent problem with these trace-driven network simu-

lations is that they cannot study the effect of changing

network condition/parameters on the traffic mobility. For

example, any congestion event detected by a vehicle will

result in initiation of a warning message for interested

vehicles to avoid the area. The mobility pattern of vehi-

cles in vicinity should change in response of receiving this

alert message. However, trace -driven simulation is only

confined to studying the effect of mobility on the network

performance, hence cannot react to any event not already

captured in the mobility traces. A fully coupled simula-

tor can have bi-directional information exchange enabling

simulation of realistic events. Further research is required

in this direction to develop an efficient simulation frame-

work.

5 Conclusion

In this study, we have reviewed the recent research con-

tributions in the emerging domain of Vehicular Cloud

Computing. The VCC is a combination of smart vehicles,

ad hoc networks, and ubiquitous sensing. The concept

is to employ the under-utilized computing and storage

resources available in vehicles by offering these resources

to other vehicles or customers. These resources can be

efficiently provisioned if managed through a well-defined

comprehensive framework developed through standards.

We have explored the recent frameworks to provide

computing, storage, and network services through VCC.

Moreover, the issues and challenges of existing work have

also been discussed at the end of every section. Most of

the existing frameworks are designed to support a partic-

ular scenario with their own abstractions; therefore, due

to lack of standards, multiple VCC federates cannot com-

municate with others. The other areas that need further

explorations are security, privacy, quality of services, and

user experience. The vehicular networks are well suited

for the content delivery system. However, maintaining

multiple copies and keeping these consistent is still an area

that needs further exploration. Moreover, integration of

machine learning can help in predicting the vehicles that

can be used to host services.

This survey can help researchers to understand open

areas of research under the VCC domain. The VCC is the

emerging paradigm that provides a platform to develop

viable solutions such as intelligent transportation system.

Endnotes
1An architectural element of fog computing (defined

later) that sits between the mobile users and the tradi-

tional cloud
2https://aws.amazon.com/s3/
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