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SUMMARY
A hierarchical robot sensory system being developed for
industrial robotics is described. At each level of the
hicrarchy, sensory intcrpretativc processes are guided by
exl~cctancy - enc crating modeling processes. The modeling
processes are driven by u priori knowledge (object pro-
totypes). by knowledge of the robot’s movements (feed-
forward from the control system), and by feedback from
thc intcrprctative processes (prior state of the sensory
world). At thc lowest level, the senses (vision, proximity,
tuctilc, force, joint angle, etc.) are handled separately;
above this Icvcl. they are integrated into a multi-model
world modcl. At successively higher levels, the inter-
prctativc and modeling processes describe the world with
successively highcr order constructs, and over succes-
sivcly longer time pcriods. Each level of the modeling
hierarchy providcs output, in parallel, to guide the cor-
rcspcmdinp levels of a hierarchical robot control system.

INTRODUCTION
I t is characteristic of robot applications that most of the
system’s sensory processing time will he spent on prob-
lems of sensory servoing, rather than on object identifica -
tion. This is because almost all of the images or other
sensory data with which it deals are encountered within
an historical context. They are members of a sequential
set successively altered by object and observer motion. In
this respect, the problem domain is very similar to that of
animal scnsory processing. After objects are initially
acquircd by the sensory system, i ts principal job is to
provide continuous sensory information to guide the
control system as rohot and object orientations change.
Conversely, the sensory system may obtain information
ahout the next viewing position from the robot control
system. A s a result of this continuity in the world being
sensed, the sensory system can employ many kinds of
context -dependent and context -independent knowledge
to generate attention processes and expectancies which
guide the processing of incoming data, and thus facilitate
real -time operation.

In our approach, an internal model of the external
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world is maintained by continuously servoing this model
to the sensory data. The model is a source of predictions
about the incoming data, a subset of which can be
selected for attention on the basis of optimal potential
discriminability. The model is in turn servoed to the data
by correcting it on the basis of comparison between the
data and itspredictions. All sensory information required
by the control system is obtained from this internal
model, which is always the system’s “best guess” about
the nature of external reality. The data being obtained
from the model by the control system thus may be
independent of the particular sensory data to which the
sensory interpretative processes are attending as they
servo the model to the external world. The control
system is a source of feedforward information for the
sensory system which causes the model to generate new
predictions based on system goals, for example, a change
of viewing position.

The world model thus functions as the interface be-
tween the sensory and control systems, transforming
control actions into attention -generating sensory predic -
tions on the one hand, and transforming sensory data
into feedback for the guidance of control actions on the
other. A major advantage obtained by interposing a
modeling system between the sensory and control sys-
tems is that it permits a decoupling of the two systems.
The sensory system’s attention processes are no longer
dictated by the specific data required by the control
system, and the control system need not wait on the
sensory analysis of recently sampled data. The model can
in fact, act as a matched filter which integrates data over
time so as to extract signal from noise. Once, the model
is correlated with incoming sensory data in the time
domain, the model can then be used as a predictor so
that the control system can anticipate predictable events,
and synchronize with periodicities in the environment.

The National Bureau of Standards’ robot system con-
sists of a multi -level, hierarchically ordered, computing
structure (see Figure 1). The chain of control levels on
the right acts as a task decomposition hierarchy. Each of
these control levels is functionally a state machine, with
input defined by a task specification from its superior, a
status report from its subordinate, and a description of
external conditions from the modeling and sensory pro-
cessing hierarchies on the left. These inputs together with
the internal state of the machine, define the address of a
line in each control level’s state transition table. This line
points to a procedure which defines the control level’s
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Fig. 1. The overall architectural scheme of the NBS robot
system. On the right, a control hierarchy is constructed from a
chain of state machines performing task decomposition. At
each level, the task input from above, the status feedback from
below, and the state of the world from the left determine the
current output from a state transition table. On the right, an
ascending sensory hierarchy accepts interoceptive and ex-
teroceptive sensory data and processes it to provide appropriate
world-state information for each level of the control hierarchy.

output and selects i ts state for the next clock cycle.
Typically, levels near the top of the hierarchy will change
state slowly and each action selected will represent a step
in a long term plan, while those levels near the bottom
will change state rapidly and each action represents the
next step in a task sequence, or a simple motion primitive
such as next joint position.

The sensory hierarchy on the left in Figure 1 accepts
sensor data at various levels. At the bottom level this
consists only of immediate interoceptive feedback from
force sensors, tachometers, or joint angle sensors. At
higher levels, a variety of exteroceptive data are ac-
cepted, such as television frames, touch and proximity
sensors. A s data enters into and ascends through this
sensory hierarchy, i ts progressive analysis makes infor-
mation available to the control system at levels of de-
scriptive complexity appropriate to the actions of the
control levels receiving it. Since, in general, higher order
descriptions of the sensory world require more proces -
sing, there is a general increase in the time taken for
successive levels of the ascending sensory hierarchy to
produce updated models of the world. The implementa -
tion of independent functional levels is selected to
achieve approximate equality between the processing

times for sensory analysis and the state changes in the
corresponding levels of the control hierarchy. Figure 2
presents a more detailed view, in which the sensory side
of the hierarchy is broken into its separate sensory-
interpretative (G) and sensory-modelling (M) systems.
The labeled arrows indicate the kinds of information
which flow laterally within levels of the system, and their
relation to ascending and descending information. Status
feedback in the control (H) hierarchy is omitted here
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Fig. 2. In this diagram, the sensory hierarchy is shown decom-
posed into its interpretative (G) and modeling (M) components.
The control hierarchy (H) communicates only with the model -
inghierarchy. The communications occurring at each level are of
the same type, and are indicated for a single level. (The status
feedback loops are omitted from the control side.)
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for clarity. In the present paper, we focus on the ac-
tivities of the sensory portion of the system. The details
of the control hierarchy have been presented elsewhere.’

As is apparent in these figures, each level of the
sensory system presents i ts output to the robot control
system in addition to passing information up to the next
sensory processing level. These communications between
the sensory and control systems occur in parallel at each
level. T h i s makes the lower level, more rapidly proces-
sed, information in the data available to the control
system as rapidly as it is discovered. At higher levels, the
sensory system describes all data entering the system in
terms of constructs such as shape, extent, and orienta -
tion, which are needed by the control system for physical
interaction with either known or unknown objects. At
the highest levels, the task planning portions of the
control system receive descriptions of objects and, when
possible, this may include classifying objects into sets
which are known by name. When the objects prove
nameable both the control system and the sensory system
can use stored information about characteristics common
to all members of their set.

Descriptions of object relations, objects, and all of
their parts are thus independently available, with the
lower levels of description represented by the most cur-
rent information. Since the simpler relations will usually
be updated more frequently than the more complex ones
in this multi -level system, a hierarchical control system
can use these lower level data for rapid servoing at the
lower levels of control. This i s possible once their signifi -
cance has been understood by the more slowly updated
higher levels of the system. For example, at the lowest
level of visual description the output is essentially only
range and azimuth information about points. This infor-
mation can easily be computed at frame rates, particu -
larly once higher level information about object identity
and geometric coordinate frames have been determined.

In the simplest mode of interaction between the sen-
sory and control systems, the control system may request
particular pieces of information at any level as it requires
them. However, the internal attention functions of the
sensory system include the ability to select specified
windows and filter types based on information from the
model. In this query-driven attention mode processing
can be restricted to the items of interest over the lifetime
of some phase of a control task, with a corresponding
reduction in processing time. In general, information may
either be requested about particular entities or types of
entities, or i t may be requested about the contents of
particular space, time or frequency windows.

HIERARCHICAL WORLD MODELING
The principal internal activity of the robot sensory sys-
tem is to build, modify, and maintain a world model
embodying the most complete possible description of the
environment. This world model is built with reference to
all available sensory input, including a variety of senses
for external data, such as vision, touch, and proximity,
and senses for internal data, such as joint angle and
force. A fund of internally stored knowledge is also

employed in construction of the world model. Th is con-
sists of general knowledge about the external environ-
ment (such as ideal, or characteristic, descriptions of
classes of known objects) contained in a “knowledge
base”, and of particular knowledge, such as the names
and locations of objects which are expected in the cur-
rent context. A further category of knowledge is derived
from knowledge of the state of the system, such as
knowledge about the momentary context of the observa -
tion itself. It includes knowledge about the location and
motion of the observer (or sensor) in space, as well as
knowledge about such variables as conditions of illumi-
nation. This latter information is obtained from that part
of the robot system which controls the sources of illumi-
nation.

The world model is constructed at many levels of
description. These are roughly hierarchical in sequential
order of construction, time of completion, and complex -
ity of the elements described. The system continually
uses all its computing resources by processing as many
objects as possible through all levels of description.
Where this is not possible, the priorities are set by the
requirements of the task.

The general nature of this descriptive hierarchy is
portrayed in Figure 3. The lowest level of description
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Fig. 3. The levels of the sensory hierarchy, illustrating paths of
information flow for cases where objects are or are not recog-
nizable.
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(Level 0) represents the world in terms of properties of
individual units of data which the system can sense or
derive from each sensory modality. For example, from
the visual modality, intensity, color, range, and other
features of individual pixels would be available. No at-
tempt is made at this level to correlate data from differ-
ent sensory modalities.

The next level of description (Level I),represents the
data in terms of properties belonging to connected aggre-
gates of data points. This is possible for most sensory
information. Thus, at this level connected groups are
identified, and their useful spatial and temporal features,
such as corners and velocities, are catalogued. At this
level, correlations are sought between data from all mod-
alities, and the entities represented are, at least poten-
tially, multi-modal.

These two levels of description are possible using only
state-independent knowledge. However, state-dependent
knowledge may also be invoked where available. For
example, at level I,positions and orientations of edges,
lines, or corner features may be found and described
without invoking a priori knowledge about the current
contents of the scene. But, i f a priori knowledge about
the kinds and positions of objects in the scene were
available from the model, it might either guide the sys-
tem to probable corner locations, or provide the system
with a set of matched filters to determine if a corner was
present, and what type it was.

The next level of description (Level 11) attempts to
aggregate clusters of features into more global entities.
That is, particular relations between clusters of level I
features may be recognized as objects which can be
named by Level 11. When this can be done, it penn i t s
access to knowledge in the model about the known
objects and their parts. This knowledge can then loop
back to improve the representation of the object and to
resolve uncertainties in its description. I t permits as yet
unseen features of the object to be inferred. Naming the
object also permits more concise description of items of
information which vary together with changes in orienta-
tion of the object.

Achieving this level of description requires a priori
state-independent knowledge, in the form of descriptions
of object prototypes which the system “knows”. Addi-
tionally, when available, state-dependent information
about expected object types, orientations, and locations
may be very usefully employed. Such information may
come from earlier recognition operations performed by
the system itself, or i t may come from external sources
such as an automated materials handling data base.

Level I11 (the fourth level of description in the world
model) attempts to describe spatial and temporal rela-
tions of aggregates of the objects described at level I1
and/or level I.For example, the locations of object A
and object B might be described at level 11, but level I11
would contain the fact that the relationship “A is on E”
exists. Temporal relations at this level might include
relations such as “A approaching B”. T h i s level thus
recognizes and describes relationships which are proper -
ties of the scene, while previous levels describe proper-
ties of objects in the scene.

Servoed world models

This level of description is not limited to objects which
can be named by Level 11. I t can also describe relations
of objects or object elements described at Level I,even
when they cannot be named. I f objects have been suc-
cessfully named, potent state-dependent knowledge may
be available to assist interpretation at the Level 111, and
naming at Level I1 may also indicate that apparently
separate entities are actually parts of the same recogniza -
ble object. Nonetheless, spatial and temporal relations
may also be described between unclassified entities, This
allows Level I11 to represent the spatial and temporal
relationships between unidentified objects and other as-
pects of the scene.

T h i s ability to describe scene contents at any level,
irrespective of the ability to name things, is fundamental
to a sensory system intended for sensory -servoed robot
guidance. An understanding of the spatial and temporal
structure of the environment is basic to the ability to
physically act in it. It is only when the physical structure
of the environment is understood by the system that it
can act on the information gained by recognition of
objects, and many operations may be required on unre-
cognized objects. The robot must at least avoid collision
with unrecognized objects and maneuver around them.
Additionally, it will usually need to inspect unknown
objects in an attempt to identify them, and this may
involve actually manipulating them. Unrecognizable ob-
jects may also require removal from the workspace or
relocation within it. In general, the further we go up or
down scale from the object level of organization, the less
utility naming appears to have. In contrast, a model of
the spatial and temporal structure of the environment is
necessary to interact with it at all levels.

The final level shown in Figure 3, level IV, simply
indicates the possibility for indefinite extension of this
type of hierarchical structure. In this case, the level
would again attempt to name aggregates of relations
identified at the preceding level. Since these would be
spatial or temporal relations of objects (A is on B, etc.)
this level would be attempting to name collections of
such relations, e.g. “Subassembly 23”.

SERVOING MODEL TO DATA
Each level of the descriptive hierarchy except the lowest
is composed of two major processes, an interpretative
process and a modeling process. The interpretative pro-
cesses attempt to classify and group data ascending from
lower levels. The modeling processes generate testable
expectations about the probable relations among the data
received by the interpretative processes. Figure 4 shows
the organization of these two major processes for two
levels of the hierarchy. Within each level there exists a
continuous interaction between the interpretative pro-
cess, operating to discover properties of the data arriving
from lower levels, and the modeling process operating to
generate predictions of what those properties are ex-
pected to be. The interpretation of the scene at each
level of description is based on the data presented from
lower levels, on general knowledge about rules for in-
terpreting the sensory world, and on the expectations
generated by the modeling process. The expectation is, in
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Fig. 4. Two levels of the sensory hierarchy, showing the rela-
tions between the interpretative and modeling components. At
each level, the current world model is servoed to the data being
processed by the interpretative processes. The control system
may request data from any aspect of the model, while the
modeling process generates predictions based on current con-
trol actions.

turn, based upon knowledge of what the interpretative
process has previously discovered or identified, upon a
priori knowledge about the scene available from higher
levels of modeling, and upon knowledge of changes in
viewing position which have been commanded by the
control system.

The interpretative processes form an ascending
hierarchy beginning at the bottom with input from the
sensors. The modeling processes form a descending
hierarchy beginning at the top level with input from the
“Knowledge Base”, which contains the system’s store of
a priori knowledge about object types and expected
scene contents. At each level of the descending modeling
hierarchy, this information is transformed by application
of other information to generate an expectation about
the current appearance of the scene and objects in it.
This transformation is guided by information about cur-
rent decisions of the interpretative process at that level,
and by input from the control system describing current
actions of the robot which influence receptor orientation
and operation. Successively lower levels of this modeling
hierarchy operate on successively more detailed aspects
of the scene.

At each level, the modeling process may also accept
information from the interpretative process about disco-
vered entities which are not contained in the world
model received from higher levels. In this case, whatever
description is possible for the new item is added to the
world model at that level. The new item may then enter
into the expectancy generating process insofar as changes
in point of view may be expected to alter its apparent
position, but not in other ways.

At every level, the interaction between the interpreta -
tive and modeling processes attempts to reconcile obser-
vation with expectation. This is accomplished by servoing
the model to a best fit with the data, and by using the
model to improve the description of the data. An exam-
ple is shown in Figure 5. Here, the modeling hierarchy
predicts a corner feature at a particular location, orienta -

tion and apex angle, and the interpretation algorithms
compare this prediction with the edge data points arriv-
ing from the level below. I f the fit is statistically good, the
predicted feature is relocated to the best fit to the data.
This ideal feature, relocated to the best fit position, is
what is passed to the next level’s interpretative process as
data. The location discrepancy is fed back to the model-
ing process, which uses it to correct its predictions. At
the next level up, predictions about entire objects are
compared with descriptions of located features arriving
from below. A best fit of the ideal object to the collection
of features is performed, and a particular instantiation of
the ideal object is passed as data to higher interpretative
levels. The discrepancy between prediction and observa-
tion is again passed back to the modeling process at this
level.

Within the modeling process, the position discrepancy
fedback from the interpretative process is used to im-
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Fig. 5. The interaction between data discovered by the system
and predictions of the modeling process. At the lower level, a
predicted corner feature is compared with observed edge
points, the best-fit instantiation of the predicted corner is
passed on to higher levels, and the error is passed back to the
modeling process. At the upper level, a similar process takes
place to fit a predicted rectangle to the discovered corner
features.
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prove the model of the object’s position. This may cause
the modeling algorithms to change the predicted descrip -
tion of the object as well as its predicted location. This
might occur, for example, because new features become
visible, or apparent angles change. On the next iteration,
this may improve the fit between observation and expec-
tation and in turn cause a refinement of the observed
discrepancy in fit and location. Note that the interpreting
process may change the position of the predicted ideal to
accord with observation, but does not change i ts descrip -
tion. The modeling process on the other hand may
change the description of the expected appearance of the
object.

Assuming that the prediction provided by the model-
ing process has fit the observed data within prescribed
limits of error, the interpretative process passes forward
the repositioned ideal description of the expected ele-
ment rather than the actual data. This follows from the
assumption that (if the prediction is correct) the observed
data will never be as good a description of the object as
the a priori model. The function of the data in this case is
only to form a basis for decision about the probability
that the object seen is the object expected, and to
generate statistics for reducing errors in the current
orientation and position parameters of the model.

Another possible mode occurs when the interpretative
algorithms discover features which do not correspond
sufficiently to features predicted by the modeling process.
This may occur, for example, when an object is an
aberrant example of its type, or when the data are noisy.
It may also occur when a feature is discovered where
none was predicted; for example an unknown object. In
this case a description of the feature, as a type with
parameters derived directly from the data, is passed to
superior levels and to the modeling process. When this
occurs, certain orders of representation are denied to the
object (for example, i t may not be possible to name it),
and the accuracy of its representation may be inferior.
However, it can still enter into the expectancy generating
process and be incorporated into the world model, thus
serving as a basis for action by the control system.

The levels of the system are loosely coupled. The
system as a whole is data-driven, and no particular
synchronization of levels occurs, except at the lowest
levels where there may be dependencies on receptor
hardware timing. Time required to process a scene at
each level may fluctuate widely and independently, due
to a variety of factors. Thus, i t may occur that a level
will not find new data ready to use in servoing the current
iteration of i ts model, while at the same time new expec-
tancies are being generated by events such as movement
of the robot. I n this case, the expectancy of the current
state of the model is fed forward unmodified as the “best
guess” about the nature of the world. This is analogous
to continuing to walk when your eyes are momentarily
closed, based on your predictions about what you would
see i f they were open, and it serves essentially the same
purpose in a robot system. When new data become
available, any drift due to this feed-forward is corrected.
The world model is continuously being corrected by the

data, so that it always represents the current best guess.
I f the model includes temporal features such as velocities
and accelerations, the dead-reckoning can remain accu-
rate for longer periods.

Of course even with feed-forward capabilities provided
by the model, the existence of computational delays in
the sensory feedback loop raises the possibility of insta-
bility in the control system. This can be a significant
problem at the lower levels where the robot may actually
be tracking a target using visual, tactile, or force feed-
back. In this case classical methods of stability analysis
must be applied. At the higher levels, where elements of
a task sequence are being selected based on recognition
of features and objects, the control system may simply
wait in a “PAUSE’ state until sufficient information is
processed to allow it to proceed to the next step in its
task sequence.

DATA STRUCTURES AND THE MODELING
PROCESS
The “Knowledge Base” in the upper right of Figure 6
represents the robot’s store of a priori knowledge, includ-
ing the descriptions of known objects, the set of these
which is initially expected, and their expected initial
positions. Some of this is state-dependent information
which originates in other parts of an automated factory;
for example, from another robot loading a parts tray. To
the extent that such initial expectations are incomplete or

Fig. 6. The current version of the sensory system being de-
veloped at NBS to implement the general approach outlined in
this paper. In this version, binary vision is employed together
with a minimal set of other senses. After preprocessing, the
data are carried through two levels of modeling -interpretative
interaction.
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inaccurate, the system must perform greater or lesser
degrees of initial acquisition processing upon first seeing
the parts.

The ideal prototypes of known objects, however, may
be derived directly from CAD descriptions. These CAD
descriptions are used to create three dimensional models
of the objects in two very different descriptive formats.
The first is a standard linked list representation of com-
ponent parts such as edges and vertices, together with
metric information concerning them. This representation
is augmented by, and linked to, a representation of the
object as a graph of “generic views”, inspired by the
work of Koenderink and van Doorn on aspect graphs.*
An aspect graph is a representation of the relations
between all of the regions (“parcels”) of the viewing
space within which the visible features of the object have
constant topological relations. That is, the perspective
projection may change as the observer moves within the
region or “parcel” of space, but not the occlusion
relations. The topologically constant view from such a
region is an aspect, or “generic view”. These generic
viewing regions are derived by a process which permits
the natural geometry of the object to define this parcella -
tion of the viewing space.

Since the occlusion relations of the object’s surface are
invariant within any such parcel of space, it is possible to
obtain a pre-solution of hidden surface problems for any
given generic view. Links between points in the generic
view and metric information in the remainder of the data
structure permit calculation of changes in perspective as
the camera moves within the parcel. Because motions of
the camera within the parcel cannot generate discon-
tinuities in these calculations, these changes can be con-
veniently approximated by simple parametric equations
associated with the space parcel of each generic view.
The graph structure having the generic views as nodes
(the aspect graph) represents the topological relations
among the generic views themselves, and permits the
modeling process to anticipate transitions from one view
to another as the camera moves through space.

These two types of representation are chosen to permit
rapid construction of expected instantiations of each type
of known object from the current viewing position. Once
this is complete, the most useful features of the expected
view may be identified. At each level, the modeling
process applies algorithms which select for attention
those features expected to be most discriminable by the
sensors, while providing the best discrimination of the
position of the expected objects. Thus, the “attention” of
the interpretative processes may be directed first to those
items most likely to disconfirm the expectancy. I f these
attended features are confirmed, the expectancy can be
accepted without further processing. (In addition, the
control or goal-directing systems may request attention
to particular classes of objects or features, or to particu-
lar spatial and temporal windows of occurrence.)

The data collected by the sensory system is rep-
resented in a world model database designed to satisfy
several requirements. It must represent all known infor-
mation about the objects’ locations, the volumes they

occupy, and the uncertainties in their positions and sizes.
It must be able to integrate information obtained by
sensing the world with that obtained from CAD models
and expectations. It must enable questions to be ans-
wered about free space as well as space that is occupied,
and it must uniformly represent expected and discovered,
known and unknown objects. We have chosen a dual
representation consisting of an object model and a vol-
ume model. The object model consists of a set of tables
describing the properties (including exact position and
orientation) of every object in the workspace known to
the system. These tables may be derived by instantiation
of CAD models, and thus be quite complete and contain
names. They may also be descriptions of features, posi -
tions, and other discovered information concerning as yet
unnamed objects; in either case the format of representa -
tion is the same. The volume model is an octree rep-
resentation of the workspace. The nodes of the octree
indicate whether the volume that each represents is oc-
cupied, empty, or unexamined, and, by means of pointers
to the tables, by what i t is occupied.

This dual representation allows retrieval of informa-
tion in either spatially indexed or feature indexed for-
mats, and both may required in typical robotics applica -
tions. The octree structure permits variable resolution
descriptions of the work space, so that large unoccupied
volumes are compactly represented, and questions about
the workspace can be answered by searching only to the
level of resolution desired. Where very detailed infor-
mation on locations of object features is required, the
object description tables may be consulted, either ini-
tially or after reference through the volume model.
Either of these representations may be filled in through
the use of any sensory modality. Even within a single
modality such as vision there may be different “chan-
nels” which require different types of representation. For
example, in our present structured light visual system 3

there is a flood type of illumination which gives two
dimensional information, but which covers the entire
visual field, and a plane of light illumination which gives
three dimensional position information about objects in-
tersecting a pair of planes projected into the visual space.

The plane of light illumination is analyzed to yield
information about object locationsand orientations which is
entered into the object and feature indexed tables. The
flood illumination is used to build the spatially indexed
volume model. This latter activity is greatly simplified by
the fact that the camera rides on the robot’s hand, and
thus its position and orientation are always known abso-
lutely. When a 2-D flood image is obtained, it is pro-
jected into the volume model to form a labeling of the
octree which represents a generalized cone in the work -
space. This indicates all the locations which might be
occupied on the basis of that picture. As the robot
moves, similar cones are generated by other views of the
same object. The intersections of these cones are re-
tained as “occupied” nodes in the volume model, while
nodes that do not intersect are erased. In this fashion the
system successively carves out a region of space contain -
ing the object. I f needed, this representation may be
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refined by investigation on the part of the robot (~.e,, it
may move in for better resolution or move to look at an
object from the side.) I f and when it becomes possible to
identify the object, the volume representation may be
further refined by intersection with the instantiated CAD
model. Whether or not the object can be identified,
however, the volume model is a guide to physical interac -
tion with objects and the space containing them.

CURRENT IMPLEMENTATION
This general design and rationale forms the basis for a
series of systems currently being constructed at the Na-
tional Bureau of Standards. A variety of types of vision
and other senses potentially can be employed by this
scheme. In our first version of the robot sensory system,
we are employing a two frame structured light vision
system,3 and tactile, forceltorque, and infra-red proxim-
ity transducers as “other” sensors. Later versions will
employ advanced gray-scale image pipelines, and range-
image systems currently under construction.

Algorithms for automatic derivation of generic views
from CAD databases are being developed, but this is not
yet possible for arbitrary objects. In the present stage of
development, generic views restricted to perimeter fea-
tures and constructed with operator interaction will be
employed. At the same time, alternative algorithms for
generating expected views using more traditional in-line
hidden surface algorithms are also being used.

The actual functional levels and hardware of the first
development stage appear in Figure 6. Beginning in the
lower left, the Camera Hardware includes controls for
the structured illumination and the interface and hard-
ware pre-processing for the television camera. This hard-
ware acquires images, creates binary images from them
by thresholding, and converts the binary images to lists of
run lengths between binary transitions. The two types of
structured light used are a point source, which gives a
two-dimensional outline of objects when thresholded,
and a dual plane-of-light source which can be analysed to
give both the range to a surface, and its orientation
relative to the camera. The system can thus infer three
dimensional interpretations of the two dimensional im-
ages acquired from the point (flood) flash frame. These
two structured light types are used in alternate television
frames. Between the two, the early stages of vision can
deduce all six degrees of freedom (relative to the robot)
of any surface which the double plane illumination
strikes.

‘This data is transmitted to First Stage Vision, which
cleans and selects the run length data, computes the
visual information to be output to Control Level 0, and
transmits all of the run-length data to the “Connected
Components” section of Second Stage Vision. T h i s stage
finds connected components or “blobs” in the image and
transmits a description of them, in chain code, to the next
component of Second Stage Vision, which identifies
boundary features of the blobs. Second Stage Vision also
controls a number of operating parameters of the vision
hardware, such as exposure values.

On the bottom right, Other Sensor Hardware repres-
ents all of the electronics associated with the proximity,
tactile, and force/torque sensors. Th is information is re -
ceived and processed by First Stage Other Senses, which
computes information to be output to Control Level 0,
and passes processed data to the next level. Owing to the
current rudimentary state of the other senses in the
system, there is no secondary pre-processing of this data
as there is with vision.

Following these pre-processing paths, there are two
complete levels of the sort described earlier, and diag-
rammed in Figures 3 and 4. These each consist of an
interpretative process and a world modeling process. The
first such level is unique in that the data from the various
senses have not yet been correlated with one another.
Thus, the interpretative process is split into three stages.
The first two attempt, in parallel, to reconcile their data
with the world modeling process’ expectations for the
various senses separately. T h i s having been accom-
plished, a third part of the process attempts to correlate
features described by the previous two into a unified
multi-modal description of the data. I t transmits this to
the next level, and transmits discrepancies between actu-
ality and prediction back to the world modeling process.
Three dimensional information may or may not exist for
individual features, but all expectancies are generated
and compared as two dimensional projections.

At the next level, a single multi-modal interpretation
process attempts to reconcile the located ideal features
described by the first level with the expected features of
known objects generated by the second level world mod-
eling process. At this level, and at subsequent levels yet
to be implemented, the modality or modalities of origin
of the data are not represented in the model. The system
hardware currently implemented consists of a hierarchy
of parallel microprocessors. Th is permits us to take ad-
vantage of the parallelism and pipeline organization in-
herent in the system design. The essential autonomy of
the various levels allows the component processors to run
with little overhead other than handshaking to pass data.
Save for the three sub-processes in the Level I inter-
pretative process, each of the elements of Figure 6 re-
sides in a functionally separate microprocessor -based
computer. Currently, these are 8086/8087 pairs. Com-
munication between these elements takes place over
dedicated point-to-point data paths which are handled as
buffered DMA transfers. A low bandwidth broadcast bus
ties all the processors together for occasional system
messages and initialization.

In the present form of the system, the timing of the
sensory processing hierarchy ranges from frame-rate
(30 msec.) data at the level of primitive features such as
structured light range, to about 1 second for simple oh-
ject recognition operations. Except for the lowest level,
however, these times are data dependant, and will vary
according to the complexity of the scene. In the present
version of the system, this sensory hierarchy is mated to a
hierarchical control system which can accept new data at
all levels every 15 milliseconds.
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