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Abstract. The main objective of this paper is to highlight the role of the set theo-
retic analysis in the model predictive control synthesis. In particular, the set theo-
retic analysis is invoked to: (i) indicate the fragility of the model predictive control
synthesis with respect to variations of the terminal constraint set and the terminal
cost function and (ii) discuss a simple, tube based, robust model predictive control
synthesis method for a class of nonlinear systems.
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1 Introduction

The contemporary research has recognized the need for an adequate mathematical
framework permitting the meaningful robust control synthesis for constrained con-
trol systems. An appropriate framework to address the corresponding robust control
synthesis problems is based on the utilization of the set theoretic analysis, see, for
instance, a partial list of pioneering contributions [1–4] and comprehensive mono-
graphs [5, 6] for a detailed overview. A set of alternative but complementary control
synthesis methods utilizing game–theoretic approaches is also studied [7, 8].

The robust model predictive control synthesis problem is one of the most impor-
tant and classical problems in model predictive control [9, 10]. The power of the set
theoretic analysis has been already utilized in the tube model predictive control syn-
thesis [11–15] and the characterization of the minimal invariant sets [16, 17]. The
main objective of this paper is to indicate a further role of the set theoretic analysis
in the model predictive control synthesis [9, 12, 18].
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Outline of the paper

Section 2 introduces systems under considerations and highlights the role of in-
formation available for the control synthesis. Section 3 collects some basic notions,
definitions and results relevant for the control synthesis under constraints and uncer-
tainty. Section 4 recalls basic results of the receding horizon control synthesis and
utilizes the set theoretic analysis to indicate fragility of the receding horizon control.
Section 5 proposes a simple, tube based, robust model predictive control synthesis
for a particular class of non–linear systems. Section 6 provides concluding remarks.

Nomenclature and Basic Definitions

The sets of non–negative, positive integers and non–negative real numbers are de-
noted, respectively, by N, N+ and R+, i.e. N := {0,1,2, . . .}, N+ := {1,2, . . .} and
R+ := {x ∈ R : x ≥ 0}. For q1,q2 ∈ N such that q1 < q2 we denote N[q1:q2] :=
{q1,q1 + 1, . . . ,q2 − 1,q2}. For two sets X ⊂ Rn and Y ⊂ Rn, the Minkowski set
addition is defined by X ⊕Y := {x + y : x ∈ X , y ∈Y} and the Minkowski set sub-
traction is X �Y := {z ∈ Rn : z⊕Y ⊆ X}. For a set X ⊂ Rn and a vector x ∈ Rn we
write x⊕X instead of {x}⊕X . A set X ⊂ Rn is a C set if it is compact, convex, and
contains the origin. A set X ⊂ Rn is a proper C set if it is a C set and the origin is in
its non–empty interior. A set X ⊆ Rn is a symmetric set (with respect to the origin
in Rn) if X = −X . We denote by |x|L norm of the vector x induced by a symmetric,
proper C set L. For sets X ⊂ Rn and Y ⊂ Rn, the Hausdorff semi–distance and the
Hausdorff distance of X and Y are, respectively, given by:

hL(X ,Y ) := inf
α
{α : X ⊆ Y ⊕αL, α ≥ 0} and

HL(X ,Y ) := max{hL(X ,Y ),hL(Y,X)},

where L is a given, symmetric, proper C set in Rn. Given a function f (·), f k(x), k ∈
N stands for its k-th iterate at the point x, i.e f k(x) = f ( f k−1(x)) = f ( f ( f k−2(x))) =
. . .. If f (·) is a set-valued function from, say, X into U , namely, its values are subsets
of U , then its graph is the set {(x,y) : x ∈ X , y ∈ f (x)}.

2 System Description and Role of Information

In the deterministic case, the variables inducing the dynamics are the state z∈Rn and
the control v ∈ Rm. The underlying dynamics in the deterministic case is discrete–
time and time–invariant and is generated by a mapping f̄ (·, ·) : Rn × Rm → Rn.
When the current state and control are, respectively, z and v, then:

z+ = f̄ (z,v) (1)

is the successor state. The system variables, i.e. the state z and the control v are
subject to hard constraints:

z ∈ Z and v ∈ V, (2)
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where sets Z and V are, respectively, subsets of Rn and Rm. Likewise, in the basic
uncertain model, the variables inducing the dynamics are the state x∈Rn, the control
u ∈ Rm and the disturbance w ∈ Rp. The considered dynamics is discrete–time and
time–invariant and is generated by a mapping f (·, ·, ·) : Rn ×Rm ×Rp → Rn. As in
the basic deterministic model, when the current state, control and disturbance are,
respectively, x, u and w, then:

x+ = f (x,u,w) (3)

is the successor state. The system variables, i.e. the state x, the control u and the
disturbance w are subject to hard constraints:

x ∈ X, u ∈ U and w ∈ W, (4)

where X, U and W are, respectively, subsets of Rn, Rm and Rp. In this paper we
invoke the following technical assumption:

Assumption 1. (i) The function f̄ (·, ·) : Rn×Rm → Rn is continuous and sets Z and
V are compact. (ii) The function f (·, ·, ·) : Rn ×Rm ×Rp → Rn is continuous and
sets X, U and W are compact.

An additional ingredient playing a crucial role in the uncertain case is the one of the
information available for the control synthesis.

Interpretation 1 (Inf–Sup Type Information). At any time k when the decision
concerning the control input uk is taken, the state xk is known while the disturbance
wk is not known and can take arbitrary value wk ∈ W.

Under Interpretation 1, at any time instance k, the feedback rules uk = uk(xk) are
allowed.

Interpretation 2 (Sup–Inf Type Information). At any time k when the decision
concerning the control input uk is taken, both the state xk and the disturbance wk ∈
W are known while future disturbances wk+i, i ∈ N+ are not known and can take
arbitrary values wk+i ∈ W, i ∈ N+.

Clearly, under Interpretation 2 the feedback rules uk = uk(xk,wk) are also, in addi-
tion to the feedback rules uk = uk(xk), allowed at any time instance k.

3 Constrained Controllability

An important role of the set theoretic analysis in the control synthesis is the char-
acterization of controllability sets under constraints and uncertainty. A very simple,
natural and basic problem, in the control synthesis in the deterministic case, is:
Given a target set T ⊆ Z, characterize the set of all states z ∈ Z, say S, and all
control laws v(·) : S → V such that for all z ∈ S and a control law v(·) it holds
that f̄ (z,v(z)) ∈ T. Obviously, similar questions can be posed, in a transparent way,
for both variants, i.e. inf–sup and sup–inf variants, of control synthesis in the un-
certain case. We indicate the mathematical formalism providing answers to these
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basic questions and obtained by a direct utilization of the set theoretic analysis. We
consider in the deterministic case, for a given, non–empty, set Z ⊆ Z, the preimage
mapping B̄ (·) and the set–valued control map V (·) given by:

B̄(Z) := {z : ∃v ∈ V such that f̄ (z,v) ∈ Z}∩Z and

∀z ∈ B̄(Z), V (z) := {v ∈ V : f̄ (z,v) ∈ Z}. (5)

Similarly, for a given, non–empty, set X ⊆ X, under Interpretation 1, the inf–sup
preimage mapping Binf−sup (·) and the inf–sup set–valued control map Uinf−sup (·)
are given by:

Binf−sup(X) := {x : ∃u ∈ U such that ∀w ∈ W, f (x,u,w) ∈ X}∩X and

∀x ∈ Binf−sup(X), Uinf−sup(x) := {u ∈ U : ∀w ∈ W, f (x,u,w) ∈ X}. (6)

Likewise, under Interpretation 2, the sup–inf preimage mapping Bsup−inf (·) and the
sup–inf set–valued control map Usup−inf (·, ·) are given by:

Bsup−inf(X) := {x : ∀w ∈ W, ∃u ∈ U such that f (x,u,w) ∈ X}∩X and

∀(x,w) ∈ Bsup−inf(X)×W, Usup−inf(x,w) := {u ∈ U : f (x,u,w) ∈ X}. (7)

Evidently, given a non–empty set Z ⊆ Z, the set of states that are one step control-
lable to Z is the set B̄(Z) and any control law v(·) : B̄(Z) → V ensuring that
the successor state f̄ (z,v(z)) is in the set Z is a selection of the set–valued con-
trol map V (·). Similarly, the set of states that are one step inf–sup controllable to
X is the set Binf−sup(X) and any control law u(·) : B̄(X) → U ensuring that all
possible successor states f (x,u(x),w), w ∈ W are in the set X is a selection of the
inf–sup set–valued control map Uinf−sup (·). Likewise, the set of states that are one
step sup–inf controllable to X is the set Ssup−inf = Bsup−inf(X) and any control law
u(·, ·) : B̄(X)×W → U ensuring that any successor state f (x,u(x,w),w) is in
the set X is a selection of the sup–inf set–valued control map Usup−inf (·, ·). If As-
sumption 1 (i) holds and a target set Z is compact, the set B̄(Z) and the graph of
the set–valued control map V (·) are compact when non–empty. Likewise, if As-
sumption 1 (ii) holds and a target set X is compact then the set Binf−sup(X) and
the graph of the inf–sup set–valued control map Uinf−sup (·) are compact when non–
empty and, similarly, the set Bsup−inf(X) and the graph of the sup–inf set–valued
control map Usup−inf (·, ·) are compact when non–empty. The semi–group property
of preimage mappings permits the characterization of the N–step, the N–step inf–
sup and the N–step sup–inf controllable sets and corresponding set–valued control
maps by dynamic programming procedures indicated next. Let N be an arbitrary in-
teger and let T be a given target set. The N–step controllable sets and corresponding
set–valued control maps are given in the deterministic case, for j ∈ N[1:N], by:

Z j := B̄(Z j−1) and ∀z ∈ Z j,

V j(z) := {v ∈ V : f̄ (z,v) ∈ Z j−1}, (8)
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with the boundary condition Z0 := T ⊆ Z. Similarly, the N–step inf–sup con-
trollable sets and corresponding inf–sup set–valued control maps are given, for
j ∈ N[1:N], by:

Xinf−sup j := Binf−sup(Xinf−sup j−1) and ∀x ∈ Xinf−sup j,

Uinf−sup j(x) := {u ∈ U : ∀w ∈ W, f (x,u,w) ∈ Xinf−sup j−1}, (9)

with the boundary condition Xinf−sup0 := T ⊆ X. Likewise, the N–step sup–inf
controllable sets and corresponding sup–inf set–valued control maps are given, for
j ∈ N[1:N], by:

Xsup−inf j := Bsup−inf(Xsup−inf j−1) and ∀(x,w) ∈ Xsup−inf j ×W,

Usup−inf j(x,w) := {u ∈ U : f (x,u,w) ∈ Xsup−inf j−1}, (10)

with the boundary condition Xsup−inf0 := T⊆X. If Assumption 1 holds and a target
set T is compact then: (i) the k–step controllable set Zk satisfies Zk = B̄k(T) and Zk

and the graph of the set–valued control map Vk (·) are compact when non–empty; (ii)
the k–step inf–sup controllable set Xinf−supk satisfies Xinf−supk = Bk

inf−sup(T) and
Xinf−supk and the graph of the inf–sup set–valued control map Uinf−supk (·) are com-
pact when non–empty; and (iii) the k–step sup–inf controllable set Xsup−infk satis-
fies Xsup−infk = Bk

sup−inf(T) and Xsup−infk and the graph of the sup–inf set–valued
control map Usup−infk (·, ·) are compact when non–empty. It is well known that the
non–emptiness of the N–step, the N–step inf–sup and the N–step sup–inf control-
lable sets represents, respectively, necessary and sufficient conditions for solvability
of the N–step, the N–step inf–sup and the N–step sup–inf controllability to a target
set control problems [2, 4–6]. Likewise, the afore mentioned non–emptiness plays
a crucial role in the solvability of the finite horizon (of length N) optimal and ro-
bust (inf–sup and sup–inf) optimal control problems in the presence of terminal set
constraints (as is the case in the receding horizon control [9]).

A further role of preimage mappings is also evident in set invariance [5, 6]:

Definition 1. A set Z is a control invariant set for the system z+ = f̄ (z,v) and con-
straints set (Z,V) if and only if Z ⊆ B̄(Z).

A set X is an inf–sup control invariant set for the system x+ = f (x,u,w) and
constraints set (X,U,W) if and only if X ⊆ Binf−sup(X).

A set X is a sup–inf control invariant set for the system x+ = f (x,u,w) and con-
straints set (X,U,W) if and only if X ⊆ Bsup−inf(X).

A more subtle issue is related to properties of fixed points of preimage mappings.
The fixed point set equations of preimage mappings take the form:

X = B̄(X), X = Binf−sup(X) and X = Bsup−inf(X), (11)

where the unknown, in any of the three cases, is the set X . It is known [5, 6] that,
under Assumption 1, special fixed points of preimage mappings are the maximal
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control invariant set Ω̄∞, the maximal inf–sup control invariant set Ω inf−sup
∞ and the

maximal sup–inf control invariant set Ω sup−inf
∞ given, respectively, by:

Ω̄∞ =
∞⋂

k=0

B̄k(Z), Ω inf−sup
∞ =

∞⋂

k=0

Bk
inf−sup(X), and Ω sup−inf

∞ =
∞⋂

k=0

Bk
sup−inf(X).

Under Assumption 1, sets Ω̄∞, Ω inf−sup
∞ and Ω sup−inf

∞ are compact, when non–empty,
and are, in fact, unique maximal (with respect to set inclusion) fixed points of cor-
responding preimage mappings B̄ (·), Binf−sup (·) and Bsup−inf (·).

4 Fragility of Receding Horizon Control

We indicate fragility of the receding horizon control by utilizing the set theoretic
analysis and exploiting the fact that fixed points of preimage mappings are, in gen-
eral, non–unique. Given an integer N ∈ N let vN := {v0,v1, . . . ,vN−1} denote the
control sequence of length N, let also φ(i,z,vN) denote the solution of (1) at time
i ∈ N[0:N] when the initial state at time 0 is z and the control sequence is vN . The
cost function VN (·, ·) : Z×V

N → R+ is specified by:

VN(z,vN) :=
N−1

∑
i=0

�(φ(i;z,vN),vi)+Vf (φ(N;z,vN), (12)

where functions �(·, ·) : Z×V → R+ and Vf (·) : Z f → R+ are the path and
terminal cost and Z f ⊆ Z is the terminal constraint set. Let also

VN(z) := {vN ∈ V
N : ∀i ∈ N[0,N−1], (φ(i;z,vN),vi) ∈ Z×V and

φ(N;z,vN) ∈ Z f }, (13)

denote the set of admissible control sequences at an initial condition z ∈ Z. We
invoke usual assumptions employed in the model predictive control [9]:

Assumption 2. (i) The function f̄ (·, ·) satisfies 0 = f̄ (0,0). (ii) The terminal con-
straint set Z f ⊆ Z is a compact set and (0,0) ∈ Z f ×V. (iii) The path and termi-
nal cost functions �(·, ·) : Z×V → R+ and Vf (·) : Z f → R+ are continuous,
�(0,0) = 0 and Vf (0) = 0 and there exist positive scalars c1,c2,c3 and c4 such that
for all (z,v) ∈ Z×V it holds that c1|z|2 ≤ �(z,v)≤ c2 and for all x ∈ Z f it holds that
c3|z|2 ≤Vf (z) ≤ c4|z|2 (iv) There exists a control law κ f (·) : Z f → V such that for
all z ∈ Z f it holds that f̄ (z,κ f (z)) ∈ Z f and Vf ( f̄ (z,κ f (z)))+ �(z,κ f (z)) ≤Vf (z).

Given an integer N ∈ N, we consider the optimal control problem PN(z):

PN(z) : V ∗
N(z) := min

vN
{VN(z,vN) : vN ∈ VN(z)}

v∗N(z) := argmin
vN

{VN(z,vN) : vN ∈ VN(z)}. (14)
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In the model predictive control, the optimal control problem PN(z) is solved on–
line at the state z, encountered in the process, and the optimizing control sequence
v∗N(z) = {v∗0(z),v

∗
1(z), . . . ,v

∗
N−1(z)} is utilized to obtain the model predictive control

law by applying its first term v∗0(z) (or its selection when v∗N(z) is set–valued) to
the system (1). The domain of the value function V ∗

N (·) and the optimizing control
sequence v∗N (·) is given by:

ZMPCN := {z : VN(z) �= /0}. (15)

At the conceptual level, in the deterministic case, the model predictive control law
is an on–line implementation of the receding horizon control law; The explicit form
of the receding horizon control law and the value function can be obtained by
solving the optimal control problem PN(z) utilizing parametric mathematical pro-
gramming techniques [19] or by employing parametric mathematical programming
in conjunction with the standard dynamic programming procedure given, for each
j ∈ N[1:N], by:

Z j := B̄(Z j−1), ∀z ∈ Z j, V j(z) := {v ∈ V : f̄ (z,v) ∈ Z j−1},
∀z ∈ Z j, V ∗

j (z) := min
v
{�(z,v)+V ∗

j−1( f̄ (z,v)) : v ∈ V j(z)},
∀z ∈ Z j, κ∗

j (z) := argmin
v
{�(z,v)+V ∗

j−1( f̄ (z,v)) : v ∈ V j(z)}, with

Z0 := Z f and ∀z ∈ Z0, V ∗
0 (z) := Vf (z). (16)

Obviously, qualitative system theoretic properties of the model predictive control
and the receding horizon control are equivalent. Under Assumptions 1 and 2, the
origin is an exponentially stable attractor for the controlled system, possibly set–
valued system when κ∗

N (·) is set–valued,:

∀z ∈ ZN , z+ ∈ F̄(z) := { f̄ (z, ṽ) : ṽ ∈ κ∗
N(z)}, (17)

with the basin of attraction being equal to a compact set ZN = B̄N(Z f ). The cor-
responding stability property is, in fact, a strong property, that is it holds for all
state trajectories {zk}∞

k=0 satisfying (17). The first role of set theoretic analysis is
the characterization of the domain ZN of the value function V ∗

N (·) and the receding
horizon control law κ∗

N (·); The corresponding domain is the set B̄N(Z f ) which is,
under Assumptions 1 and 2, compact for any fixed integer N ∈ N and, additionally,
an invariant set (i.e. ∀z ∈ ZN , F̄(z) ⊆ ZN). Clearly, it is, then, of interest to under-
stand how is the domain of functions V ∗

N (·) and κ∗
N (·) affected by the variation of

the terminal constraint set Z f (and possibly variation of the terminal cost function
Vf (·)). A crucial point in understanding this important issue is closely related to
properties of the preimage mapping B̄ (·) and, in fact, non–uniqueness and attrac-
tivity properties of its fixed points. We now deliver a simple example illustrating the
fragility of the receding horizon control.
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Example 1. Consider the two dimensional system generated by a linear map:

f̄ (z,v) =
1
2

Iz+ Iv, so that z+ =
1
2

Iz+ Iv,

with constraints on system variables z ∈ R2 and v ∈ R2:

Z = [−4,4]× [−2l,2l] and V = [−1,1]×{0} with l ∈ N.

The maximal control invariant set is, clearly, the set Z as:

Z = B̄(Z) and,consequently, Z = B̄N(Z) for any integer N ∈ N.

However, the set Z := [−4,4]×{0} is also a fixed point of the mapping B̄ (·):

Z = B̄(Z) and,consequently, Z = B̄N(Z) for any integer N ∈ N.

A moment of reflection reveals that for any compact set Y such that 0 ∈ Y ⊆ Z:

[−2,2]×{0}⊆ B̄(Y ) ⊆ [−4,4]×{0} and B̄(Y ) ⊆ B̄k+1(Y ) = [−4,4]×{0},

for any integer k ∈ N+. A further examination shows that for any compact set X
such that {0}× [−2ε,2ε] = X ⊆ Z (with ε > 0 arbitrarily small) we have:

X ⊆ [−2,2]× [−4ε,4ε]∩Z = B̄(X) ⊆ [−4,4]× [−4ε,4ε]∩Z,

∀k ∈ N+, B̄k(X) ⊆ B̄k+1(X) = [−4,4]× [−2k+2ε,2k+2ε]∩Z, and

for all k ∈ N such that k ≥ 2 and 2k+1ε ≥ 2l, B̄k(X) = Z.

A variant of the example relevant to the receding horizon control follows. Pick an
integer N ∈ N and consider the receding horizon control synthesis problem with the
following ingredients. The path cost function is:

�(z,v) = z′Qz+ v′Rv with Q =
14
16

I and R = I,

The terminal cost function is the unconstrained infinite horizon value function:

Vf (z) = z′Iz.

The corresponding unconstrained infinite horizon optimal control law is:

κ f (z) = −1
4

Iz

and the terminal constraint set Z f is the maximal positively invariant set for the
system z+ = 1

4 Iz subject to constraints z ∈ Z and 1
4 Iz ∈ V which turns out to be

the set Z = [−4,4]×{0}. All assumptions (our Assumptions 1 and 2) commonly
employed in the model predictive control literature [9] are satisfied. Unfortunately,
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the set Z f = Z = [−4,4]×{0} is a fixed point of the preimage mapping B̄ (·) so
that Z f = B̄N(Z f ) for any integer N. In turn, regardless of the choice of the horizon
length N ∈ N, the receding horizon control law κ∗

N (·) and the corresponding value
function V ∗

N (·) are defined only over the set ZN = B̄N(Z f ) = Z f = Z, which is a
compact, zero measure, subset of the maximal control invariant set Z. The exact
constrained infinite horizon control value function and control law are given by:

∀z ∈ Z, V ∗
∞(z) = z′

(
1 0
0 14

12

)
z, and κ∗

∞(z) =
(− 1

4 0
0 0

)
z.

In fact, in our example, the following, fixed–point type, relations hold true:

Z = B̄(Z), ∀z ∈ Z, V∞(z) = {v ∈ V : f̄ (z,v) ∈ Z} �= /0,

∀z ∈ Z, V ∗
∞(z) = min

v
{�(z,v)+V ∗

∞( f̄ (z,v)) : v ∈ V∞(z)},
∀z ∈ Z, κ∗

∞(z) = argmin
v
{�(z,v)+V ∗

∞( f̄ (z,v)) : v ∈ V∞(z)}.

Choosing the terminal constraint set Z f = [−4,4]× [−2ε,2ε]⊆ Z, with ε > 0, and
the terminal cost function Vf (·) =V ∗

∞ (·) leads (for a sufficiently large horizon length
N, for example for N ∈ N such that 2N+1ε ≥ 2l) to the receding horizon control
law κ∗

N (·) and the value function V ∗
N (·) identically equal over the whole set Z to

the infinite horizon control law κ∗
∞ (·) and the infinite horizon value function V ∗

∞ (·).
Hence an ε > 0 variation of the ingredients (the set Z f and the functionVf (·)) for the
receding horizon control synthesis results in a discontinuous change of domains of
the corresponding receding horizon control law κ∗

N (·) and the corresponding value
function V ∗

N (·) (notice that the Hausdorff distance between sets Z = [−4,4]×{0}
and Z = [−4,4]× [−2l,2l ] can be made as large as we please by setting l large
enough).

Conclusion 1. Standard assumptions employed in the model predictive control [9]
(summarized by Assumptions 1 and 2) are not, in the general case, sufficient as-
sumptions to ensure convergence (as N → ∞) of the receding horizon control law
κ∗

N (·), the value function V ∗
N (·) and the corresponding domain ZN to the infinite

horizon control law κ∗
∞ (·), the value function V ∗

∞ (·) and the corresponding domain
denoted Z∞. Furthermore, an ε > 0 variation of the terminal constraint set Z f and
the terminal cost function Vf (·), such that the perturbed data satisfy usual assump-
tions can result, in general case, in the discontinuous change of the domain ZN of
the receding horizon control law κ∗

N (·) and the corresponding value function V ∗
N (·);

Hence the receding horizon control synthesis is fragile, even in the linear–polytopic
case, with respect to feasible perturbations of the terminal constraint set Z f and the
terminal cost function Vf (·).

5 Simple Tube Model Predictive Control

The potential structure of the underlying mapping f (·, ·, ·) generating the dynamics
is beneficial for the simplified inf–sup tube model predictive control synthesis, as
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illustrated in [11–14] for special classes of discrete time systems (including linear,
piecewise affine and some classes of nonlinear systems). Ideas employed in [11–
14] are, now, demonstrated by considering a class of non–linear systems (that has
interesting structure and has not been treated in [11–15]) for which:

f (x,u,w) = g(x)+ Bu + w so that x+ = g(x)+ Bu + w. (18)

With the uncertain system (18) we associate a nominal system generated by:

f̄ (z,v) = g(z)+ Bv so that z+ = g(z)+ Bv, (19)

and work in this subsection under the following simplifying assumption:

Assumption 3. There exists a function θ (·, ·) : Rn ×Rn → Rm such that:
(i) for all x and z, |g(x)−g(z)+ Bθ (x,z)|L ≤ λ |x− z|L for some λ ∈ [0,1); (ii) for
all x and z such that |x− z|L ≤ γ , where γ := (1−λ )−1μ and μ := hL(W,{0}), it
holds that |θ (x,z)|M ≤ η; (iii) for all x ∈ γL and y ∈ γL, |g(x)+ Bθ (x,0)−g(y)−
Bθ (y,0)|L ≤ λ ∗|x− y|L for some λ ∗ ∈ [0,λ ] ⊂ [0,1).

Since |g(x)+B(v+θ (x,z))+w−g(z)−Bv|L ≤λ |x−z|L + |w|L by Assumption 3 (i),
and, since λ (1−λ )−1hL(W,{0})+hL(W,{0})= (1−λ )−1hL(W,{0}), the follow-
ing simple but useful fact is affirmative:

Lemma 1. Suppose Assumptions 3 (i) and 3 (ii) hold and consider a set X := z⊕ γL
where z ∈ Rn, γ := (1− λ )−1μ and μ := hL(W,{0}). Then for all x ∈ X and all
v ∈ Rm it holds that θ (x,z) ∈ ηM and g(x) + B(v + θ (x,z))⊕W ⊆ z+ ⊕ γL with
z+ = g(z)+ Bv.

Lemma 1 motivates the use of the parameterized inf–sup tube–control policy pair.
The parameterized tube Xinf−supN is the sequence of sets {Xinf−supk}N

k=0 where:

∀k ∈ N[0:N], Xinf−supk := zk ⊕ γL. (20)

The corresponding parameterized policy Πinf−supN is the sequence of control laws
{πinf−supk (·, ·)}N−1

k=0 where:

∀k ∈ N[0:N−1], ∀y ∈ Xinf−supk, πinf−supk(y,zk) := vk + θ (y,zk). (21)

To exploit fully Lemma 1 we need an additional and mild assumption:

Assumption 4. Sets Z := X� γL and V := U�ηM are non–empty and such that
(0,0) ∈ Z×V.

A direct argument exploiting mathematical induction and Lemma 1 yields:

Proposition 1. Suppose Assumptions 3 (i), 3 (ii) and Assumption 4 hold. Assume
also that sequences {zk}N

k=0 and {vk}N−1
k=0 are such that z0 ∈ Z and, for all k ∈

N[0:N−1], zk+1 = g(zk) + Bvk ∈ Z and vk ∈ V. Consider the parameterized tube–
control policy pair (Xinf−supN ,Πinf−supN) given by (20) and (21). Then Xinf−sup0 =
z0 ⊕ γL ⊆ Z⊕ γL ⊆ X and for all k ∈ N[0:N−1] it holds that:
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∀y ∈ Xinf−supk, πinf−supk(y,zk) = vk + θ (y,zk) ∈ V⊕ηM ⊆ U,

Xinf−supk+1 = zk+1 ⊕ γL ⊆ Z⊕ γL ⊆ X, and ,

∀y ∈ Xinf−supk, g(y)+ Bπinf−supk(y,zk)⊕W ⊆ zk+1 ⊕ γL = Xinf−supk+1.

We now provide a more general result under an additional assumption and utilize it
in conjunction with Proposition 1 for the tube model predictive control.

Assumption 5. There exists a compact set ZN ⊆ Z with 0 ∈ ZN and functions
κ∗

N (·) : ZN → V with κ∗
N(0) = 0 and V ∗

N (·) : ZN → R+ with V ∗
N(0) = 0 such that:

(i) For all z ∈ZN it holds that z+ = g(z)+Bκ∗
N(z) ∈ZN; (ii) The origin is exponen-

tially stable for the controlled system z+ = g(z)+Bκ∗
N(z) with the basin of attraction

ZN, i.e. all sequences {zk}∞
k=0 with arbitrary z0 ∈ ZN and zk+1 = g(zk)+ Bκ∗

N(zk)
satisfy |zk|L ≤ αkβ |z0|L for some α ∈ [0,1) and β ∈ [0,∞); (iii) The function V ∗

N (·)
is lower semi–continuous over the set ZN, continuous at the origin and it induces
the property assumed above in (ii).

For all x ∈ ZN ⊕ γL let Z (x) := {z ∈ ZN : (x− z) ∈ γL} and define:

∀x ∈ ZN ⊕ γL, V 0
N(x) := min

z
{V ∗

N(z) : z ∈ Z (x)}, and

∀x ∈ ZN ⊕ γL, z0(x) := argmin
z
{V ∗

N(z) : z ∈ Z (x)}. (22)

We consider the feedback control law and the corresponding induced controlled
uncertain system given by:

∀x ∈ ZN ⊕ γL, κ0
N(x) := κ∗

N(z0(x))+ θ (x,z0(x)) and

∀x ∈ ZN ⊕ γL, x+ ∈ F(x) := {g(x)+ Bκ0
N(x)+ w : w ∈ W}, (23)

A straight–forward utilization of Lemma 1 and construction above yields:

Theorem 1. Suppose Assumptions 1, 3 (i), 3 (ii), 4 and 5 hold. Then: (i) for all
x ∈ ZN ⊕ γL it holds that Z (x) �= /0 and for any x ∈ ZN ⊕ γL there exists at least
one z ∈ Z (x) such that V ∗

N(z) = V 0
N(x); (ii) for all x ∈ z⊕ γL with arbitrary z ∈ ZN

it holds that V 0
N(x) = V ∗

N(z0(x)) ≤V ∗
N(z); (iii) for all x ∈ γL it holds that V 0

N(x) = 0,
z0(x) = 0, κ0

N(x) = θ (x,0) and g(x)+Bκ0
N(x)⊕W⊆ γL; (iv) For all state sequences

{xk}∞
k=0 with arbitrary x0 ∈ ZN ⊕ γL and generated by (23) it holds that, for all k,:

xk ∈ z0(xk)⊕ γL ⊆ ZN ⊕ γL ⊆ X,

κ0
N(xk) = κ∗

N(z0(xk))+ θ (xk,z
0(xk)) ∈ V⊕ηM ⊆ U,

V 0
N(xk+1) = V ∗

N(z0(xk+1)) ≤V ∗
N(g(z0(xk))+ Bκ∗

N(z0(xk))),

hL(z0(xk)⊕ γL,γL) ≤ αkβ |z0(x0)|L and hL({xk},γL) ≤ αkβ |z0(x0)|L,

for some scalars α ∈ [0,1) and β ∈ [0,∞).

Under Assumptions 1 and 3 a direct application of results in [16, Section 4] yields
that the mapping F̃(X) := {g(x)+ Bθ (x,0)+ w : x ∈ X ,w ∈ W} is a contraction
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on the space of compact subsets of γL (note that Assumption 3 implies F̃(γL) ⊆ γL)
and it admits the unique fixed point, namely there exists a compact subset O of γL
such that O = F̃(O) and iterates F̃k+1(γL) ⊆ F̃k(γL) converge, with respect to the
Hausdorff distance, exponentially fast to the set O as k → ∞. Hence, in addition to
assertions of Theorem 1, we have:

Corollary 1. Suppose Assumptions 1, 3, 4 and 5 hold. Then there exists a compact
subset O of γL such that {g(x)+ Bκ0

N(x)+ w : x ∈ O,w ∈ W} = O where κ0
N (·)

is given by (23). Furthermore, for all state sequences {xk}∞
k=0 with arbitrary x0 ∈

ZN ⊕ γL and generated by (23) it holds that, for all k, hL({xk},O) ≤ α̃kβ̃ |z0(x0)|L
for some scalars α̃ ∈ [0,1) and β̃ ∈ [0,∞).

It should be clear that the set ZN and functions κ∗
N (·) : ZN → V and V ∗

N (·) :
ZN → R+ appearing in Assumption 5 and utilized in (22) and (23), Theorem 1 and
Corollary 1 can be obtained implicitly, under Assumptions 1, 4 and 2 by the stan-
dard model predictive control synthesis considered in Section 4 (namely, functions
κ∗

N (·) and V ∗
N (·) can be computed implicitly by solving PN(z), specified in (14), on–

line and the set ZN is given, implicitly, by (15) or alternatively by ZN = B̄N(Z f )
where Z f ⊆ Z is the corresponding terminal constraint set utilized in (14)). Utiliz-
ing Proposition 1 and the implicit representation of the set ZN , given in (15), and
functions κ∗

N (·) and V ∗
N (·), obtained from (14), we provide a formulation of an op-

timal control problem that when solved on–line provides the implementation of the
parameterized tube receding horizon control law (23). Given an integer N ∈ N, the
corresponding parameterized tube optimal control problem PtubeN(x) is:

PtubeN(x) : V 0
N(x) := min

(z,vN)
{VN(z,vN) : vN ∈ VN(z),(x− z) ∈ γL}

(z,vN)0(x) := arg min
(z,vN)

{VN(z,vN) : vN ∈ VN(z),(x− z) ∈ γL}.

Note that the tube model predictive control problem PtubeN(x) is marginally more
complex than the conventional model predictive control problem PN(z), specified
in (14), as it includes z as an additional decision variable and has an additional
constraint (x− z) ∈ γL which, by construction, can be satisfied for all x ∈ ZN ⊕ γL.
The control applied to the system x+ = g(x)+Bu+w, w ∈ W at the state x ∈ ZN ⊕
γL, encountered in the process, is given by:

κ0
N(x) = v0

0(x)+ θ (x,z0(x));

It is, in fact, the on–line implicit implementation of the feedback utilized in (23)
and, hence, it ensures, under Assumptions 1, 3, 4 and 2, that properties established
in Theorem 1 and Corollary 1 hold for the controlled uncertain system given by
∀x ∈ ZN ⊕ γL, x+ ∈ {g(x)+ B(v0

0(x)+ θ (x,z0(x)))+ w : w ∈ W}.

Remark 1. All results established above are applicable to the sup–inf case with di-
rect modifications. One of many possible and simple synthesis methods for the
sup–inf case would require only changes in Assumption 3 (i.e. the use of func-
tion θ (·, ·, ·) rather than θ (·, ·) and direct modifications of remaining parts of
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Assumption 3) and the utilization of the parameterized sup–inf tube–control pol-
icy pair (Xsup−infN ,Πsup−infN) where, as in (20) and (21), for any k, we employ
Xsup−infk := zk ⊕ γL and for any (y, w̃) ∈ Xsup−infk ×W, we consider parameterized
control laws πsup−infk(y, w̃,zk) := vk + θ (y, w̃,zk).

6 Concluding Remarks

We highlighted the role of the set theoretic analysis in the model predictive control
synthesis and suggested that it provides qualitative insights that are beneficial for the
receding horizon control synthesis. We indicated the fragility of the model predictive
control and proposed a simple tube model predictive control synthesis method for a
particular class of non–linear systems.

Acknowledgements. The author is grateful to E. Crück, S. Olaru and H. Benlaoukli for
research interactions leading to an ongoing, collaborative, research project on the fragility of
the receding horizon control.
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7. Krasovski, N.N., Subbotin, A.I.: Game–theoretical Control Problems. Springer, New

York (1988)
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