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Abstract

Deep convolutional neural networks show great advantages in computer vision tasks, such as image classification and 
object detection. However, the networks have complex network structure which include a large number of layers such 
as convolutional layers and pooling layers. They greatly consume valuable computing and memory resources, and also 
hugely waste training time. Therefore, we propose a novel shallow convolutional neural network (SCNNB) to overcome the 
above limitations for image classification, which uses batch normalization techniques to accelerate training convergence 
and improve the accuracy. The SCNNB network has only 4 layers with small size of convolution kernels, which requires 
low time complexity and space complexity. In the experiments, we compare the SCNNB model with two variant models 
and the classical SCNN model on the two benchmark image datasets. Experimental results show that compared to SCNN 
model, the SCNNB model can quickly learn the features of the data and achieve the highest classification accuracy of 
93.69% with 3.8 M time complexity on fashion-MNIST.

Keywords Deep convolutional neural networks · Shallow convolutional neural network · Batch normalization · Image 
classification

1 Introduction

Letnet-5 network is a highly efficient convolutional neu-
ral network, which has a network structure with 7 layers 
including pooling layers, has been successfully used to 
handwritten character recognition [1]. When the prob-
lem of gradient disappearance in deep network training 
is solved by Hinton [2], the Deep CNN algorithm is rap-
idly developed for different applications. With abundant 
computing resources and deep layers, the DCNNs obtain 
better performance. From 8 layers AlexNet [3] to 152 layers 
ResNet152 [4], there is tendency that the layers of DCNN 
structure become more and deeper. However, training 
those deep networks models occupies massive computa-
tion and memory resources. Especially, the training proce-
dure of the DCNN model is very time consuming.

Compared with DCNN, shallow convolutional neural 
network (SCNN) has a simpler network structure and fewer 
network parameters. Therefore, training the SCNN model 
occupies fewer computation resources and memory. To 
achieve better performance, Agarap [5] proposes a shal-
low network that combines CNN with support vector 
machine (SVM). Lee et al. [6] propose a shallow CNN with 
logarithmic filter groups to reduce model size for classifi-
cation tasks. In order to reduce the computational cost, a 
fast-shallow CNN is proposed [7, 8]. However, in the tradi-
tional deep neural network training, there is an internal 
covariate shift phenomenon [4]. It means that during the 
update of the training parameters, the data distribution of 
each input in the middle layer tends to be quite different 
from that before the parameter update. This phenomenon 
causes the network to constantly adapt to the new data 
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distribution, which makes training extremely difficult. 
The batch normalization (BN) strategy [12] is introduced 
to deal with those parameters change during the shallow 
CNNs training [9–11]. The BN strategy accelerates network 
convergence and improves the generalization ability of 
the SCNN model. In order to improve image classification 
accuracy, the network structure of these shallow CNNs 
should be further optimized.

In this article, we propose a novel shallow convolutional 
neural network (SCNNB) with batch normalization (BN) for 
image classification. The SCNNB network consists of two 
convolutional layers, two max-pooling layers, one fully 
connected layer and one softmax layer. To accelerate the 
convergence of the network and improve the generaliza-
tion ability of the model, the BN is added after each con-
volutional layer of the SCNNB network.

The main contributions of this paper are as follows:

1. We propose a novel shallow convolutional neural net-
work (SCNNB) with batch normalization technology to 
accelerate convergence and improve accuracy.

2. Without pre-training, the SCNNB model could achieve 
high accuracy than VGG [13] on image classification.

3. The SCNNB model has a simple structure, which con-
tains four layers (pooling layer and BN not considered), 
and the size of convolution kernels is only 3 × 3 . The 
network model has low time and spatial complexity.

2  Related work

Convolutional neural network (CNN) uses strategies such 
as weight sharing and pooling to greatly reduce the 
amount of calculation and parameters, which makes the 
training depth model possible. In recent years, with the 
great increase in computing power, many deep convo-
lutional neural networks (DCNNs) are rapidly developed. 
From AlexNet [3], VGGNet [13] to MobilenetV1 [14] and 
MobilenetV2 [15], they have been proved that DCNNs have 
achieved gratifying successes in computer vision tasks. 
However, these DCNNs have complex network structures 
and a large number of parameters. For example, VGG16 
[13] has 16 layers, and over one million parameters.

Due to the time-consuming training of deep networks, 
the research work on shallow deep learning networks has 
received attention [16–20]. In [21], the author proposes a 
shallow CNN to face detection, which has only a convolu-
tional layer and max-pooling layer. Niu et al. [22] propose 
an end-to-end shallow CNN, which combines regression 
and CNN with several layers to process ordinal regression 
on two age benchmark datasets. These models construct 
a non-linear mapping from input to output. They use con-
volution technology to extract data features. They utilize 

pooling strategy to reduce parameters, and fuse the fea-
tures of the front layer with fully connected layer. In order 
to better extract features and accelerate the training of 
shallow CNN models, Bhatnagar et al. [9] apply the ideas 
of BN [12] and residual skip connections [4] to classify the 
fashion-MNIST datasets. In [5], the author combines sup-
port vector machine (SVM) with shallow CNN to image 
classification. In their network structure model, the fully 
connected layer is replaced by the SVM. The simulation 
results show that the classification is better than single 
CNN and SVM on MNIST and fashion-mnist datasets. Lee 
et al. [6] propose shallow CNN, which uses several logarith-
mic filter groups convolutions and global average pool-
ing to get more accuracy in computer visual tasks. In [7], 
the author proposes a fast shallow CNN without pooling 
layer to detect forgery image, which extracts CrCb chan-
nels from RGB space.

3  Methods

In this section, a novel shallow convolutional neural net-
work (SCNNB) framework is proposed, then the feature of 
the SCNNB model is deeply analyzed. Moreover, the time 
complexity of the convolutional neural network (CNN) 
model is evaluated.

3.1  SCNNB model

Deep convolutional neural networks (DCNNs) such as 
MobilenetV1 [14] and MobilenetV2 [15] have a large 
number of layers and require several days, weeks or even 
longer training time. To avoid the above problem, we 
construct a shallow CNN framework with fewer layers 
and small convolution kernels size. The shallow convo-
lutional neural network (SCNNB) with batch normaliza-
tion model is composed of 2-layer convolutional layers, 
2-layer max-pooling layers, a fully-connected layer and 
a softmax layer. The model framework is shown in Fig. 1. 
The size of the input data is 28 × 28 × 1 . The model first 
extracts the shallow data features by 3 × 3 convolution 
with 32 filters. In CNN, the batch normalization (BN) is 
to normalize (average and variance) each feature map 
obtained after convolution so that the input value of the 
activation function falls within the range sensitive to the 
input to reduce the probability of gradient vanishing. 
In order to improve accuracy and the nonlinear expres-
sion ability of the model, the convolutional layer is fol-
lowed by BN and Relu. Then 2 × 2 max-pooling is used to 
reduce data dimension and computational complexity. 
Next 3 × 3 convolution with 64 filters to extract the deep 
data features. After the second convolutional layer, there 
is a pair of strategies BN and Relu which further improve 
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accuracy and increase the nonlinearity of SCNNB model. 
The strategies followed by the second 2 × 2 max-pooling 
layer further reduce data dimension and computational 
complexity. Then a fully connected layer with 1280 neu-
rons is used to fuse the features of the front layer. After 
the fully connected layer, Relu is used to increase the 
nonlinear expression ability of the model. Next drop-
out is introduced to reduce over-fitting and improve 
the generalization ability of the model. Finally, softmax 
output layer to achieve multi-classification. It requires 
small computations, memory and few iterations, saving 
valuable time resources.

The SCNNB model has several modules including 
input layer, convolutional layer, max-pooling layer, fully-
connected layer and softmax output layer, as well as BN, 
dropout strategy and Relu activation function.

1. Input layer: The size of the input images is 28 × 28 for 
single channel image.

2. Convolutional layer: Convolutional layer is one of the 
most important layers of CNN, which can effectively 
extract the characteristics of data. Different convolu-
tion kernels extract different data features. The more 
convolution kernels, the stronger the ability to extract 
features is. The SCNNB contains two 3 × 3 convolu-
tional layers which have 32 and 64 filters, respectively.

3. Max-pooling layer: After the features of data are 
extracted by convolution, the pooling layer is used to 
reduce data redundancy through down-sampling on 
the extracted features. The SCNNB uses two 2 × 2 max-
pooling layers in order to reduce the data dimension 
and the computational complexity while keeping the 
useful features of the extraction almost unchanged. 
The max-pooling layers output a matrix whose out-
put channel is the same size as the input channel. The 
pooling layers not only reduce the redundancy of data 
features and the risk of over-fitting, but also improve 
the training speed.

4. Fully connected layer: Each neuron node of the fully 
connected layer is connected to each neural node of 
the upper layer, and the neuron nodes of the same 
layer are disconnected. The SCNNB model fuses the 
features of the front layer by a fully connected layer 
with 1280 neurons. This fully connected layer is essen-
tially 1 × 1 × 3136 convolution operation, which con-
volution kernels size is same with the output charac-
teristic size ( 7 × 7 × 64 ) of the previous layer.

5. Softmax output layer: The most commonly used con-
volutional neural network uses softmax output layer 
to achieve multi-classification. Softmax function is 
defined as: 

 where n indicates the number of output layer nodes, 
corresponding to the number of categories of the 
specific classification task, and yi denotes the output 
of the ith node of the output layer. The output of this 
model is converted into a probability distribution by 
the softmax function.

6. Relu: The Relu is chosen as the non-linear activation 
function of the SCNNB model. Relu could learn from 
data the mapping of any complex function from input 
to output to solve the non-linear problems, and make 
the model more powerful. The Relu activation function 
is defined as: 

 Relu has the property of sparse activation, which alle-
viates the over-fitting to some extent and improves 
the generalization ability of the model.

7. BN: SCNNB uses BN strategy to speed up the training 
of the model and improve the classification results. The 
details of BN are introduced in Sect. 3.1.

8. Dropout: In the model of deep learning, if there are 
too many training parameters and fewer input data, 
it will probably lead to the problems of high training 
accuracy and low testing accuracy, such as overfitting. 

(1)softmax(y)i =
eyi

∑n

j=1
eyi

.

(2)f (x) = max(0, x).

Fig. 1  Architecture structure for our SCNNB model
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SCNNB uses dropout technique to randomly discard 
the neurons of a certain probability on the fully con-
nected layer to avoid over-fitting and accelerate the 
training of the network.

3.2  Time complexity assessment

The time complexity of convolutional neural network 
includes convolutional layers, pooling layers and fully 
connected layers. The pooling layers and fully connected 
layers only take 5–10% of the computational time [23], 
while the convolutional layers occupy the vast majority 
of computing time. As with the idea of Lu et al. [10], the 
SCNNB model only considers the time complexity of the 
convolutional layers to simplify the calculation. According 
to [23], we calculate the theoretical time complexity which 
is defined as:

where j denotes the index of the convolutional layer, and k 
is the number of the convolutional layers. nj−1 denotes the 
number of the filters (input channels) in the j − 1 th layer, 
and nj is the number of the filters (output channels) in the 
jth layer. s

w
 and sh are the width and height of the filters, 

respectively, and m
w

 and m
h
 are the width and height of 

the output feature map, respectively.

4  Experiments

In this section, firstly two variants of SCNNB model are 
compared with SCNNB model on MNIST, Fashion-MNIST, 
and CIFAR10 datasets. Then the SCNNB model is compared 
with classic deep convolutional neural networks and shal-
low convolutional neural networks methods.

4.1  Datasets

MNIST [1] is a standard dataset for image classification. 
It has a total of 10 classes, including 10 digits of 0–9. We 
choose 60,000 grayscale images for training and 10,000 
grayscale images for testing. The size of the images is 28 

(3)O =

{

k
∑

j=1

nj−1 ⋅ sw ⋅ sh ⋅ nj ⋅mw ⋅mh

}

.

× 28 pixels. Fashion-MNIST datasets [14] is a new image 
dataset, which consists of a total of 70,000 fashion prod-
ucts images from 10 categories. The same as MNIST, the 
fashion-MNIST dataset contains 60,000 training images 
and 10,000 test images. The images are grayscale images 
of the size of 28 × 28 . We randomly flip the training and 
testing images according to the probability of 0.5, and use 
them as our training set and testing set. CIFAR10 [27] is 
widely used image classification dataset, which has 50,000 
training color images and 10,000 test color images from 
10 categories. The size of these images is 32 × 32 pixels.

4.2  Experimental parameters

In the experiments, the model parameters are updated by 
stochastic gradient descent (SGD) with momentum. We 
set fixed learning rate of 0.02 and the momentum of 0.9. 
Dropout rate is 0.5, and regularization weight is 0.000005. 
All experiments are trained for 300 epochs, and batch size 
is 128.

4.3  Results

In order to prove that BN can accelerate the training of 
network and improve precision, we introduce two variants 
of SCNNB as follows: 

SCNNB-a:  remove only BN strategy after the first convo-
lutional layer, and the remaining layers and 
parameters remain unchanged.

SCNNB-b:  remove all BN strategies after each convo-
lutional layer, and the remaining layers and 
parameters remain unchanged.

 
The comparison results between SCNNB, SCNNB-a and 

SCNNB-b are shown in Table 1. The results in Table 1 show 
that on MNIST dataset, SCNNB achieves the highest test 
accuracy of 99.54%, which is 0.06% higher than SCNNB-a. 
The SCNNB is 0.08% higher than SCNNB-b.

The results in Table 1 depict that on fashion-MNIST 
dataset, the SCNNB-a acquires good test result of 93.56%, 
which is 0.29% higher than the SCNNB-b to reach the clas-
sification result of 93.27%. The SCNNB-a is 0.13% lower 

Table 1  Comparison 
classification results of our 
methods on MNIST, fashion-
MNIST, and CIFAR10 datasets

Our methods MNIST classification test 
accuracy (%)

Fashion-MNIST classification 
test accuracy (%)

CIFAR10 classifica-
tion test accuracy 
(%)

SCNNB-a 99.48 93.56 85.86

SCNNB-b 99.46 93.27 82.38

SCNNB 99.54 93.69 86.69
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than the SCNNB (93.69%) that each convolutional layer 
followed by BN strategies.

The results in Table 1 show that on CIFAR10 dataset, 
SCNNB achieves the best classification result of 86.69%, 
which verifies the validity of SCNNB.

Figures 2, 3, and 4 show the test accuracy of the SCNNB, 
CNNB-a, and SCNNB-b on MNIST, fashion-MNIST, and 
CIFAR10 datasets, respectively. In Figs. 2, 3, and 4, it is 
obviously to see that the overall trend of test classifica-
tion result of SCNNB is better than SCNNB-a and SCNNB-
b. On CIFAR10, the accuracy of SCNNB is 4.72% (average 
value) and 3.67% (average value) higher than the clas-
sification result of SCNNB-a and SCNNB-b, respectively, 
which implies that the SCNNB can learn the features of 
data better and faster. The BN technology can speed up 
the convergence of the network and improve the accuracy 
of the model.

The comparison between SCNNB and classic deep CNN 
methods are shown in Table 2. On MNIST dataset, the pro-
posed method achieves an accuracy of 99.54%, is superior 
to the deep CNN methods [3, 4] that include a large num-
ber of convolutional layers. The test accuracy of SCNNB is 
similar to the state-of-the-art deep CNN [25] on MNIST. 
However, the [25] network consists of 5 × 5 convolution 
with 419/403 filters in the first / second convolutional layer 
and 7 × 7 convolution with 288 filters in the third convolu-
tional layer respectively. Moreover, the SCNNB network has 
two 3 × 3 convolutions with 32 and 64 filters, respectively. 
Compared to these deep CNNs, the SCNNB network has 
smaller network structure, lower computational cost and 
faster training speed.

On Fashion-MNIST dataset, the test accuracy of the 
SCNNB is superior to many deep CNN methods [3, 13, 24]. 
The SCNNB is 7.26% higher than AlexNet [3], obtaining the 
test accuracy of 93.69%. Although the SCNNB is lower than 
some deep CNN methods [4, 25, 26] (3.97% lower than 
Zeng et al. [26] of 97.66%), the number of convolutional 

layers of deep CNN methods [4, 26] is 6 times more than 
the SCNNB. Compared to the SCNNB, the [15] network con-
sists of seven convolutional layers with a large number of 
filters (such as 7 × 7/5 × 5 convolution with 442/382 filters). 
Compared to all the above deep CNN methods, the SCNNB 
model has a shallow and simple 4-layers network struc-
ture, which generates fewer parameters and calculations, 
and less time resources to train.

On the other hand, the comparison results of the SCNNB 
and classic shallow CNN methods on MNIST and fashion-
MNIST datasets are shown in Table 3. It is obviously to see 
that the classification accuracy of our method is about 
the same as shallow CNN [18], achieving an accuracy 
of 99.54%. The SCNNB is only 0.12% lower than shallow 
CNN [20] (3 convolutional layers) that has more layers and 
higher time complexity on MNIST. The SCNNB with 4 layers 
is better than other shallow CNN methods on MNIST. The 
SCNNB achieves the highest classification result of 93.69% 

Fig. 2  Comparison classification results of our methods on MNIST 
dataset

Fig. 3  Comparison classification results of our methods on fashion-
MNIST dataset

Fig. 4  Comparison classification results of our methods on CIFAR10 
dataset
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with 3.8 M time complexity on fashion-MNIST, which is 
0.28% higher than shallow CNN [16] of 93.41% that time 
complexity is about 14 times that of the SCNNB, and which 
is much higher than other shallow CNN methods.

Table 4 shows these comparison results in terms of test 
accuracy and training time on all datasets. It is obviously to 
observe that SCNNB with the fewest training time is better 
by a large margin in most cases.

5  Conclusions

In this article, a novel shallow convolutional neural 
network (SCNNB) with batch normalization strategy is 
proposed for image classification. The batch normaliza-
tion strategy can accelerate the convergence speed and 
improve accuracy of image classification. The SCNNB 
model has a 4-layer simple structure with 3.8 M time 
complexity on the benchmark image datasets. Experi-
ments show that the SCNNB model achieves excellent 
classification results than the other SCNN and VGG mod-
els. In the future, instead of the fully connected layer, 

1 × 1 convolution and global average pooling will be 
introduced to reduce the number of parameters.

Table 2  Comparison 
classification results of SCNNB 
and deep CNN methods on 
MNIST and fashion-MNIST 
datasets

Conv. denotes convolutional layers, and Fc is fully connected layers (including output layer). VGG16 
H-CNN and VGG19 H-CNN models compose of VGG16 and VGG19 basic models and three fully-con-
nected neural networks blocks. ResNet network has 18 layers, 34 layers, 50 layers and other network 
structures, and the ResNet network has the least number of layers with 18 layers. Ma et al. [25] proposes 
different network structure models for different image classifications. The network structure has three 
convolutional layers and four fully connected layers on MNIST. The network structure has 7-layer con-
volutional layers and 4-layer fully connected layers on fashion-MNIST. In recent years, researchers only 
count the layers of convolutional layers and fully connected layers when calculating network layer. We 
also use the same method to calculate the layers of networks

Deep CNN methods MNIST classification test 
accuracy (%)

Fashion-MNIST classification 
test accuracy (%)

Con./Fc number

AlexNet [3] 98.81 86.43 5/3

VGG16 [13] – 92.89 13/3

VGG19 [13] – 92.90 16/3

VGG16 H-CNN [24] – 93.52 ≥13/≥3

VGG19 H-CNN [24] – 93.33 ≥16/≥3

ResNet [4] 99.37 94.39 ≥17/1

Ma et al. [25] 99.72 94.60 3/4 (7/4)

Zeng et al. [26] – 97.66 13/3

SCNNB (ours) 99.54 93.69 2/2

Table 3  Comparison 
classification results of SCNNB 
and shallow CNN methods 
on MNIST and fashion-MNIST 
datasets

The time complexity denotes the number of computation (theoretical time complexity), rather than the 
actual running time. We calculate the time complexity using Eq. (3). M is million. For instance, 3.8 M is 
3.8 millions

Shallow CNN methods MNIST classification 
test accuracy (%)

Fashion-MNIST classifica-
tion test accuracy (%)

Time complexity

Bhatnagar et al. [9] – 92.54 2.0 M

Hossain et al. [16] – 93.41 54.1 M

Petra et al. [17] 99.25 92.32 –

Agarap et al [15] 99.17 90.91 –

Poernomo et al. [18] 99.59 92.03 –

Jain et al. [20] 99.66 – 4.5 M

Gorokhovatskyi et al. [19] 98.52 – 1.2 M

Ide et al. [11] 98.89 – –

SCNNB (ours) 99.54 93.69 3.8 M
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