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SHARP PALEY-TITCHMARSH
INEQUALITIES IN ORLICZ SPACES

Abstract

Let (Tf)(x) = xf̂(x), where f̂ is the Fourier transform of f . If
P (t) = t

∫ t

0
s−2Q(s) ds, t > 0, where Q is some non-negative continuous

function, then there is a constant A > 0, such that∫
R
Q(|Tf(x)|) dx

x2
≤ A

∫
R
P (|f(x)|) dx

holds. Moreover,if this inequality is satisfied for all f , then t
∫ t

0
s−2Q(s)ds

≤ CP (t), t > 0, for some constant C > 0.
Corresponding Orlicz space and dual inequalities for this and the

Hardy averaging operator are also given.

1 Introduction

The classical Paley-Titchmarsh inequality asserts that if f ∈ Lp, 1 < p < 2,
then ∫ ∞

−∞
|x|p−2|f̂(x)|p dx ≤ C

∫ ∞
−∞
|f(x)|p dx , (1.1)

where f̂ is the Fourier transform of f defined by

f̂(x) =

∫ ∞
−∞

e−ixtf(t) dt, x ∈ R .
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The object of this note is to extend this inequality to the form∫ ∞
−∞

Q(|xf̂(x)|) dx
x2
≤ A

∫ ∞
−∞

P ∗(|f(x)|) dx , (1.2)

where P ∗ andQ are certain non-negative continuous, non-decreasing functions.
Moreover, it is shown (Theorem 2.1) that the P ∗ and Q for which (1.2) is
satisfied are in some sense the best possible. Since (1.1) fails where p = 1,
one might also expect that Q and P ∗ are convex. However this need not be
the case (cf. Ex. 2.1). Since (1.2) is proved via an interpolation argument
one might expect that sharp estimates of the form (1.2) can be obtained for
operators other than those of Fourier type. This is indeed the case, and we
illustrate this for the Hardy averaging operator.

Although modular inequalities such as (1.2) imply corresponding Orlicz
space inequalities, we show also in Section 2 that these inequalities are sharp.

Typically Lp-inequalities imply dual inequalities, so specifically the dual
estimate of (1.1) is∫ ∞

−∞
|f̂(x)|q dx ≤ C

∫ ∞
−∞
|x|q−2|f(x)|q dx, q > 2 .

In Section 3 we obtain dual inequalities of (1.2) which are established by
modifying recent results of S. Bloom and R. Kerman [1]. Since these estimates
are in terms of complementary functions we require that Q be a Young’s
function.

If Φ is a non-negative increasing function on R+ = [0,∞), then a
µ-measurable function f on X belongs to the Orlicz space LΦ(µ), if

‖f‖Φ(µ) = inf

{
λ > 0 :

∫
X

Φ

(
|f(x)|
λ

)
dµ(x) ≤ 1

}
is finite. If dµ(x) = u(x)dx, u a non-negative weight function then we write
‖f‖Φ(u) or, if u ≡ 1, ‖f‖Φ.

Constants are denoted by A, B, C, D and may be different at different
places, while p′ and q′ are as usual the conjugate indices of p and q, respectively.
Finally χE denotes the characteristic function of the set E.

Other notations are given as they arise and we refer to [5] and [6] for
additional notation and elementary properties used.

2 Sharp Inequalities

The following known interpolation result is an extension of a result of A. Zyg-
mund [8]. See also S. Koizumi [3] where a similar result is given.
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Theorem 2.1 ([2, Theorem 2 )]Let T be a quasi-linear operator defined for
simple functions on (X,M, µ) with values in the space of functions on
(Y,N , ν). Suppose T is of weak type (a, a) and (b, b), 1 ≤ a < b < ∞ and Q
a non-negative continuous, non-decreasing function, such that Q(0) = 0 and
Q(2x) = O(Q(x)), x→∞. If

P (x) = xa
∫ x

0

t−1−aQ(t) dt (2.1)

and ∫ ∞
x

t−b−1P (t) dt = O(x−bP (x)), x→∞; (2.2)∫ 1

x

t−b−1P (t) dt = O(x−bP (x)), x→ 0;

then ∫
Y

Q(|Tf |) dv ≤ C
∫
X

P (|f |) dµ . (2.3)

In particular T can be extended uniquely to the space of all P (|f |) − µ
integrable functions preserving (2.3).

If T is defined by (Tf)(x) = xf̂(x), x ∈ R, then it is well known (c.f. [7])
that T is of weak type (1, 1) and strong (hence weak) type (2, 2) with respect
to the measure

µ(E) =

∫
E

x−2 dx, E ⊂ R \ {0} . (2.4)

It is now easy to prove the following result:

Theorem 2.2 Suppose Q satisfies the hypotheses of Theorem 2.1. If P is
defined by (2.1) with a = 1, b = 2 and satisfies (2.2), then (1.2) holds for
some constant A > 0, if and only if, P (x) ≤ BP ∗(x) for some constant
B > 0.

Proof. By Theorem 2.1 with a = 1, b = 2 and X = Y = R∫
R
Q(|xf̂(x)|) dx

x2
≤ C

∫
R
P (|f(x)|) dx ≤ CB

∫
R
P ∗(|f(x)|) dx ,

so (1.2) holds with A = CB.
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Conversely, if (1.2) holds for all f , then with f(x) = r−1χ(0,r)(|x|), r > 0
fixed, (1.2) yields

2ArP ∗
(

1

r

)
= A

∫ r

−r
P ∗
(

1

r

)
dx = A

∫
R
P ∗(|f(x)|) dx

≥
∫ ∞

0

Q

(∣∣∣∣x∫ r

0

cosxt

r
dt

∣∣∣∣) dx

x2
≥
∫ 1/r

0

Q

(
x

r

∫ r

0

cosxt dt

)
dx

x2

≥
∫ 1/r

0

Q(x cos 1)
dx

x2
≥ 1

D

∫ 1/r

0

Q(x)
dx

x2
,

where the last inequality follows from the fact that Q(2x) ≤ DQ(x). Writing
x = 1/r, the result follows with B = 2AD. �

Remark 2.3 The higher dimensional analogue of the Paley-Titchmarsh in-
equality (1.2) is∫

Rn

Q(|x|n|f̂(x)|) dx

|x|2n
≤ A

∫
Rn

P ∗(|f(x)|) dx .

If P and Q are as in Theorem 2.2, then this inequality holds if and only
if P (x) ≤ BP ∗(x). The sufficiency is proved with the obvious modifications
again via Theorem 2.1. To prove necessity one defines the test function by
f(x) = r−nχ(0,r)(|x|), x ∈ Rn, r > 0. This is radial and since the Fourier
transform of a radial function f is radial and given by

(2π)1−n/2 t1−n/2
∫ ∞

0

sn/2J(n−2)/2(ts)f(s) ds ,

where

J(n−2)/2(ts) =
2−n/2π−1/2(ts)(n−2)/2

Γ
(
n
2 −

1
2

) ∫ π/2

0

cos(ts cos y) sinn−2 y dy

is the Bessel function. On estimating this from below and writing x = r−n,
one obtains the result (c.f. [6], where such detailed estimates are given).

Besides the Fourier type operator considered in Theorem 2.2 one also ob-
tains such modular inequalities as (1.2) for other classical operators such as
the Hardy-Littlewood maximal operator or the Hardy averaging operator

(Tf)(x) = x−1

∫ x

0

f(t) dt, x > 0 . (2.5)

For this operator we have the following result:
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Proposition 2.4 Suppose P and Q satisfy the conditions of Theorem 2.2.
Then the inequality∫ ∞

0

Q(|x−1

∫ x

0

f |) dx ≤ A
∫ ∞

0

P ∗(|f |) dx (2.6)

holds, if and only if there is a constant B > 0, such that P (x) ≤ BP ∗(x),
x > 0.

Proof. Since T given by (2.5) is of weak type (1, 1) and strong type (2, 2)
(in fact (p, p), 1 < p <∞), (2.6) follows from Theorem 2.1.

Conversely, if f(x) = r−1χ(0,r)(x), r > 0, in (2.6), then

ArP ∗(1/r) ≥
∫ ∞
r

Q(x−1

∫ r

0

r−1 dt) dx =

∫ ∞
r

Q(1/x) dx =

∫ 1/r

0

Q(s)s−2 ds

and the result follows with x = 1/r and B = A. �

Example 2.5 a) Let 1 < p < q < 2 and define Q by

Q(x) =

{
xq/q′ if 0 < x ≤ 1
1/p− 1/q + xp/p′ if x > 1 .

Since P (t) = t
∫ t

0
s−2Q(s) ds, an easy calculation shows that

P (t) =

{
tq/q if 0 < t ≤ 1
1/q − 1/p+ tp/p if t > 1 .

Clearly P and Q satisfy the conditions of Theorem 2.2 and hence (1.2) holds
in this case.

b) If 1 < p < 2 and 0 ≤ α define Q by

Q(x) =

 xp/p′ if 0 < x ≤ 1
x− 1/p if x > 1 and α = 0
1/p′ + x(lnx)α if x > 1 and α > 0 ,

then

P (t) =

 tp/p if 0 < x ≤ 1
1/p+ t ln t if t > 1 and α = 0
t+ t(ln t)α+1/(α+ 1)− 1/p′ if t > 1 and α > 0 .

Since an easy calculation shows that P and Q satisfy the conditions of Theo-
rem 2.2, both (1.2) and (2.6) hold in this case.
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Note that if α = 0, p = 2, the function P does not satisfy conditions (2.2).
Yet it follows from a recent result of S. Koizumi [4, §2] that a Paley-Titchmarsh
inequality of the form (1.2) with

P ∗(t) =

{
t2/2 if 0 < t ≤ 1
t/2(1 + ln t) if t > 1

holds. However, since the operator Tf(x) = xf̂(x) is of strong type (2, 2)
and Theorem 2.1 requires only that T is of weak type (2, 2), this result is not
unexpected.

Observe also that Q(x) for 1 < x < e1−α, 0 < α < 1 is not convex.

Denote by T1 and T2 the operators

T1f(x) = xf̂(x), x ∈ R, T2f(x) = x−1

∫ x

0

f, x > 0 ,

then we have the following Orlicz space estimates:

Theorem 2.6 Suppose P and Q are as in Theorem 2.1 and µ is defined by
(2.4). If P ∗ is convex and satisfies P ∗(2x) ≤ CP ∗(x), then

‖T1f‖Q(µ) ≤ A‖f‖P∗ and ‖T2f‖Q ≤ A‖f‖P∗ , (2.7)

if and only if there is a constant B > 0, such that P (x) ≤ BP ∗(x).

Proof. Consider T1 first. By Theorem 2.2

‖T1f‖Q(µ) = inf

{
λ > 0 :

∫
R
Q

(
|(T1f)(x)|

λ

)
dx

x2
≤ 1

}
≤ inf

{
λ > 0 : A

∫
R
P ∗
(
|f(x)|
λ

)
dx ≤ 1

}
.

But P ∗ is convex, hence (w.l.g. take A > 1), AP ∗(t/A) ≤ P ∗(t), so that

‖T1f‖Q(µ) ≤ inf

{
A(λ/A) > 0 :

∫
R
P ∗
(
A|f(x)|

λ

)
dx ≤ 1

}
= A‖f‖P∗ .

Conversely, if (2.7) holds for all f , then specifically with f(x) =
r−1χ(0,r)(|x|), r > 0
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A
1

r(P ∗)−1
(

1
2r

)
= A inf

{
λ > 0 : P ∗

(
1

λr

)
≤ 1

2r

}
= A inf

{
λ > 0 :

∫ r

−r
P ∗
(

1

λr

)
dx ≤ 1

}
= A‖f‖P∗

≥ ‖T1f‖Q(µ) ≥ inf

{
λ > 0 :

∫ 1/r

0

Q

(
x

λr

∫ r

0

cosxt dt

)
dx

x2
≤ 1

}

≥ inf

{
λ > 0 :

∫ 1/r

0

Q

(
x cos 1

λ

)
dx

x2
≤ 1

}
(x cos 1 = λt)

= inf

{
λ > 0 :

∫ cos 1/(rλ)

0

Q(t)
λ

cos 1

(cos 1)2

λ2t2
dt ≤ 1

}

= inf

{
λ > 0 :

cos 1

λ

P
(

cos 1
rλ

)
cos 1
rλ

≤ 1

}
= inf

{
λ > 0 : rP

(
cos 1

rλ

)
≤ 1

}

=
cos 1

r P−1
(

1
r

) .
Since (P ∗)−1 is concave this yields

1

2
(P ∗)−1

(
1

r

)
≤ (P ∗)−1

(
1

2r

)
≤ A

cos 1
P−1

(
1

r

)
and with x = P−1

(
1
r

)
we get (P ∗)−1(P (x)) ≤ 2A

cos 1 x, or

P (x) ≤ P ∗
(

2A

cos 1
x

)
≤ DP ∗(x) .

To prove the result for T2, the sufficiency part follows from Proposition 2.4,
and the necessity part is obtained by considering the test function f(x) =
r−1χ(0,r)(x), r > 0, x > 0. We omit the details. �

3 Dual Estimates

Recall ([5]) that a function P defined by

P (x) =

∫ x

0

p(t) dt, x > 0 ,
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where p is non-decreasing, right continuous on (0,∞) and p(0) = 0, is called
a Young’s function. If p−1 is the right continuous inverse of p, then the com-
plementary Young’s function of P is

P̃ (x) =

∫ x

0

p−1(t) dt ,

or equivalently P̃ (x) = supt≥0[xt− P (t)].
The following two results are extensions of results of S. Bloom and R. Ker-

man [1, Prop. 2.5 and Cor. 2.7]:

Proposition 3.1 Suppose (X,M, µ) and (Y,N , ν) are σ-finite measure
spaces. Let T be an operator mapping functions f on X to Tf on Y . If
P and Q are Young’s functions, then∫

Y

Q(|Tf(y)|) dν(y) ≤
∫
X

P (C|f(x)|) dµ(x) (3.1)

is satisfied for all f , if and only if there is a C > 0, such that for every ε > 0

‖Tf‖Q(εdν) ≤ C‖f‖P (εdµ) (3.2)

holds. Here C > 0 is independent of ε.

Proof. The proof is essentially that of [1, Prop. 2.5], where the case P = Q
an N-function was proved. We give a proof here for completeness only.

Suppose (3.2) holds and let ε =
(∫
X
P (|f |) dµ

)−1
. Then

‖f‖P (εdµ) = inf

{
λ > 0 :

∫
X

P

(
|f |
λ

)
ε dµ ≤ 1

}

= inf

{
λ > 0 :

∫
X

P

(
|f |
λ

)
dµ ≤

∫
X

P (|f |) dµ
}

= 1

and hence ‖Tf‖Q(ε dν) ≤ C. The homogeneity of the norm and the linearity
of T then imply that ‖T (f/C)‖Q(ε dν) ≤ 1. Therefore

‖T (f/C)‖Q(ε dν) = inf

{
λ > 0 :

∫
Y

Q

(
|T (f/C)|

λ

)
ε dν ≤ 1

}
≤ 1 .

and hence ∫
Y

Q(|T (f/C)|) dν ≤ 1

ε
=

∫
X

P (|f |) dµ .
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(3.1) follows then on replacing f/C by f .
Conversely, if (3.1) is satisfied, fix f and let α = ‖f‖P (εdµ). Then

1 = ‖f/α‖P (ε dµ) = inf

{
λ > 0 :

∫
X

P

(
|f |
λα

)
ε dµ ≤ 1

}
,

so that ∫
X

P

(
|f |
α

)
ε dµ ≤ 1 .

But by (3.1)∫
Y

Q

(
|Tf |
αC

)
ε dν = ε

∫
Y

Q(|T (f/αC)|) dν ≤ ε

ε
= 1 ,

so that,

‖Tf‖Q(ε dν) = inf

{
λ > 0 :

∫
Y

Q

(
|Tf |
λ

)
ε dν ≤ 1

}
≤ αC = C‖f‖P (ε dµ) .

�

Corollary 3.2 Let ui, vi, i = 0, 1 be non-negative weight functions on X,
respectively, Y . Suppose (X,M, µ), (Y,N , ν), T , P and Q are as in Propo-
sition 3.1 with dµ(x) = u0(x)dx, dν(y) = v0(y)dy and P̃ , Q̃ are the comple-
mentary functions of P , respectively, Q. If T ∗ is the adjoint of T , then∫

Y

Q(v1(y)|(Tf)(y)|)v0(y) dy ≤
∫
X

P (Cu1(x)|f(x)|)u0(x) dx (3.3)

is satisfied, if and only if,∫
X

P̃ ((u0(x)u1(x))−1|(T ∗g)(x)|)u0(x) dx (3.4)

≤
∫
Y

Q̃[C(v0(y)v1(y))−1|g(y)|]v0(y) dy

holds.

Proof. The proof is as in [1, Cor. 2.7] and is given here for completeness
only.

Suppose (3.3) holds, let Sf = (u0u1)−1T ∗(v1v2f), then (3.4) has the form∫
X

P̃ (|Sf |)u0(x) dx ≤
∫
Y

Q̃[C|f |]v0(y) dy . (3.5)
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But if P and Q are Young’s functions, so are P̃ and Q̃ and hence by Proposi-
tion 3.1, (3.5) is equivalent to

‖Sf‖P̃ (εu0) ≤ C‖f‖Q̃(εv0)
(3.6)

for every ε > 0. By duality and Hölder’s inequality in Orlicz spaces (c.f. [5])

‖Sf‖P̃ (εu0) = sup
‖f‖P (εu0)≤1

∣∣∣∣∫
X

Sf(x)g(x)εu0(x) dx

∣∣∣∣
≤ sup

‖g‖P (εu0)≤1

∣∣∣∣∫
X

(u0u1)−1T ∗(v0v1f)gεu0 dx

∣∣∣∣
= sup

‖g‖P (εu0)≤1

∣∣∣∣∫
Y

v0v1f T (g/u1)ε dy

∣∣∣∣
≤ C sup

‖g‖P (εu0)≤1

‖f‖Q̃(εv0)‖v1T (g/u1)‖Q(εv0)

≤ C‖f‖Q̃(εv0) ,

provided ‖v1T (g/u1)‖Q(εv0) ≤ C‖g‖P (εu0). But if we write T1g = v1T (g/u1),
then by Proposition 3.1, this is equivalent to∫

Y

Q(|T1g|)v0 dy ≤
∫
X

P (C|g|)u0 dx

or ∫
Y

Q(v1|T (g/u1)|)v0 dy ≤
∫
X

P (C|g|)u0 dx

and with f = g/u1, this is (3.3).

Conversely, if (3.4) holds, then so does (3.5) which by Proposition 3.1 is
equivalent to (3.6).

Now (3.3) with T1g = v1Tg has the form∫
Y

Q(|T1(f/u1)|)v0 dy ≤
∫
X

P (C|f |)u0 dx

which by Proposition 3.1 is equivalent to

‖T1(f/u1)‖Q(εv0) ≤ C‖f‖P (εu0) (3.7)
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for every ε > 0. But again, duality and Hölder’s inequality yield

‖T1(f/u1)‖Q(εv0) = sup
‖h‖Q̃(εv0)≤1

∣∣∣∣∫
Y

T1(f/u1)hεv0 dy

∣∣∣∣
= sup

‖h‖Q̃(εv0)≤1

∣∣∣∣∫
Y

v1T (f/u1)hεv0 dy

∣∣∣∣
= sup

‖h‖Q̃(εv0)≤1

∣∣∣∣∫
Y

(u1u0)−1fT ∗(v0v1h)u0ε dx

∣∣∣∣
≤ C sup

‖h‖Q̃(εv0)≤1

‖f‖P (εu0)‖(u0u1)−1T ∗(v0v1h)‖P̃ (εu0)

≤ C‖f‖P (εu0) ,

since ‖(u0u1)−1T ∗(v0v1h)‖P̃ (εu0) ≤ C‖h‖Q̃(εv0) by Proposition 3.1 and the

fact that (3.4) is satisfied. �

In order to apply Corollary 3.2 to the operators considered in Section 1,
we must ensure that Q and P (or P ∗) of Theorem 2.2 are Young’s functions.

Let

Q(x) =

∫ x

0

q(t) dt, x > 0

where q(0) = 0, q a right continuous non-decreasing function. Then Q is
a Young’s function and Q̃(x) =

∫ x
0
q−1(t) dt, x > 0 is the complementary

function of Q.
Now if

P (x) =

∫ x

0

p(t) dt, x > 0

where p(t) =
∫ t

0
q(s)
s ds, then P is a Young’s function and

P (x) =

∫ x

0

∫ t

0

q(s)

s
ds dt =

∫ x

0

q(s)

s
(x− s) ds = x

∫ x

0

s−1 dQ(s)−Q(x)

= x

[
s−1Q(s)

∣∣∣∣x
0

+

∫ x

0

s−2Q(s) ds

]
−Q(x)

= x

∫ x

0

s−2Q(s) ds .

Hence (2.1) holds with a = 1. Also

P̃ (x) =

∫ x

0

p−1(s) ds =

∫ p−1(x)

0

q(t) dt = Q(p−1(x))
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is the complementary function of P .

The result dual to Theorem 2.2 (with P ∗ = P ) is

Proposition 3.3 Suppose P and Q are the Young’s functions given above
with complementary functions P̃ , Q̃. If Q(2x) = O(Q(x)), x → ∞, and P
satisfies (2.2) with b = 2, then∫

R
P̃ (|f̂(x)|) dx ≤

∫
R
Q̃(C|yf(y)|) dy

y2
. (3.8)

Proof. By Theorem 2.2, (1.2) holds with P ∗ = P , and since P is convex and
A ≥ 1 (w.l.g.) it follows that∫

R
Q(|xf̂(x)|) dx

x2
≤
∫
R
P (A|f(x)|) dx .

Applying Corollary 3.2 with u0 = u1 = 1, v0(y) = y−2, v1(y) = |y|, (3.8)
follows. �

Remark 3.4 Under the same conditions on P and Q one also obtains an
estimate for the adjoint Hardy operator:∫ ∞

0

P̃

(∣∣∣∣∫ ∞
x

f(t)

t
dt

∣∣∣∣) dx ≤
∫ ∞

0

Q̃(A|f(x)|) dx . (3.9)

Moreover, it is easily seen that (3.9) also holds for the Hardy operator if one
replaces in (2.6) the averaging operator by its adjoint.

Note also, that if f(x) = x−1χ(r,∞)(x), r > 0, x > 0 then (3.9) implies
that∫ ∞

r

Q̃(A/x) dx = A

∫ A/r

0

Q̃(s)s−2 ds ≥
∫ r

0

P̃

(∫ ∞
r

t−2 dt

)
dx = rP̃

(
1

r

)
and with t = 1/r, P̃ (t) ≤ At

∫ At
0

s−2Q̃(s) ds.

We illustrate (3.8) by an example.

Example 3.5 Let 1 < p < 2 and define

Q(x) =

{
xp/p′ if 0 < x ≤ 1
(p− 1)x lnx+ 1/p′ if x > 1
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then Q is continuous and Q(2x) = O(Q(x)) as x → ∞. Since P (x) =
x
∫ x

0
t−2Q(t) dt an easy calculation shows that

P (x) =

{
xp/p if 0 < x ≤ 1

x+ x(p−1)
2 (lnx)2 − 1/p′ if x > 1,

satisfies (2.2) with b = 2.
Next, we compute Q̃ and P̃ . Since

q(x) =

{
(p− 1)xp−1 if 0 < x ≤ 1

(p− 1) lnx+ p− 1 if x > 1 ,

q−1(s) =

{
(s/(p− 1))1/(p−1) if 0 < s ≤ (p− 1)

es/(p−1)−1 if s > p− 1 ,

Q̃(x) =

∫ x

0

q−1(s) ds (3.10)

=

 (p−1)p
′

p xp
′

if 0 < x ≤ p− 1

(p−1)2p
′

p + (p− 1)[ex/(p−1)−1 − 1] if x > p.

Finally

p(t) =

∫ t

0

s−1q(s) ds =

{
tp−1 if 0 < t ≤ 1

1 + p−1
2 (ln t)2 + (p− 1) ln t if t > 1,

so that

p−1(x) =

{
x1/(p−1) if 0 < x ≤ 1

e
√

2(x−1)/(p−1)+1−1 if x > 1 .

But since P̃ (x) = Q(p−1(x)), it follows that

P̃ (x) =


xp
′
/p if 0 < x ≤ 1

(p− 1)e−1+
√

2(x−1)/(p−1)+1

×[
√

2(x− 1)/(p− 1) + 1− 1] + 1
p′ if x > 1 .

(3.11)

Applying Proposition 3.3 it follows that (3.8) holds with P̃ and Q̃ given by
(3.11) and (3.10).
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