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Abstract
The overwhelming amount of short text data on
social media and elsewhere has posed great chal-
lenges to topic modeling due to the sparsity prob-
lem. Most existing attempts to alleviate this prob-
lem resort to heuristic strategies to aggregate short
texts into pseudo-documents before the application
of standard topic modeling. Although such strate-
gies cannot be well generalized to more general
genres of short texts, the success has shed light on
how to develop a generalized solution. In this pa-
per, we present a novel model towards this goal by
integrating topic modeling with short text aggre-
gation during topic inference. The aggregation is
founded on general topical affinity of texts rather
than particular heuristics, making the model read-
ily applicable to various short texts. Experimental
results on real-world datasets validate the effective-
ness of this new model, suggesting that it can distill
more meaningful topics from short texts.

1 Introduction
Short texts have been an important form of information car-
rier in modern society, widely observed in a wide range
of web services from online advertising, instant messag-
ing and email to recent vogues like social media. These
texts are typically characterized by short length, informal-
ity and noise. Analyzing unannotated short texts is an effec-
tive means to acquire valuable insights from big text archives
and to decipher their vast amounts of information. How-
ever, because of their huge size, such data cannot be han-
dled by normal human power and hence demands effective
and efficient tools. Topic modeling has proven to be instru-
mental in automatic discovery of thematic information from
large archives of documents. It views documents as mix-
tures of probabilistic topics, where a topic is a probability
distribution over words [Blei, 2012]. These topic compo-
nents uncover certain latent structures in document collec-
tions and can be inferred by standard statistical inference.
Typical topic modeling techniques such as latent Dirichlet al-
location (LDA) have demonstrated great successes on long
documents, but unfortunately, they have not been able to
work very well on short texts [Hong and Davison, 2010;

Zhao et al., 2011]. This is mainly due to the fact that only
very limited word co-occurrence information is available in
such short and sparse texts as tweets compared with long doc-
uments [Wang and McCallum, 2006].

Two major heuristic strategies have been adopted to deal
with the sparsity problem. One follows the relaxed assump-
tion that each short text snippet is sampled from only one la-
tent topic, an assumption adopted by early topic models such
as mixture of unigrams [Nigam et al., 2000]. Although this
assumption does not fit long documents quite well [Blei et
al., 2003], it is suited for certain short texts and can help
to alleviate the sparsity problem to certain extent [Zhao et
al., 2011]. The other strategy, widely used on social medial
to cope with short texts, takes advantage of various heuris-
tic ties between short text snippets to aggregate them into
long pseudo-documents before a standard topic model is ap-
plied. Taking Twitter as an example, there is a plentiful set
of such context information as hashtag, authorship, time,
and location associated with tweets that can be used for the
aggregation [Hong and Davison, 2010; Weng et al., 2010;
Mehrotra et al., 2013]. However, this strategy cannot be eas-
ily generalized to deal with more general forms of short texts,
e.g., questions and search queries, which are widely observ-
able in many domains but hardly contain any useful tie.

Another conceivable way out is to enrich short texts us-
ing highly relevant long documents [Jin et al., 2011; Guo et
al., 2013]. One may also exploit various automatic query ex-
pansion techniques broadly used in information retrieval to
expand short texts [Xu and Croft, 1996; Voorhees, 1994]. Yet
to the best of our knowledge, there has not been any effort
towards this. A recent attempt by Yan et al. [2013] to provide
a generalized topic model for short texts has come up with a
new model by ignoring document identities and directly mod-
eling word co-occurrences in short texts. However, this model
brings in little additional word co-occurrence information and
cannot alleviate the sparsity problem essentially.

This research is motivated by the success of heuristically
aggregating short text snippets on social media for better
topic modeling, and aims to provide a generalized solution
for topic modeling of short texts of various forms. The ra-
tionale behind the aggregation lies in that more useful word
co-occurrences can be created through effective aggregation
of short texts with similar topics, leading to a solution that
can potentially tackle the sparsity problem. Going beyond the
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general machinery of standard topic models, we further as-
sume that each piece of short text snippet is sampled from a
long pseudo-document unobserved in current text collection.
The key to extract meaningful and interpretable topics is to
find the right “documentship” for each text snippet. In our
model, this is to be achieved by means of organic integration
of topic modeling and text self-aggregation during topic infer-
ence, with the aggregation built upon general topical affinity
of texts and applicable to various short texts.

In addition, we propose two new evaluation criteria in view
of the deficiencies of existing evaluation metrics for short text
topic modeling. We evaluate our model on two datasets of
sentence-level short texts from different domains and com-
pare it with other topic models. Experimental results confirm
the capability of the new model in extracting meaningful top-
ics from short and sparse texts.

2 Related Work
Most existing work on topic modeling of short texts uses data
from social media, where messages are generally very short
and associated with plentiful context information, enabling a
straightforward solution without revising the basic machin-
ery of standard topic models. More specifically, such context
information as usership and hashtag can be employed to ag-
gregate short messages into long pseudo-documents before
standard topic modeling is applied.

One may naturally question whether the aggregation based
on such context information is helpful enough to give rise to
useful pseudo-documents for better topic modeling. Never-
theless, studies have shown that sometimes the aggregation
is quite necessary and beneficial [Hong and Davison, 2010;
Weng et al., 2010]. For example, in the work of finding influ-
ential users on Twitter, Weng et al. [2010] aggregated tweets
from the same user into a new pseudo-document and then
performed standard topic modeling on them. Since their fo-
cus was on the topics that are of interest to each user rather
than the topics in each tweet, the aggregation is sound. In an-
other similar study by Mehrotra et al. [2013], hashtag was
shown to be the best context information among others for
tweets aggregation to yield meaningful topics. This is most
likely because hashtags on Twitter are used to identify tweets
with the same topics, and accordingly the generated pseudo-
documents tend to be more coherent than those otherwise.
Instead of using the multiple types of contexts separately as
do the above models, Tang et al. [2013] proposed a multi-
contextual topic model that generates both context-specific
topics and consensus topics across contexts.

However, the above approaches cannot be readily applied
to more general forms of short texts which provide hardly any
such context information for use. To the best of our knowl-
edge, the first effort towards a generalized short text topic
model was made by Yan et al. [2013]. To maximize the us-
age of existent word co-occurrence information in short texts,
their model directly captures word co-occurrence patterns
during topic modeling. However, this model tends not to dif-
ferentiate between long documents and short texts and creates
little new word co-occurrence information for alleviating the
sparsity problem. In contrast, the current work is built upon

previous success on social media through tweets aggregation,
and consequently, the new topic model is able to perform au-
tomatic self-aggregation of short texts during topic modeling.
In addition, the aggregation is based on general topical affin-
ity of texts, allowing a more generalized solution.

3 Topic Modeling via Self-Aggregation
As mentioned before, the success of topic modeling on so-
cial media through heuristic aggregation of tweets has shed
light on how to develop a generalized topic modeling solution
for short texts. Motivated by this, a natural strategy would
be to resort to automatic clustering algorithms for aggregat-
ing short texts into long pseudo-documents, before a standard
topic model is applied. However, such solutions have at least
two drawbacks. First, data sparsity is still an unavoidable is-
sue for most clustering algorithms and needs to be taken care
of beforehand [Jin et al., 2011]. Second, the process of clus-
tering and topic modeling would be separated, resulting in
clusters of short texts that are likely to have only superficial
affinity within each cluster but no latent topical relatedness.

In this section, we present a self-aggregation based topic
model (SATM) for short and sparse texts by natural integra-
tion of clustering and topic modeling. In particular, we as-
sume that short texts are the consequences of randomly crum-
bling long documents, which are generated using a standard
topic model. In this sense, each piece of short text snippet
can be considered to be sampled from an unobserved long
pseudo-document. Finding the correspondence between the
observed text snippet and the hidden pseudo-document is thus
very critical for successful topic modeling. In our model, the
correspondence is characterized in a way to follow the as-
sumption of the mixture of unigrams model [Nigam et al.,
2000] that a document is sampled from only one latent topic
rather than many as do many more advanced topic models.
Although this simple assumption does not fit long documents
very well [Blei et al., 2003], surprisingly, it is suited to short
texts of certain scenario [Zhao et al., 2011]. More impor-
tantly, it is consonant with our assumption that each short text
snippet is sampled from only one long pseudo-document.

In the following paragraphs we will first state the basic as-
sumption employed by SATM on how to describe the gener-
ative process for a collection of short text snippets. Then, we
introduce the inference of the involved hidden variables by
means of Gibbs sampling.

3.1 Model
The generative process of SATM for short texts can be basi-
cally described in two phases. As shown in Figure 1(a), the
first phase follows the assumption of standard topic models
(e.g., LDA) to generate a set of D regular-sized documents,
where each document d is composed of a word sequence, wd,
of size Nd. In the second phase, each document will be used
to generate a few short text snippets, as described in Figure
1(b), which corresponds to the assumption that each text snip-
pet is sampled from a long document following the multi-
nomial distribution. That means for each short text snippet
s containing a sequence, vs, of Ns words, there is exactly
one long document being responsible for its generation. The
above generative procedure can be described as follows:
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Figure 1: Graphical representation of the new topic model.

1. For each latent topic z:
(a) Sample a multinomial distribution over words

φz ∼ Dirichlet(β).
2. Sample a topic proportion θd ∼ Dirichlet(α).
3. For each word w ∈ wd:

(a) Sample a topic zw ∼ Multinomial(θd).
(b) Sample a word w ∼ Multinomial(φzw).

4. For each word w ∈ vs:
(a) Sample a word from ϕd, the probability distribu-

tion over words for document d.

where α and β are hyperparameters, and φzw refers to the
multinomial distribution over words for topic zw. Steps 1-3
of the procedure correspond to the first phase of generating
long documents, and Step 4 corresponds to the second phase
of generating short texts from these long documents.

In addition to the same hidden variables of z, φ, and θ as
in the traditional topic models, SATM also involves d and
ϕ as new hidden variables. Consequently, the key problem
in the topic modeling of SATM is to estimate the posterior
distribution of the hidden variables θd, ds, and zs for a given
piece of short text snippet s, which amounts to

p(θd, ds, zs|vs, α, β) =
p(θd, ds, zs, vs|α, β)

p(vs|α, β)
, (1)

where zs denotes the sequence of topic identities assigned
to the words of s, and ds is the hidden document for gen-
erating s. It is generally intractable to compute this distribu-
tion because the normalization factor, p(vs|α, β), cannot be
computed exactly. Fortunately, there have been a number of
approximate inference techniques such as variational infer-
ence [Blei et al., 2003] and Gibbs Sampling [Griffiths and
Steyvers, 2004] that can be used to solve this problem. In
what follows we will describe how to use Gibbs sampling to
solve the above problem and to infer the hidden variables in-
cluding a set of latent topics from short texts.

3.2 Gibbs Sampling
The Gibbs sampling process in SATM can be described in
two essential steps. Before going into the details, we first use

W , S and D to represent a word vocabulary, a collection of
short texts, and a collection of pseudo-documents, respec-
tively. The role of the first step is to build correspondences
between short texts and hidden pseudo-documents by main-
taining a S × D relation matrix, which indicates how short
texts are likely to be aggregated. To be more concrete, this
step updates the S × D relation matrix based on theW ×D
relation derived from a previous iteration. In the second step,
the new S × D matrix will be taken to the inference of topic
assignments for words under the Markov Chain Monte Carlo
framework. This step is intended to perform standard topic
modeling based on the above “aggregated” short texts.

More specifically, the ij-th entry of the S × D matrix is
denoted by the probability of the occurrence of a pseudo-
document d(j) in D conditioned on a piece of short text snip-
pet s(i) in S, and is to be estimated following the mixture of
unigrams model [Nigam et al., 2000]:

p(d(j)|s(i)) =
p(d(j))

∏W
k=1 p(w

(k)|d(j))rik∑D
m=1 p(d

(m))
∏W

n=1 p(w
(n)|d(m))rin

, (2)

where p(d(j)) refers to the probability of pseudo-document
d(j), and p(w(k)|d(j)) is the probability of word w(k) con-
ditioned on d(j), to form a component of ϕd(j) . Both of the
two probabilities are estimated based on the assignments in
the previous iteration. W is the size of the word vocabulary
and rik is the frequency of word w(k) in s(i). For the sake of
simplicity, we use ηij to represent p(d(j)|s(i)).

The second step of Gibbs sampling needs to deal with two
sets of unobserved variables, d and z. In our work, a similar
strategy as the author-topic model [Rosen-Zvi et al., 2004] is
employed to draw a pair of di and zi jointly for the ith word
tokenwi, meaning that the assignments of pseudo-documents
for words will also be carried out at the same time. Accord-
ingly, each (di, zi) pair is drawn as a block like:

p(di = j, zi = k|wi = m, si,d−i, z−i) ∝

ηsij ·
Ukj + α

U·j + Tα
· Vmk + β

V·k +Wβ
,

(3)

where wi = m denotes that the current work token corre-
sponds to the mth word in the word vocabulary, si is the
short text snippet containing wi, and di = j and zi = k rep-
resent the assignments of word wi to pseudo-document j and
topic k, respectively. Besides, d−i and z−i refer to all pseudo-
document and topic assignments not including the current to-
ken, matrices U and V denote topic-pseudo-document and
word-topic assignments, respectively, and U·j and V·k are the
sums of the jth and kth columns of U and V over rows. Fi-
nally, T is the number of latent topics.

The general idea behind the above two steps is to append
the aggregations of short texts as some special “states” to the
Markov chain of the conventional Gibbs sampling for better
topic modeling of short texts, for which convergence can be
guaranteed. Note that in order to reduce the computational
cost of the above sampling process, a threshold can be set for
η (e.g., 0.001 for this work) so that unimportant correspon-
dences between short texts and pseudo-documents are filtered
out and the process can be accelerated greatly.
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4 Experiment
In this section we report on the evaluation of our new topic
model on two corpora of short texts from different domains.
We also explore new evaluation metrics in the light of the
limitations of existing metrics for short text topic modeling.

4.1 Data
NIPS. The first corpus consists of 1,740 NIPS conference pa-
pers over the period of 2000 to 2012, with most of the pa-
pers falling in the general area of learning algorithms. The
title, abstract and main body of each paper are used, while
the acknowledgement, references and bibliography are dis-
carded. By removing words with document frequency below
5, we obtain a word vocabulary of size 10,297. Since these
scientific documents are formalized in language and concen-
trated in content, the topics extracted from them by a standard
topic model such as LDA can be considered desirable or even
ideal at some level. For the purpose of evaluation, we treat
these documents as “unobserved” pseudo-documents and use
them to generate a set of short texts by crumbling each doc-
ument into sentences, resulting in a set of 200,879 pieces of
short text snippets. In a sense, a short text topic model can
be considered good if it is able to extract as meaningful and
interpretable topics from these short texts as those from the
original long documents.

Yahoo! Answers. This corpus, crawled from Yahoo! An-
swers1, consists of 88,120 questions from 11 categories, with
each category containing from 2,243 to 23,352 questions.
These questions are generally very short and each contains
only several meaningful words after removal of stop words.
Words appearing in less than 3 questions are also discarded.
This gives rise to a dictionary of 5,972 words. The resulting
dataset will be used for short text classification in a way to
evaluate the proposed topic model on a specific task.

4.2 New Evaluation Metrics
Finding an effective evaluation metric for topic models is
not as straightforward as it might look like. Most conven-
tional metrics try to estimate the likelihood of held-out test-
ing data based on parameters inferred from training data.
However, this likelihood is not necessarily a good indicator
of the quality of extracted topics [Chang et al., 2009]. Re-
cently, some new metrics have been proposed by measuring
the coherence of topics in documents [Newman et al., 2010;
Mimno et al., 2011]. For example, one can use pointwise
mutual information to measure the coherence of a topic zi
[Newman et al., 2010] as

Cohi =
2

K(K − 1)

∑
j<k≤K

log
p(wj , wk)

p(wj)p(wk)
, (4)

where K is the number of most probable words in each topic,
p(wj , wk) is the probability of wordswj andwk co-occurring
in a document, and p(wj) and p(wk) are the probabilities of
occurrence of words wj and wk in current document collec-
tion, respectively. Typically, an average coherence score over
all topics can be used to measure the overall quality.

1https://answers.yahoo.com/

Although such metrics tend to be reasonable for long docu-
ment scenarios, they can be problematic for short texts. Given
the limited word co-occurrences in short texts, even if we ob-
tain desirable topics in certain way, they may not really be
given very high coherence scores by the above metrics. To
demonstrate this, we view the topics extracted from the NIPS
long documents with LDA as gold-standard, and examine if
they can receive high coherence scores on the NIPS short
texts using the metric described in Equation (4). Meanwhile,
we also extract the same numbers (50 to 300) of topics from
the short texts directly and calculate their coherence scores on
the short texts for comparison. For this demonstration, the pa-
rameter ofK is set to 20. If the existing metric is effective for
our problem, the gold-standard topics should always receive
higher coherence scores than those topics directly extracted
from short texts. However, as the result shown in Table 1, the
effectiveness cannot be supported.

T 50 100 150 200 250 300
Cohl 0.76 1.03 1.24 1.49 1.71 2.07
Cohs 1.05 1.67 1.87 1.78 1.63 1.48

Table 1: Coherence scores of gold-standard topics (Cohl) and
comparative topics (Cohs) estimated on NIPS short texts.

To provide alternative metrics, we propose that the objec-
tive of topic modeling for short texts is to distill topics that are
in maximum alignment with those extracted from the corre-
sponding long documents if available. This objective can be
measured in at least two ways. One is still to measure topic
coherence, but instead of on the short texts, it is performed on
the long documents. The other is to use the purity metric from
clustering evaluation. Here a purity score can be obtained by
selecting a set of K most probable words from each topic re-
spectively and comparing the sets of words with those from
topics extracted on long documents:

Purity =
1

TK

∑
i

max
j
|Tzi ∩ Tgj |, (5)

where zi and gj refer to a specific topic extracted from short
texts and long documents, respectively, and Tzi and Tgj are
the sets of K most probable words from topic zi and gj .

Parameters of the topic models to be studied below are set
as follows. First, the number of iterations for Gibbs sampling
is set to 3000, which is generally sufficient enough for conver-
gence. Then, following previous work [Griffiths and Steyvers,
2004; Weng et al., 2010], the parameters of α and β are set to
50/T and 0.1, respectively.

4.3 Number of Pseudo-Documents
One would naturally expect that the ideal number of pseudo-
documents is the same as or very close to the actual num-
ber if known. However, this can be unrealistic in practice as
the fragments of a document are not simply assembled in the
same way as the aggregation of short texts. We study this on
the NIPS short texts and examine how the number of pseudo-
documents affects topic quality using the two new evaluation
metrics. Meanwhile, the numbers of latent topics, T , from
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Figure 2: Impact of the number of pseudo-documents.

50 to 300 are investigated. The parameter, K, is fixed at 20
throughout this paper unless mentioned otherwise. As the re-
sult shown in Figure 2, it is not difficult to find that the best
number of pseudo-documents is likely to be dependent on the
number of latent topics. Another observation is that the pu-
rity metric tends to be more stable than the topic coherence
metric. For this reason, we will only report the purity scores
in the rest evaluations.

4.4 Effect of Clustering Algorithms
Despite that our model involves self-aggregation of short
texts during topic modeling, other approaches may achieve
similar effect. For example, short texts can be aggregated into
longer pseudo-documents using any clustering algorithms,
and then standard topic modeling can be applied. We study
this by using two clustering algorithms. First, the K-means
clustering algorithm is performed to aggregate short texts into
pseudo-documents and LDA is applied for topics extraction.
To do this, each short text snippet is represented using a tf-
idf vector and the cosine similarity is used to measure the
similarity of two short snippets based on their tf-idf vectors.
Second, since our model resorts to the mixture of unigrams
model for short text aggregation, we use it as another cluster-
ing algorithm. The pseudo-document of a short text snippet is
determined as the one which has the highest probability with
it. Since the two clustering algorithms might both lead to dif-
ferent clustering results given different starting points, we run
each of them 10 times and report the average performance.
As shown in Figure 3, the numbers of pseudo-documents of
500, 1000 and 1500 are studied. From the figures, we can ob-
serve that while K-means clustering performs the worst and
the mixture of unigrams model performs very competitively
for short text topic modeling, our model constantly performs
the best, showing the effectiveness of the integration of topic
modeling with self-aggregation of short texts. Another obser-

vation is that as the number of topics increases, the quality of
topics keeps falling, which is likely due to that as more topics
are extracted, each of them becomes less coherent.

4.5 Comparison with Other Topic Models
Three baseline topic models are implemented on the NIPS
short texts for comparison. The first one is the standard LDA,
which works well on long documents but not on short and
sparse texts [Hong and Davison, 2010; Zhao et al., 2011].
The second model for comparison is the mixture of unigrams
model, initially proposed for semi-supervised text categoriza-
tion [Nigam et al., 2000]. Its parameters are learned using the
expectation-maximization (EM) algorithm. The last baseline
model is Biterm, which appears to be the first attempt towards
topic modeling of general short texts [Yan et al., 2013]. The
number of pseudo-documents of SATM is fixed at 1000. The
result in terms of the purity metric is depicted in Figure 4, in
which different values of K from 10 to 30 are studied. From
the figures we can notice that LDA and Biterm are not able
to extract as desirable topics from short texts as the other two
models. The performance of the mixture of unigrams model
is relatively competitive, which is consistent with the finding
in [Zhao et al., 2011]. As expected, the new model SATM
achieves the best performance in this experiment.

4.6 Short Text Classification
Another reasonable way to evaluate a topic model is to ap-
ply the learned topics to an external task. The quality of the
topics can be assessed by their performance on the task [Blei
et al., 2003]. We conduct a short text classification task for
such a purpose on the Yahoo! Answers corpus by randomly
dividing it into two equal-sized subsets for training and test-
ing. Similar to [Blei et al., 2003], the parameters of a topic
model are firstly estimated on the whole corpus without refer-
ence to their true class labels. In this way, a low-dimensional
representation can be obtained for each question based on its
distribution over topics and a support vector machines (SVM)
classifier is then trained on the training set and evaluated on
the testing set. For the implementation of SVM, the LIBSVM
library [Chang and Lin, 2011] is employed, with its param-
eters chosen by five-fold cross-validation on the training set.
Accuracy is used to measure the performance of this classi-
fication task. As shown in Figure 5, while the mixture of
unigrams model and LDA have achieved comparable perfor-
mance, our model constantly performs the best in this task.

One might have noted that the Biterm model is not studied
in the above classification task. This is because Biterm can-
not explicitly give low-dimensional representations of docu-
ments in its modeling process but has to resort to certain post
inference strategies [Yan et al., 2013], making it not directly
comparable with other models. However, the post inference
applies to other topic models as well, yet the classification
performance in this case would relate not only to the spe-
cific topic model but also to the post inference used. Here
we take LDA and SATM as an example and adopt the fol-
lowing post inference strategy to represent each question s:
p(z|s) =

∑
w p(z|w)p(w|s), where p(z|w) is estimated by

p(z)p(w|z)∑
z p(z)p(w|z) and p(w|s) is estimated using the relative fre-

quency of w in s. The result is plotted in Figure 6, from
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Figure 3: Effect of different clustering algorithms on short text topic modeling.
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Figure 4: Performance comparison with baseline topic models on NIPS short texts.
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Figure 5: Classification result with direct representations.

which we can find that the classification performance of LDA
and SATM can both be largely improved by using the new
representations. This suggests that in addition to topic mod-
els themselves, the way how short texts are represented also
plays a vital role in the classification. Therefore, even though
a model like Biterm can achieve very competitive perfor-
mance in this classification task, it does not necessarily mean
that it can extract more meaningful topics than other models.

5 Conclusions
In this paper, we have presented a generalized solution for
topic modeling of very short and sparse texts. Compared
with existing solutions which rely seriously on limited con-
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Figure 6: Classification result with indirect representations.

textual information for aggregation of short texts to alleviate
the sparsity problem, our model involves an automatic text
aggregation during topic modeling, which is founded on more
general topical affinity of short texts and can be applied to
various forms of short texts. We empirically evaluated this
new model on real-world short texts from different domains
using two new evaluation metrics. Experimental results con-
firm the effectiveness of this model, indicating that it is able to
extract more meaningful and interpretable topics from short
texts than the conventional topic models. Among the existing
topic models, the mixture of unigrams model has shown very
competitive performance, suggesting that its assumption can
be more suited for short texts than for long documents.
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