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Abstract—Cuttings are widely used in high-speed railway (HSR)
transportation to ensure the flatness of rails. The special struc-
ture of cuttings results in rich reflection and scattering, and cre-
ates dense multipath components. This paper presents a series of
measurements of the propagation channel at 930 MHz conducted
along the “Zhengzhou-Xi’an” HSR of China, to characterize the
small-scale fading behavior of rail-cutting scenarios as a function
of the geometry of cuttings, including crown width and bottom
width. Raw data are collected in six cuttings (five cuttings are used
for developing the model, while the other one is used for valida-
tion) in rural and suburban environments. We propose a set of ef-
fective methods to statistically model the spatial/temporal varia-
tions – including fade depth (FD), level crossing rate (LCR), av-
erage fade duration (AFD), and Ricean -factor – as a function of
the structural parameters of cuttings. Akaike’s Information Cri-
terion (AIC)-based evaluation indicates that the Ricean distribu-
tion is the best to describe small-scale fading. In addition, the rich
multipath and directionality of the transmitting antennas lead to a
non-monotonous dependence of the -factor on the distance be-
tween transmitter and receiver. The autocovariance function of
the deviation of the extracted -factors from the proposed model
is presented and the coherence length is investigated. Our results
show that even though a cutting is a scenario with severe fading,
a “wide” cutting (i.e., with both wide crown and bottom widths) is
conducive to the reduction of the severity of fading.

Index Terms—Cutting scenario, fading distribution, good-

ness-of-fit (GoF), high-speed railway (HSR), -factors, short-term

fading behavior.

I. INTRODUCTION

W ITHIN the past few decades, high-speed railway (HSR)

has been widely introduced to meet the increasing de-

mand for passenger rail travel. HSR becomes more competi-
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tive in areas of higher population density due to its faster than

normal speed of operation. Meanwhile, a reliable communica-

tion system with high capacity and security is a challenging

task for HSR [2], [3]. Investigations of radio wave propagation

mechanisms and channel modeling are the basis for HSR com-

munication system design and network planning. Unfortunately,

to the best of our knowledge, little work has been undertaken to

characterize the propagation scenarios that are specific for HSR.

Traditionally, HSR scenarios have been interpreted as stan-

dard rural or suburban [3]–[7], because high-speed trains usu-

ally travel in such kinds of environments. Based on this inter-

pretation, the classical empirical models such as those of Oku-

mura [8], Hata [9], and Winner [7] are widely used in the engi-

neering implementations of HSR. However, this classification

of HSR scenarios is not accurate and can lead to large coverage

prediction errors. Based on the measurements obtained from the

“Zhengzhou-Xi’an” passenger line [10]–[13], we found that the

Hata and Winner models may result in 15 and 20 dB errors for

wireless network coverage prediction. This is because the tra-

ditional definitions do not take into account the special struc-

tures encountered along a railway line, and the restricted set

of positions in which the “mobile station” (i.e., the train), can

be. For example, HSR requires flatness of tracks to ensure the

safety of high-speed trains. Uneven ground, which is accept-

able for normal-speed rail, cannot be allowed for HSR construc-

tion. These demands introduce some new propagation scenarios

[10]–[19], such as cuttings, viaducts, tunnels, etc., whose geo-

metrical layouts are entirely different from standard rural and

suburban environments.1 These special rail structures have sig-

nificant impacts on propagation characteristics.

Recently, a number of studies have focused on the propaga-

tion measurements and analysis in HSR scenarios, especially

for viaduct [10]–[13] and tunnel [16]–[19] scenarios. Accurate

models for both path loss and fading were obtained for those two

scenarios. However, a thorough investigation of a third impor-

tant class, namely the cutting scenario is lacking. Cuttings are

used in rail construction on uneven ground, and to help the high

speed train pass or “cut” through large obstacles such as hills.

By avoiding steep inclines, higher speeds of the train are en-

abled. A regular deep cutting, where steep walls on both sides of

the rails have almost the same depths and slopes, is illustrated in

Fig. 1. The cutting sides are usually covered with vegetation and

reinforced concrete in case of subsidence. The cutting structure

creates a large “container”, which can accommodate a great deal

1In fact the original HSR environments (i.e., the original state of the environ-
ment, for example, the original suburban structure) are mostly destroyed by rail
construction.
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Fig. 1. Sectional view of (a) a deep cutting, and (b) a representative of a real
deep cutting scenario. The cutting sides are usually covered with vegetation and
reinforced concrete in case of subsidence.

of reflection and scattering components. In HSR environments,

the receiver antenna is generally lower than the upper eave of

the cutting, which increases the possibility for multipath compo-

nents to be received. While HSR is a typical line-of-sight (LOS)

propagation scenario, where the direct ray usually provides the

dominant component of the received signal, the many multipath

components reflected or scattered by the sidewalls can lead to

severe fading. Therefore, a cutting has a significant impact on

radio wave propagation characteristics, providing the motiva-

tion for investigating it in this paper.

Generally, two main problems are encountered in the in-

vestigation of propagation [20]–[22]: 1) variations due to path

loss and shadowing occur over relatively large distances, and

b) signal variations due to spatial/temporal changes of multi-

path interference occur over very short distances. The latter

is usually considered as small-scale fading behavior and has

been studied by numerous papers in different (non-railway)

environments [23]–[25]. References [26], [27] have proposed

some empirical large scale models in the cutting scenario,

however, the fading analysis is incomplete due to the limited

measurements and failure to consider structural parameters.

[14] considers an HSR cutting as an open area with low reflec-

tion, which is not strictly accurate as discussed above. Thus, an

in-depth investigation of small-scale fading is still absent for

cutting scenarios. The current paper aims to fill this gap.

We focus on some typical fading parameters: fade depth (FD),

level crossing rate (LCR), average fade duration (AFD), and

fading distributions. Our data are collected from the measure-

ments taken along a practical HSR, covering six cuttings with

different structures. Furthermore, an effective method is pro-

posed to develop statistical models for these fading parameters.

We find that some of these fading parameters depend on the

structures of the cuttings. Then, the proposed models are vali-

dated through measurements. Finally, we summarize the impact

of the rich reflection and scattering components on small-scale

fading behavior, and discuss the optimal structure of cutting to

reduce the severity of fading.

The paper is organized as follows: The measurement cam-

paigns are described in Section II. The method for developing

statistical models is provided in Section III. The analysis results

and statistical models of the temporal variations are presented

in Section IV. The proposed models are validated in Section V.

The impact of structural parameters are fully discussed in

Section VI. Finally, the conclusions are given in Section VII.

II. MEASUREMENTS

A. Measurement System

We conducted a series of narrowband measurements at 930

MHz operation frequency along the “Zhengzhou-Xi’an” HSR

of China. The detailed descriptions of the test system are as

follows.

� Transmitter: Existing GSM base stations for railways are

utilized as transmitters. They are usually positioned 15 m

( in Fig. 1) away from the cutting, and have a 28 m an-

tenna height above ground in our measurements. The

broadcast control channel signal with a carrier frequency

of 930 MHz is fed to the base station antenna as the trans-

mission signal. The output power of the transmitter is 43

dBm, connected to the cross-polarization directional an-

tennas (pointed along the track) with 17 dBi gain and 65

horizontal and 6.8 vertical beam widths.

� Receiver antenna: The high-speed train in our test is 204

m long, 3.8 m high, and 3.3 m wide. The omnidirectional

receiver antennas are placed in the front part of a train car,

mounted on the top at a height of 30 cm above the roof of

the train, and with a gain of 4 dBi.

� Other equipment: We use a Willtek 8300 Griffin fast mea-

surement receiver to collect and save power data. A dis-

tance sensor is set on a wheel of the locomotive to record

wheel speed. Under the location-trigger mode, sampling of

the Griffin receiver can change with the velocity of the train

with the help of the distance sensor, so that the spatial sam-

pling interval is fixed no matter how fast the train moves.

The measurement locations are accurately resolved with a

GPS (global positioning system) receiver.

We took data snapshots every 10 cm, and took repeated mea-

surements in each cell to collect sufficient samples for study

of the fading behavior, as shown in Table I. The sampling in-

tervals were less than half of the wavelength to provide suffi-

cient statistics for extraction of the short-term fading param-

eters. The effects of slow fading were removed by averaging

using a sliding/overlapped windowwith a step size of one wave-

length and a window size of 40 wavelengths2 in accordance with

2A general principle of choosing the segment is that the segment should be
as short as possible (to preserve wide-sense stationarity within the window) but
long enough for getting a “good” number of independent samples. 40 wave-
lengths ( at 930 MHz) windowing has been suggested for HSR [29],
[30], and is widely used in the HSR engineering implementation.
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TABLE I
PARAMETERS OF CUTTING NO. 1 TO 6

Fig. 2. Aerial view of each cutting. The red solid points indicate the locations of the base stations, and the red lines indicate the railway tracks. A cross-bridge in
cutting No. 4 is marked using a red ellipse as an example. (a) Cutting No. 1. (b) Cutting No. 2. (c) Cutting No. 3. (d) Cutting No. 4. (e) Cutting No. 5. (f) Cutting
No. 6.

previous suggestions for macrocells [28]–[30]. The lowest av-

erage signal-to noise ratio (SNR) measured at a particular loca-

tion is approximately 30 dB, while higher values are measured

in most locations.

B. Measurement Scenario

We chose six deep cuttings along the HSR track to investigate

the small-scale fading behavior, and we numbered them 1 to 6.

Note that Nos. 1 to 5 are used for parameterization of the fading

behavior and No. 6 is used for the model validation. Struc-

tural parameters of each cutting are summarized in Table I. The

crown width and bottom width of each cutting were

recorded. The values of ’s and ’s in Table I are the

average values, based on measurements taken at five different

locations of each cutting. Since most deep cuttings in HSR have

a nearly fixed ,3 our analysis only analyzes the impact of

and . Note that even those parameters are not fully consid-

ered by other existing literature [14], [26] [27]. Our subsequent

analysis investigates the impact of these structural parameters

3Note that in Fig. 1 is a typical case. The actual value of
changes essentially from 7 to 8 m in our measurements. We stress that the re-
ceiver antenna is always lower than the upper eave of the cuttings in our mea-
surements, which means the shallow cuttings are not considered in this paper.
Under these circumstances, the accuracy of our models is not sensitive to the
minor fluctuations of in the measurements. More arguments can be found in
Section VI.

on the statistical models of fading parameters. We stress that we

have the fixed , , and (as shown in Fig. 1) in the measure-

ments of all six cutting scenarios, to ensure that the positions

and heights of base stations do not affect our parameterization.

Aerial views of the six cuttings are shown in Fig. 2. HSR

tracks are usually placed in two kinds of environments.

� Suburban environments, where the buildings are typically

low residential or townhouses with one or few floors. Occa-

sional uncluttered areas make the environment rather open.

Vegetation is modest [7], as the cuttings No. 1, No. 5, and

No. 6 shown in Fig. 2. For HSR lines, most vegetation and

buildings are 300 m away from the rail tracks.

� Rural environments, where there is a large range of open

area, as in the cuttings No. 2, No. 3, and No. 4, shown in

Fig. 2. For HSR lines, few buildings exist around the track.

Most of the vegetation adjacent to the track is crops with a

height of less than 2 m.

These six cuttings cover typical propagation environments for

HSR. Note that there are no obstructions to block the LOS

path in the cutting scenarios, except occasional cross-bridges

as marked in Fig. 2. The comparison of cutting scenarios

between suburban environments (Nos. 1, 5, and 6) and rural

environments (Nos. 2, 3, and 4) allows us to study the impact of

the surrounding obstacles. The different structural parameters

of these six cuttings help to develop and validate the statistical

models of fading behavior.
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III. STATISTICAL MODELING METHOD

In this section, we describe the proposed statistical method

to model the temporal variations as a function of the structural

parameters of the cuttings. The basic idea of our strategy is to

model the impact of each structural parameter on the fading sta-

tistics by using a least mean square error (LMSE) regression fit,

and then to select the most suitable expression by using a good-

ness-of-fit (GoF) test.

To start out, we define two sets

(1)

(2)

[shown as (1)] is a collection of the structural parameters of

cuttings4 and their combinations – addition, subtraction, multi-

plication, and division; and (shown as (2)) is a collection of

the key small-scale fading parameters of radio channels and co-

efficients of themodels which are widely accepted to be strongly

affected by the physical properties of the environments. The el-

ements of will be defined in Section IV. The models that con-

sider the channel parameters as a function of the environments

(e.g., structural parameters of cuttings) are of great importance

to the channel simulation. Therefore, not only the statistical re-

sults of small-scale fading parameters are obtained, but they are

also developed as the models of the structural parameters, which

can be expressed as

(3)

where , , and is a function of the undeter-

mined model of and . Implementation of the modeling of a

certain variable is shown in Fig. 3:

First, we determine the most suitable functional form to ap-

proximate the dependence of on . We define five simple

functions for , namely ,

, , ,

and . For each its undetermined coef-

ficients and are calculated by the LMSE regression fit (these

coefficients depend on , but for notational convenience this de-

pendence is not written explicitly). The reason we use these five

functions can be found in Appendix A. We then perform a GoF

test on each of those five functions (to increase reliability, we

actually perform three GoF tests, namely the sum of squared

errors (SSE), R-Square, and root mean squared error (RMSE),

whose calculations can be found inAppendix B; as wewill show

later on, the results from the three tests are consistent with each

other), and determine the functional fit that performs

best (among all functions according to the GoF criterion. We

4The height of cuttings is not considered as a structural parameter in the
modeling. This is because we have a nearly fixed in our six cuttings. The
elements of cover the most typical environment parameters in HSR cutting
scenarios; compare Section VI.

Fig. 3. Flowchart describing the statistical modeling methodology to investi-
gate the effect of the structural parameters of cuttings on the fading behavior.

furthermore test whether passes the GoF test in an ab-

solute sense (i.e., leads to a result that the GoF test accepts5; if

not, is discarded later.

Second, we conduct the similar operation for other elements

of (i.e., ): for each , we select one suitable

function from the five fitting functions as a candidate to

predict . We thus obtain a set of up to 6 functions ,

. The actual number of accepted fits is denoted as

Num. More precisely, let denote the set of all for which

is accepted in the GoF test; thenNum is the cardinality

of . Remember that each can increment by at most one

element.

Third, we define a composite model for from the functional

fits for the individual . For this definition, we have to distin-

guish three cases

� Case 1: , which means there are more than one

that indicate a good model fit. In this case, we

model as a linear combination of all the well-fit-

ting functions. In this case we use the following linear

combination:

(4)

where the weight coefficients ’s can be calculated using

an LMSE regression fit6.

5The threshold of acceptance is defined in Appendix B.

6Note the danger of over fitting in this model, i.e., the number of fitting pa-
rameters could exceed the number of observation values. In that case the number
of functions used in the linear combining should be reduced. The problem does
not occur in our particular setup because Num never exceeds 2, as we will see
in the subsequent sections
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� Case 2: . We assume that the model

gives the best fit.

� Case 3: , which means that is fairly inde-

pendent of structural parameters, or has a functional de-

pendence not well modeled by our test functions. Conse-

quently, a reasonable value of for a cutting scenario is

the average value based on all the measurements7, which

is a constant and can be expressed as ,

where indicates the measured in the -th cutting,

indicates the number of cuttings used for the parameteriza-

tion, which is 5 in this paper.

Even though the selection of the suitable model from all the

candidate functions is somewhat complicated, this modeling ap-

proach has many benefits: 1) it uses the LMSE regression fit

and GoF test, which can be easily implemented using some

well-known software tools such as Matlab, 2) the calculation is

very fast, 3) themodels developed with this approach can ensure

sufficient accuracy for our subsequent analysis. The drawback

is that the relatively few measurements can only provide limited

data for the LMSE regression fit, which reduces the category of

the candidate functions that we can consider. Despite this draw-

back, the analysis in Section V shows that the accuracy of the

developed models is quite good.

In the next section, we will present the small-scale fading be-

havior derived from the measurements and the statistical mod-

eling using the method in Fig. 3.

IV. RESULTS

A. Fade Depth

Fade Depth (FD) measures the variation in the signal energy

about its local mean due to small scale fading. It is an impor-

tant channel parameter from the perspective of system design

as it determines the required fade margin and link budget for an

acceptably low system outage probability [22]. FD is defined

as the difference in power levels (in decibels) between the 50%

and 1% level values for each case [31]. We obtain the 50% and

1% values from the empirical cumulative distribution function

(CDF), as shown in Fig. 4. The results of FD are summarized in

Table II. It is found that the FD for the cutting scenario is around

17 dB, which is close to the 18.5 dB obtained for Rayleigh

fading. This is a result of the steep walls on both sides of the cut-

ting. They retain the reflection and scattering components and

lead to severe small-scale fading.

Next, we develop the statistical model for FD by using the

method in Section III:

1) We first model FD with using the five simple

functions mentioned in Section III. The LMSE re-

gression fit leads us to the five formulations:

, ,

, ,

and .

7As an alternative approach, we also tested the combination of the two struc-
tural parameters with the highest R-Square (using an expression similar to (4))
even if they did not pass the GoF test. While this approach in some cases gave
better GoF results than the constant (average) value, it did not provide accept-
able quality either, and so the additional complexity of using this method was
not warranted.

Fig. 4. CDF of the measured small-scale fading for each cutting based on mul-
tiple measurements.

2) We determine which of the five functions is the most

suitable choice by using the GoF test. It shows that

should be used, with

the smallest SSE at 1.16 and largest R-Square at 0.38.

However, we also see that this function does not pass the

GoF test, and thus should not be part of the final composite

fit.

3) Then, we use the similar method as in 1) and 2) to ex-

amine the other structural parameters. The best fit function

for each structural parameter is summarized in Table III8,

which can be used to develop the final model of FD.

4) Table III shows that both and

model FD quite well with the accepted GoF statistics. The

R-Squares of both are close to each other and are both

fairly high ( ). This means that both and

are responsible for the variation of FD. There-

fore, the appropriate expression of FD should be a combi-

nation of the two well-fitting functions.

Finally, we carry out the regression fit using a linear combina-

tion (suggested in Case 1 of Fig. 3), and the results lead us to

the formulation

(5)

The GoF statistics of this model are: ,

, and . Obviously, (5) presents a small pre-

diction error and explains the variation of the data successfully.

It shows that even in a small variation range of FD, the struc-

tural parameters of cutting still significantly affect the fading

behavior. The formulation also implies that the “wide” cutting

(with great and ) results in few received

reflected and scattered waves from the steep walls, and consid-

erably reduces the severity of fading.

8Note that for space reasons, Table III only displays (for each ) the function
that is the selected one from the five fitting functions. Then they are used for the
comparison to develop the final model.
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TABLE II
ANALYSIS RESULTS OF EACH CUTTING

TABLE III
GOODNESS-OF-FIT EVALUATIONS
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B. LCR and AFD

LCR and AFD are used to determine how often the received

signal crosses (in the positive direction) a given threshold per

time unit, and for how long on average the signal is below a

certain threshold. They can help in the selection of transmission

bit rates, word lengths, and interleaving algorithm [32]. For ex-

ample, the AFD determines the average length of error bursts

in fading channels. Hence, long data blocks are more likely to

be affected by the channel with large AFD than short blocks.

This should be kept in mind for choosing the frame length for

coded packetized systems, designing interleaved or non-inter-

leaved concatenated coding methods [33], etc.. Therefore, we

need empirical formulas for the LCR and AFD to design HSR

communication systems.

In this paper, LCR is normalized and given in terms of cross-

ings per wavelength, whereas AFD is also given in terms of

wavelength, as in [32]. The results of LCR and AFD for four

typical threshold levels ( ) are tabulated in Table II. It is found

that for , there are nearly 7 crossings in an obser-

vation window of 10 wavelengths, whereas for ,

there are just a few crossings in an observation window of 1000

wavelengths. As to AFD, fade duration on average lasts for 0.52

wavelengths at in an observation window of 1 wave-

length, and for , the values of AFD are close to

0.31 wavelengths.

We then model LCR and AFD using the data with the thresh-

olds from to 10 dB. For LCR, we choose the following

expression9 based on an LMSE test similar to the one in Fig. 3

(6)

The undetermined coefficients , , and are sum-

marized in Table II. First, we use the method in Fig. 3 to model

with structural parameters. Table III shows that none of

these models indicate good fit, therefore, the average value is

chosen: . Second, we find that both

and model quite well, as shown in Table III.

We thus take both of them into account and use the following

linear combination:

, whose R-Square is 0.99. Similarly, a suit-

able model for is found to be

, whose R-Square is 0.99. Sum-

marizing, the expression of LCR can be written as

(7)

The AFD can be computed as [33], [34],

where is the cumulative distribution function of the

threshold level . A simpler approximation can be obtained by

fitting to the measured AFD. Analogous to the modeling LCR,

the parameters of AFD ( , , and , similar to (6))

are obtained. Table III shows that none of the parameters of

9To get a good model fit, we use 0 dB threshold as a break point, and (6)
ensures the continuity at 0 dB threshold by default.

AFD can be modeled as a function of the structural parameters,

therefore, the average values of them are chosen. Finally, AFD

in the cutting scenario is expressed as

(8)

The validations of (7) and (8) are presented in Section V.

C. Amplitude Distribution

Even though there is clear LOS propagation in the cutting

scenario, it is likely that the effects of reflection and scattering

components are also very strong according to the preceding ob-

servations. The proportions of the components, such as direct,

reflected, and scattered rays, are different from the traditional

propagation scenario, and these proportions may change with

distance. Consequently, the best fit distribution of amplitudes is

entirely worthy of investigation.

To obtain a sufficient number of samples, we use the sliding/

overlapped windows described above to conduct the distribu-

tion estimation, which allow a reasonable testing of the distri-

bution fit and provide efficient tradeoff between the accuracy

and complexity of the data processing. We use Akaike’s In-

formation Criteria (AIC) to select the model that best fits the

empirical distribution of the fading amplitudes, among the four

candidate distributions: Ricean, Nakagami, Rayleigh, and Log-

normal. AIC is a measure of the relative goodness of fit of a

statistical model and has found widespread use in wireless com-

munications [35]–[37]. It asymptotically selects the model that

minimizes the expected squared error between model and data

[38]. The AIC for the -th candidate distribution that has a prob-

ability density function, is given by [35]

(9)

where is the probability density function (PDF) of the exam-

ined fading distribution, is the maximum likelihood estimate

of the distribution parameter vector obtained from the experi-

ment data set, and is the dimension of vector . is the size

of sample set . The model with the lowest

AIC provides the best fit. To conveniently compare the relative

fit of each distribution within the candidate set, we define the

AIC differences

(10)

where denotes the minimum AIC value over all

candidate families. Then we examine the candidates’ relative

fitting quality based on the Akaike weights , defined as [35]

(11)

where . The model with the highest Akaike

weights is the best distribution to describe the data set.

Fig. 5 shows the plots of the Akaike weights for different can-

didate distributions based on multiple measurements in five cut-

tings. It can be observed that the Ricean distribution has the best

fit (the Akaike weights of the Ricean distribution function are
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Fig. 5. Akaike weights and the percentage of the best fit for four candidate dis-
tributions based onmultiple measurements. Themeasurements for cuttings Nos.
1, 2, 3, 4, and 5 are plotted with circles, squares, +’s, ’s, and ’s, respectively.

1 for most cases), and Nakagami is the second best. Rayleigh

and Lognormal fits are not suitable for cutting scenarios. This

is as expected since there is a clear LOS path due to the high

transmitting antennas in HSR cutting scenarios, and the Ricean

distribution is commonly used to describe propagation channels

with a dominant signal. Moreover, the percentage of the best fit

for each candidate distribution is presented in Fig. 5. On av-

erage, the percentage of the instances that Ricean distribution

offers the best fit is 68.39% of all measurements, and Nakagami

is second with 28.61%. Note that the Rayleigh distribution only

offers the best fit for 2.02%, which means that even though there

are rich reflection and scattering components, the fading in the

cutting channel is not as severe as in a Rayleigh channel.

D. Ricean -Factor Analysis

Based on the above findings, a Ricean distribution is utilized

to model the fading characteristics. The PDF can be expressed

as

(12)

where is the small-scale-fading amplitude, is the 0th

order modified Bessel function of the first kind. and

denotes the expected value of . The parameter is the

Ricean -factor, which is the power ratio of the dominant com-

ponent (e.g., LOS) and scattered components. It is a measure of

fading whose estimate is important in link budget calculations.

We use the timesaving moment-based method in [39], [40] to

estimate the Ricean -factor, which can be expressed as

(13)

where denotes the variance of . The -factors ex-

tracted from the data of the sliding/overlapped windows de-

scribed above are modeled to reflect the following variations:

i) the ensemble variation of the -factor over cases 1 to 5; ii)

Fig. 6. Distribution of the -factor over five cuttings (Nos. 1 to 5).

the variation of the -factor against distance; and iii) the auto-

covariance function of the deviation of the -factors from the

linear -factor model.

First, we conduct an ensemble examination of the -factor

over all measurement windows in the five cuttings. The CDF of

the -factor is shown in Fig. 6 and is found to be very nearly

Gaussian. The mean value of the -factor is 1.52 dB and the

standard deviation is 4.67 dB. In addition, even though the AIC

test rarely gives the Rayleigh distribution as the optimum dis-

tribution, the -factors are often found to be small enough to

allow description of the fading as Rayleigh. In contrast, the mea-

surements in [7] are plotted in Fig. 6 for comparison, which

shows that the -factor in suburban/rural environments is up

to 10 dB. The small -factor in the HSR cutting scenario is

caused by the strong reflected and scattered components from

the sidewalls.

Second, we consider the -factor as a function of distance for

each cutting, and examine its variation trend. Our model con-

sists of a distance-dependent mean of -factor (which

is based on the multiple measurements) and a standard devia-

tion, expressed as

(14)

where is a zero-mean Gaussian variable of unit standard de-

viation , is standard deviation, and denotes the -th

cutting.

The estimated ’s for each cutting are shown in Fig. 7.

According to the visual observation, generally increases

with the distance when , and decreases with when

. In fact, can be approximately considered

as a break point.10 This observation can be explained as follows:

� When , the MS is close to the bottom of the base

station and is not in the mainlobe of the directional base

station antenna pattern, thus it receives the LOS component

with considerable attenuation. This consequently leads to a

more severe fading in this region, i.e., the -factor is very

small. The reduction of the LOS component is stronger the

10The location of break point is specific to the employed antennas, the posi-
tions and heights of base stations. A more general investigation would require
the ability to change base station height and antenna pattern, which is not fea-
sible in the HSR system in which we were allowed to do our measurements.
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Fig. 7. Estimated ’s based on repeated measurements. For clarity, we
plot each case separately. The red curves are the proposed model of
(17).

closer the MS is to the base station. Note that this area has

not been considered by our previous work [27].

� When , the strength of the scattered component,

which is the result of rays coming from a multiplicity of

directions, will vary far less than the strength of the fixed

component, which is dominated by rays coming from the

direction of the base station (this phenomenon has been re-

ported by [25] in suburban macrocells). Thus, decreases

with increasing . This result is similar to the observation

in [27].

According to Fig. 7, we use the following piecewise-linear

formulation, which ensures the continuity of the model at 200

m, to model the distance-dependent

(15)

The results of ’s, ’s, and ’s are summarized in Table II.

We use the statistical method in Fig. 3 to model , , and .

Table III shows that none of the structural parameters indicate a

good fit for and , so we use the mean value thereof:

and . Note that constant is different from

the expression in our previous work [27]. This is because the

slopes of different cuttings in Fig. 7 are very small and close to

each other when 11. As for , indicates

a good fit and this can be expressed as

(16)

Summarizing, the proposed piecewise-linear model can

be written as

(17)

Equation (17) offers a detailed variation trend of against

distance and is plotted in Fig. 7. It shows that a larger value

of leads to a higher -factor. In other words, a

“wide” cutting (with wide crown and bottom widths) helps to

reduce the severity of fading – which is intuitive.

The standard deviation of the estimated -factors against

are extracted and summarized in Table II. Similarly, the

break point at 200 m is utilized in the modeling of . We follow

the method in Fig. 3 and get the model of from Table III, as

follows:

(18)

Note that the ensemble examination of the -factor in Fig. 6

is more for comparison with other measurements in the liter-

ature, while for simulation purposes, the distance-dependent

model of (14) should be used.

Third, we investigate the second-order statistic of the

-factor. For the -th cutting, the deviation of the extracted

-factor from the linear model can be written as

(19)

Then, we define the autocovariance function of as

shown in (20) at the bottom of the page, where indicates

distance difference. The second-order statistic deter-

mines the correlation of the extracted . Furthermore,

we consider the coherence length , which is the minimum

separation distance that satisfies the equation . A

short indicates that the -factor changes quickly as the MS

moves.

Fig. 8 shows the autocovariance function for five cuttings

based on the averaging of repeated measurements. It can be

noted that the autocorrelation function decays faster for

than for . The values of are summa-

rized in Table IV in terms of wavelength. Note that since we

use a window size of 40 wavelengths, only the coherence length

11Comparing to our previous work [27], we use more measurements in this
paper to improve the accuracy. In the following Section V, the proposed model
is found to be well-suited to reproduce measured results.

(20)
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Fig. 8. Autocovariance functions. The solid line indicates .

TABLE IV
COHERENCE LENGTH FOR EACH CUTTING

larger than 40 wavelengths can be accurately observed. We thus

use “ ” in Table IV to represent those observed coherence

lengths that are less than 40 wavelength. It shows that is less

than for and less than for . The

higher value of for is caused by the dominant

LOS path.

V. MODEL VALIDATION

To validate our proposed models, we took additional mea-

surements in cutting No. 6 to collect sufficient data for themodel

validation. The parameters of cutting No. 6 are summarized in

Table I. In the following, the proposed models of LCR, AFD,

and distance-dependent are compared to measurements

in cutting No. 6 and other existing work (either theoretical re-

sults or empirical models).

Considering that the Ricean distribution is the optimal

choice, the theoretical formulations developed from Clarke’s

isotropic scattering model are utilized to validate the LCR and

AFD models, given as [33], [41]

(21)

(22)

where is the threshold voltage normalized to the r.m.s. en-

velope, is the zero order modified Bessel function of the

Fig. 9. Validation of LCR and AFD models using the measurements in cut-
ting No. 6. The LCR values are normalized and given in terms of crossings per
wavelength, and the AFD values are normalized and presented in wavelengths.

first kind, is the Marcum- function, and is the max-

imum Doppler frequency. -factors in (21) and (22) are in

linear units. The normalized LCR and AFD expressions are uti-

lized in the validation, i.e., and are plotted

in Fig. 9 in terms of . For easy comparison, the theo-

retical results of Rayleigh fading ( ) and the fading

in suburban/rural environments [7] ( ) are plotted.

Fig. 9(a) shows the validation of LCR. Generally, reason-

able agreement between measurements and the proposed model

can be observed, except for the very low and high levels. The

theoretical results calculated using the estimated -factor (at

1.52 dB) are slightly higher than the proposed models when

. It is noteworthy that the theoretical result for

(which is the mean value of as shown in Fig. 6) are

close to the theoretical result with , which means

that the fading in cutting channel is close to the Ricean fading

with a low -factor. The theoretical result with

indicates fewer crossings, which means that the fading in the

HSR cutting scenario is more severe than in the standard sub-

urban/rural scenarios. Fig. 9(b) shows the validation of AFD. It

is found that the proposed model and measurements are in rea-

sonable agreement.

The disagreement between the measurements/proposed

models and the theoretical result in Fig. 9 is mainly due to that

(21) and (22) are based on an assumption that the diffuse com-

ponents are isotropically indicant from all azimuth directions.

However, such isotropic angle distribution will generally not

hold in HSR cutting scenarios, as typically the base station an-

tennas are directional and a long train (with the receivermounted

on the front part of the train) is placed in the cutting. Fig. 9 shows
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Fig. 10. model validation. The black dashed and solid lines represent
the proposed piecewise models, using the structural parameters of cutting No.
6. The red squares are the mean values of -factors.

that our proposed models can be used for predicting the LCR

and AFD in the non-isotropic cutting channel.

To validate the model, we extract the -factors from

the measurements of cutting No. 6 using the same method in

Section IV. The results of measured -factors are compared

to the proposed model, as shown in Fig. 10. It shows

that the proposed model and measurements are well in

agreement. Moreover, we present a comparison between (17)

and some classical -factor models shown in (23) at the bottom

of the page. Fig. 10 shows that none of the existing models can

be used for the -factor estimation in the cutting scenario: the

statistical models in [7], [27], and [43] lead to large prediction

errors for the distance ; and the model in [42] also

shows poor performance in the cutting scenario. The errors of

the former statistical models result from the special structure of

the cutting scenario (which leads to rich reflection and scattering

components in the cutting), and are partially due to the different

carrier frequencies and antenna heights in the measurements.

In addition, it is noteworthy that all of these previous find-

ings show that the -factor is a monotone function of distance

(as shown in Fig. 10). By contrast, our analysis shows that the

trend of the -factor changes from increasing to decreasing, at

a break point around 200 m. This is because the cuttings give

rise to rich reflection and scattering components, and the HSR

system uses the particular directional transmitting antennas.

VI. DISCUSSION

A. Structural Parameters

In general, there are three structural parameters in the cut-

ting scenario: , , and depth . Preceding observa-

tions show that the combinations of and affect the

fading behavior much more significantly compared with indi-

vidual and . This is because the cutting is like a

large container that contains rich reflection and scattering com-

ponents. When the steep walls on both sides are far from the

receiver, reflected and scattered rays will be sharply attenuated

by dissipation, and most of them have a higher possibility of

leaving the cutting. and can more ad-

equately describe the distance from the steep walls to the re-

ceiver12 and thus measure how well a cutting retains the mul-

tipath. These facts are reflected in the proposed models of (5)

and (17), which demonstrate that “wide” cuttings (i.e., with both

wide crown and bottom widths) are conducive to the reduction

of the severity of fading.

In this paper, we considered four simple combinations of

and : addition, subtraction, multiplication, and division.

Some complex functions combining and are not ex-

amined. This is because the number of samples of the struc-

tural parameters used for modeling is quite limited. We just

have five different cuttings for the parameterization, which is

not enough to calculate the undetermined coefficients for a com-

plex function.

B. Depth of Cutting

In [27], cuttings are divided into “deep” and “shallow” cut-

tings. The depth is found to be influential in radio wave prop-

agation. In fact, shallow cuttings do exist in HSR environments.

But they are mostly used as transitions from deep cuttings to

open areas, which usually results in the shallow cuttings being

very short and with a height that changes substantially. The

height ( ) in this paper is typical for the implementation of

HSR. Systematic investigations of the height dependence with

sufficient number of samples to give statistically relevant results

would be a task for future research.

C. Cross-Bridge in Cutting

It is common that cross-bridges are built over the cuttings

to ensure necessary transportation for people around the HSR,

as shown in Fig. 2. The cross-bridge in the cutting leads to

non-line-of-sight (NLOS) propagation at a short distance, and

causes an extra large-scale loss of about 5 dB [14], [26]. This

larger scale variation of the signal may lead to poor coverage

and handover failure. However, there is no obvious change of

the small-scale-fading behavior caused by the cross-bridge from

our preceding observations. The Ricean -factor in Fig. 7 does

show some drops at several locations, however, these drops do

12The distance from the steep walls to the receiver indicates the “average” dis-
tance to measure how far “on average” the steep wall is from the receiver. Only
when both and are large, the “average” distance is large. Therefore,

and are good measures of the “average” distance.

Cutting, at 930 MHz, in [27]

Rural, at 5.25 GHz, in [42]

Suburban, at 5.25 GHz, in [7]

Suburban, at 2.5 GHz, in [43]

(23)
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not correspond to the locations of the cross-bridges. The varia-

tion of -factor is much more affected by the condition of re-

flection and scattering than the temporary NLOS. In addition,

the width of the cross-bridges is generally less than 5 m. For

a high-speed moving train, this temporary change from LOS

to NLOS cannot significantly affect the fading behavior at the

receiver.

D. Surrounding Obstacles Outside the Cutting

Based on the proposed statistical models, there is no distinct

difference of fading behavior between deep cuttings in suburban

areas (Nos. 1 and 5) and that in rural areas (Nos. 2, 3, and 4).

This is because the receiver on the train is lower than the top of

the cutting, thus making it difficult for the reflected rays from

the surrounding obstacles outside the cutting to reach the re-

ceiver. The special structure, and the rich reflection and scat-

tering components in the cutting provide the dominant impact

on small-scale fading. Consequently, the surrounding obstacles

outside the cutting are negligible in the fading analysis.

VII. CONCLUSION

In this paper, we analyzed wireless propagation for HSR, in

particular the small-scale fading in cutting scenarios. Consid-

ering the special structure, rich reflection and scattering compo-

nents, extreme severity of fading, and widespread use in HSR,

this is very important for system design.

First, we described the collection of a large body of data at

930 MHz for cutting scenarios in the “Zhengzhou-Xi’an” HSR

of China. We gave full consideration to special structures in

measurements and analysis. Six cuttings with different struc-

tures were studied, which cover the typical scenarios of HSR.

For the temporal variations of channel, we found that the FD is

around 17 dB; at threshold level, the LCR is around

0.21 per wavelength, and the AFD is around 0.34 wavelengths.

We proposed a set of effective methods to examine the impact of

structure on fading parameters and to model them statistically.

Then, we extensively investigated the small-scale amplitude

fading distribution. An AIC-based method was applied to select

the distribution function that best describes the channel varia-

tion. The Ricean function was identified to be the most suitable

model to describe the amplitude variations for the overall

cutting channel. However, the ensemble -factor of Ricean

distribution is very low at 1.52 dB due to the rich scattering

components, which means that the fading in cuttings is more

severe than the other LOS scenarios. We presented a novel

piecewise -factor model (with a break point around 200 m)

over distance, which is a result of the weak LOS component

near the base station caused by the directional transmitting

antennas. The proposed model was validated through the mea-

surements in the sixth cutting, and found to be more accurate

than some classical -factor models. Furthermore, the autoco-

variance function of the deviation of the extracted -factors

from the proposed model was presented and the coherence

length was found to be less than and less than for the

areas before and after break point. In addition, the proposed

LCR and AFD models were validated by comparing to the

theoretical results and the measurements.

Finally, we found that it is more difficult for a “wide” cutting

(i.e., with both large and large ) to retain the reflec-

tion and scattering components. This means even though a cut-

ting is a scenario with severe fading, a “wide” cutting tends to

reduce the severity of fading. The surrounding obstacles outside

the cutting have a marginal impact on fading behavior. In addi-

tion, the effect of the cross-bridge was found to be negligible

in the fading analysis. The results of our research provide some

insights of the fading behavior in HSR cutting channel, and can

be helpful to those engaged in designing HSR communication

systems.

APPENDIX

Model Selection: We choose the five functions based on

the following principles:

1) The regression fit can be improved by a model with more

parameters, however, the principle of parsimony[44]

suggests that a model should have the smallest possible

number of parameters for adequate representation of the

data. Therefore, we choose the models with two parame-

ters, which is generally the least dimension of the model

for a practical fitting [38].

2) Considering the limited size of the samples for the param-

eterization, the estimation for the complex non-monotonic

models cannot get a sufficient accuracy [45]. Therefore,

only the monotonic models will be chosen. By the same

token, only the low-order models, e.g., first-order polyno-

mial, will be chosen.

Summarizing, we find that the models in the First step should:

i) have a small number of parameters (i.e., 2 parameters); and

ii) be monotonic and the order is low. Therefore, we choose the

following five functions: , ,

, , and , which cover all the

important classes of functional growth. The model validation in

Section V shows that the accuracy of the proposed models based

on these five functions is sufficient.

Goodness-of-Fit Evaluation: To evaluate the goodness of

fit, three GoF statistics for parametric models are employed

[46]: SSE, R-Square, and RMSE.

SSE: This statistic is a measure of the discrepancy between

the data and an estimation model, and is expressed as

(24)

where is the raw data, is the estimate of raw data, and is

the total number of raw data. indicates the weight of and

is chosen as in our calculation. A small SSE close to

0 indicates a tight fit of the model to the data.

R-Square: This statistic is called the coefficient of determi-

nation and it measures how successful the fit is in explaining the

variation of the data. R-Square is defined as the ratio of the sum

of squares of the regression (SSR) and the total sum of squares

(TSS). It is expressed as

(25)

where is the mean value of raw data. R-Square ranges from 0

to 1, with a value closer to 1 indicating that the regression model

fits the data better.
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RMSE: This statistic is a frequently used measure of the

differences between values predicted by a model and the values

actually observed. It is defined as

(26)

where is the number of fitted coefficients estimated from the

raw data. Just as with SSE, an RMSE value closer to 0 indicates

a fit that is more useful for prediction.

In the First step of Section III, we first use the GoF to select

one suitable for each from the five fitting functions,

where the that gives themaximumR-Square andminimum

SSE/RMSE is selected for each . Thenwe further test whether

passes the GoF test in an absolute sense (i.e., leads

to a result that the GoF test accepts): the that gives

a R-Square larger than 0.5 is accepted. The threshold of 0.5 in

our work is based on the LMSE implementation and the visual

observation of the fit curves. Note that the suitable threshold

of R-Square generally depends on the object of study, and a

threshold of 0.5 is widely considered acceptable [45]. In fact,

the values of R-Square of our proposed models in this paper are

mostly larger than 0.7, which indicates satisfactory fit.
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