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Abstract  11 

Short-term time series wind power predictions are extremely essential for accurate and efficient offshore 12 

wind energy evaluation and, in turn, benefit large wind farm operation and maintenance (O&M). However, 13 

it is still a challenging task due to the intermittent nature of offshore wind, which significantly increases 14 

difficulties in wind power forecasting. In this paper, a novel hybrid model, using unique strengths of 15 

Discrete Wavelet Transform (DWT), Seasonal Autoregressive Integrated Moving Average (SARIMA), 16 

and Deep-learning-based Long Short-Term Memory (LSTM), was proposed to handle different 17 

components in the power time series of an offshore wind turbine in Scotland, where neither the 18 

approximation nor the detail was considered as purely nonlinear or linear. Besides, an integrated pre-19 

processing method, incorporating Isolation Forest (IF), resampling, and interpolation was applied for the 20 

raw Supervisory Control and Data Acquisition (SCADA) datasets. The proposed DWT-SARIMA-LSTM 21 

model provided the highest accuracy among all the observed tests, indicating it could efficiently capture 22 

complex times series patterns from offshore wind power. 23 

 24 
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NOMENCLATURE 27 

 28 

Latin symbols 29 

(1 − 𝐵𝐵𝑠𝑠)𝐷𝐷  Seasonal difference operator 30 

(1 − 𝐵𝐵)𝑑𝑑  Regular difference operator 31 

𝐿𝐿�𝑡𝑡
𝑎𝑎𝑎𝑎𝑎𝑎   Prediction of linear part of reconstructed approximation 32 

𝐿𝐿�𝑡𝑡𝑑𝑑𝑑𝑑𝑡𝑡   Prediction of linear part of reconstructed detail 33 

𝑁𝑁�𝑡𝑡
𝑎𝑎𝑎𝑎𝑎𝑎   Prediction of nonlinear part of reconstructed approximation 34 

𝑁𝑁�𝑡𝑡𝑑𝑑𝑑𝑑𝑡𝑡   Prediction of nonlinear part of reconstructed detail 35 

𝑦𝑦�𝑡𝑡    Prediction of original time series power data 36 

𝑦𝑦�𝑡𝑡
𝑎𝑎𝑎𝑎𝑎𝑎   Prediction of reconstructed approximation 37 

𝑦𝑦�𝑡𝑡𝑑𝑑𝑑𝑑𝑡𝑡   Prediction of reconstructed detail 38 

ℎ𝑡𝑡    Overall output at time step t 39 

ℎ𝑡𝑡−1   Cell state vector at time step t-1 40 

max(𝑥𝑥)  Maximum value of signal 41 

𝐻𝐻𝑖𝑖    Net input of neuron j 42 

𝐿𝐿𝑡𝑡
𝑎𝑎𝑎𝑎𝑎𝑎   Linear part of reconstructed approximation 43 

𝐿𝐿𝑡𝑡𝑑𝑑𝑑𝑑𝑡𝑡   Linear part of reconstructed detail 44 

𝑁𝑁𝑡𝑡
𝑎𝑎𝑎𝑎𝑎𝑎   Nonlinear part of reconstructed approximation 45 

𝑁𝑁𝑡𝑡𝑑𝑑𝑑𝑑𝑡𝑡   Nonlinear part of reconstructed detail 46 

𝑋𝑋𝑠𝑠𝑠𝑠𝑎𝑎𝑠𝑠𝑑𝑑𝑑𝑑   Normalized value of signal 47 

𝑤𝑤𝑖𝑖𝑖𝑖    Weight linking neuron i and neuron j 48 

𝑥𝑥𝑡𝑡    Input neuron at time step t 49 

𝑦𝑦𝑡𝑡    Original time series power data 50 
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𝑦𝑦𝑡𝑡
𝑎𝑎𝑎𝑎𝑎𝑎   Reconstructed approximation 51 

𝑦𝑦𝑡𝑡𝑑𝑑𝑑𝑑𝑡𝑡   Reconstructed detail 52 

an    Low frequency component at n decomposition level 53 

B    Backward shift operator 54 

c(n)   Average path length of unsuccessful search in a Binary Search Tree 55 

d    Difference order 56 

D    Seasonal difference order 57 

dn    High frequency component at n decomposition level 58 

E(x)   Average value of x 59 

h    Output of neuron j 60 

h(x)   Path length of data x 61 

 m    Scaling parameter 62 

min (𝑥𝑥)  Minimum value of signal 63 

n    Number of external nodes 64 

n    Translation parameter 65 

p    Autoregressive order  66 

P    Seasonal autoregressive order 67 

q    Moving average order 68 

Q    Seasonal moving average order 69 

s    Anomaly score 70 

s    Number of time steps for a single seasonal period 71 

t    Discrete time parameter 72 

 T    Length of signal  73 

tanh   Hyperbolic tangent function 74 
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x    An observation  75 

 x(t)    Wind power signal 76 

Zt    Time series 77 

𝐿𝐿    Number of decomposition level 78 

𝑁𝑁    Length of signal 79 

𝑊𝑊    Corresponding weight connecting the input signal 80 

𝑏𝑏    Bias along with corresponding activation function 81 

 82 

Greek symbols 83 

Θ𝑄𝑄    Seasonal moving average polynomial 84 

𝜀𝜀𝑡𝑡    Estimated residual at time t 85 

𝜃𝜃𝑞𝑞    Regular moving average polynomial 86 

𝜑𝜑𝑃𝑃    Seasonal autoregressive polynomial 87 

𝜙𝜙𝑎𝑎    Regular autoregressive polynomial 88 

⊙    Element level multiplication 89 

 𝜎𝜎    Activation function 90 

 91 

ABBREVIATION 92 

ACF   Autocorrelation function 93 

AdaGrad  Adaptive gradient algorithm 94 

Adam   Adaptive Moment Estimation 95 

AIC   Akaike’s information criterion  96 

ANN   Artificial Neural Network 97 

AR    Autoregressive 98 
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ARIMA  Autoregressive integrated moving average 99 

BIC   Bayesian information criterion 100 

cA    Component of approximation at level 1  101 

cA2   Component of approximation at level 2 102 

cD/cD1  Component of detail at level 1 103 

cD2   Component of detail at level 2  104 

CWT   Continuous wavelet Transform  105 

DWT   Discrete wavelet Transform  106 

I    Integrated 107 

IDWT   Inverse discrete wavelet Transform  108 

IEC   International Electrotechnical Commission  109 

IF    Isolation Forest  110 

LSTM   Long Short-Term Memory  111 

MA   Moving average 112 

MSE   Mean square error 113 

MAPE   Mean absolute percentage error  114 

NaN   Not a number 115 

NMAE   Normalised mean absolute error 116 

NRMSE   Normalised root mean square error 117 

NWP   Numerical weather prediction 118 

ORE   Offshore Renewable Energy 119 

PACF   Partial autocorrelation function  120 

PMG   Permanent Magnet Generator 121 

R2    R-square  122 
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ReLU   Rectified Linear Unit  123 

RMSE   Root mean square error  124 

RMSProp  Root Mean Square Propagation  125 

RNN   Recurrent Neural Network  126 

SARIMA  Seasonal Autoregressive Integrated Moving Average 127 

SCADA  Supervisory Control and Data Acquisition 128 

SVM   Support Vector Machine 129 

WT   Wavelet Transform  130 

 131 

1. Introduction 132 

In recent years, renewables have been considered as an effective alternative that can replace conventional 133 

power sources. Among them, wind energy has become one of the most attractive supplies, which is 134 

expected to provide 20% of electricity for the global demand by 2030 [1]. It can be seen that wind turbine 135 

installations are growing sharply [2], especially offshore wind turbines [3], which are expected to own 136 

over 234 GW capacity worldwide in recent decades [4]. As one of the most suitable locations for wind 137 

energy developments, the United Kingdom has committed to greatly extending offshore wind capacity 138 

[5]. However, as the demand for wind energy continues to upgrade, the uncertainty of wind power 139 

integration also increases due to the intermittent, uncertainty and volatility of the wind power, and thus 140 

trigger difficulties in grid operation. Therefore, accurate wind power prediction is highly desired to 141 

effectively dispatch these issues on a reasonable schedule. 142 

 143 

1.1 Motivation and incitement 144 

The operation security of the power network relies on the stability of power generations, where the balance 145 

between electricity generation and consumption needs to be maintained, otherwise disturbances in power 146 
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quality/supply may occur and thus leads to significant financial loss. An accurate wind power prediction 147 

can optimize the integration of wind energy into the electricity grid. It showed that an increase of 10% in 148 

prediction accuracy can achieve about a 30% improvement of wind power generation [6]. Therefore, it is 149 

of great practical significance to develop a wind power prediction model of high accuracy. 150 

 151 

1.2 Literature review 152 

Over the years, various wind power prediction models have been developed, which can be coarsely 153 

categorized as a physical model, statistical model, intelligent model and hybrid model. Physical models 154 

mainly refer to numerical weather prediction (NWP) models. One advantage of physical models is the 155 

capability to make power predictions directly from real-time data. But using NWP parameters requires a 156 

large amount of historical data with high precision, increasing the difficulty in data collection as well as 157 

economic cost. On the other hand, statistical models treat weather changes as a random process, in which 158 

prediction errors can be reduced if the input signal is under normal conditions [7]. This type of model can 159 

efficiently exploit historical data and explain linear signals well [8], while it cannot effectively capture 160 

nonlinear signals. These difficulties can be addressed by using intelligent models, which are mainly based 161 

on Artificial Neural Networks (ANN). These models used non-linear methods to predict targets based on 162 

historical variables. Later, deep learning with a deeper neural network has been proposed as a powerful 163 

tool to dig out useful information in complex signals, especially for those time series data with extreme 164 

variations.   165 

 166 

Among these models, Autoregressive Integrated Moving Average (ARIMA) [9] is one of the most 167 

commonly used methods for univariate time series predictions. For example, Yatiyana et al. [10] used 168 

ARIMA to predict wind speed and direction for wind power generation, where collected signals were 169 

processed to get an hourly average data. This single ARIMA model presented Mean Absolute Percentage 170 
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Error (MAPE) of 4.9% for wind speed and 15.6% for wind direction. Additionally, Seasonal ARIMA 171 

(SARIMA) has been proposed later as an extension of ARIMA, which can support signals with an 172 

additional seasonal component. This model removes characteristics of seasonal variations using seasonal 173 

differencing, improving the prediction accuracy of wind power.  174 

 175 

Recently, Long Short-Term Memory (LSTM) has also become a widely used deep learning method, which 176 

addressed the problem of gradient explosion in traditional neural networks. LSTM has the capability of 177 

learning and remembering both short and long-term information, which is suitable to be used for time 178 

series predictions. For instance, Zhang et al. [11] used LSTM models to predict wind power generation, 179 

where the first 24 historical data were used to predict the data at the next hour. It presented lower 180 

Normalised Mean Absolute Error (NMAE) and Normalised Root Mean Square Error (NRMSE) of 0.059 181 

and 0.06 than that of using Support Vector Machine (SVM) (0.087 and 0.11), respectively. 182 

 183 

Although these single methods have made a breakthrough in terms of prediction performance, they are 184 

still not sufficient for accurate wind power prediction. Wind power generation is caused by various natural 185 

factors, such as wind speed/direction, air pressure and wind turbine friction, which makes the output power 186 

of wind turbines non-stationary and volatile. When comes to times series power data mixed with both 187 

linear and nonlinear information, neither statistical models nor intelligent models can solely make an 188 

accurate prediction. That is, although ARIMA/SARIMA and LSTM models can be used to predict times 189 

series data, each of them is only suitable for either linear or nonlinear problems. In specific, 190 

ARIMA/SARIMA can effectively explain linear information, such as trends in time series power, while 191 

failing to capture nonlinear ones. On the other hand, LSTM with a deep learning neural network can 192 

address this problem while cannot process purely linear information or signal with the characteristic of 193 
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seasonality. Based on this fact, hybrid models were proposed in this paper, aiming to utilize the unique 194 

strength of each model to achieve more accuracy and robust predictions than those using a single model.   195 

 196 

Hybrid models can be further combined with decomposition strategies. Among these decomposition 197 

methods, wavelet transform (WT) has attracted the most interest nowadays [12]. WT decomposes a signal 198 

into a high-frequency component (detail) and low-frequency component (approximation), which make 199 

them more stationary and easier for further analysis. When combining WT with hybrid models, the 200 

decomposed components can be fitted into models individually. This type of hybrid model utilizes the 201 

strength of different prediction models as well as the ability of WT. Recently, Khandelwal et al. [13] have 202 

proved that using WT can enhance prediction accuracy for time series forecasting. According to the 203 

authors, time series could be decomposed into high and low-frequency components and then be 204 

reconstructed using inverse transform. The reconstructed approximation and detail are fit into ARIMA 205 

and ANN, respectively. The prediction accuracy was improved compared with using either single ARIMA 206 

or single ANN, which presented MAPEs of 1.97%, 4.11% and 3.71%, respectively. Instead of using 207 

ARIMA in a hybrid model, SARIMA could also be combined with WT and ANN [14]. Unlike the methods 208 

mentioned above, in the current proposed hybrid model, the approximation is fitted into SARIMA and 209 

detail is fitted into ANN, where a higher prediction accuracy was achieved. Besides, the proposed hybrid 210 

model has been designed without linear or nonlinear assumptions on the approximation and the detail [15]. 211 

Time series data is first decomposed by discrete WT (DWT) to obtain the approximation and the detail. 212 

Then the two decomposed components were separately analyzed by both ARIMA and ANN.  213 

 214 

1.3 Objective and methodology 215 

The major objective of this study is to utilize the unique strength of both linear and non-linear techniques 216 

to construct a hybrid model to predict wind power generation from historical turbine data collected from 217 
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a target offshore wind turbine. The proposed hybrid model is based on SARIMA and deep-learning-based 218 

LSTM without assumptions of linear and nonlinear components. Meanwhile, WT was applied to further 219 

improve the prediction accuracy, where the effect of decomposition level is critically investigated. 220 

Additionally, to improve the quality of used datasets, several techniques are used in data pre-processing, 221 

including Isolation Forest (IF), re-sampling, and interpolation. The methodology of this study is 222 

summarized in Fig. 1.  223 

 224 

Fig. 1. Diagram of the applied methodology. 225 
 226 
1.4 Contribution and paper organization 227 

The key contributions of this paper to the current knowledge gaps can be summarised as follows:  228 
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 Existing studies on wind power prediction using hybrid models have been mainly based on the 229 

assumption of using linear and nonlinear models, to process approximation and detail components 230 

of wind power data, respectively. However, time series after DWT cannot be divided into linear 231 

and nonlinear data. This study has proposed to process approximation and detail components with 232 

both linear and nonlinear models, such as ARIMA and LSTM. Besides, to date, no study has 233 

considered the seasonality effect on time series on wind power. In this paper, a novel hybrid model 234 

using the unique strength of SARIMA and LSTM is proposed, predicting both approximation and 235 

detail components for an offshore wind turbine in Scotland. 236 

 Many studies developing linear models for wind energy forecasting have not considered a 237 

thoroughly pre-process step. However, unsatisfied datasets may cause inaccurate prediction 238 

performance. For example, SARIMA models, which can be applied for time series with seasonality, 239 

require a dataset with continuous time stamps. In this study, interpolation was used to mitigate the 240 

effect of missing data, which improved the reliability and accuracy of the SARIMA model. 241 

 Besides, IF is used in pre-processing to detect and remove outliers in the used dataset after obvious 242 

outlier removal. This outlier detection algorithm has recently been proved to be suitable for wind 243 

power forecasting [16]. It can effectively and efficiently eliminate error data far away from normal 244 

points, reducing computation time and costs. 245 

 246 

The remainder of this paper is organized as follows. Section 2 provided a description of the target wind 247 

turbine and the used Supervisory Control and Data Acquisition (SCADA) database. Section 3 presented 248 

the used pre-processing strategies, including outlier detection/removal, resampling and missing data 249 

treatment. Section 4 introduced the theories and background of model development, including WT, 250 

SARIMA and LSTM. Section 5 presented results and discussion of the proposed hybrid model, where the 251 
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prediction accuracy of various models was analyzed. Section 6 concluded this study by summarizing the 252 

key findings and contributions of the current paper, and also limitations and future perspectives. 253 

 254 

2. SCADA data description 255 

The target offshore wind turbine is owned by Offshore Renewable Energy (ORE) Catapult, located at 256 

Levenmouth, Fife, Scotland, UK (see Fig. 2). It is a 7MW offshore wind turbine with a total height of 196 257 

m. As for operating regions, it has a designed cut-in speed of 3.5 m/s, a rated speed of 10.9 m/s and a cut-258 

out speed of 25 m/s, respectively. The target turbine was controlled and monitored by a SCADA system, 259 

which can deliver power outputs by default without extra costs [17]. In this study, SCADA datasets were 260 

extracted for wind power forecasting. The investigated SCADA datasets were recorded with a sampling 261 

rate of 1-s. A one-month time series database (January 2019) was selected as the used dataset for model 262 

developments. The train-test split percentage of 0.8-0.2 is selected in this study. The used dataset (744 263 

points) is split into two parts: a training set (600 points) and a testing set (144 points).  264 

 265 
Fig. 2. Schematic and major characteristics of Levenmouth offshore wind turbine, after [18]. 266 
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 267 

3. SCADA data pre-processing 268 

Although SCADA data can be used for wind turbine power prediction, it is still challenging to achieve an 269 

optimum strategy due to possible erroneous data points within the datasets. These invalid data points 270 

mainly originate from maintenance, sensor malfunction/degradation or system processing errors during 271 

wind turbine operations, which are detrimental to the prediction model. Therefore, it is expected to pre-272 

process SCADA data before using them to build a model [17]. 273 

 274 

3.1 Obvious outlier removal 275 

The histograms of wind speed, active power and blade pitch angle in the raw SCADA datasets are shown 276 

in Fig. 3, where negative values are representing obvious outliers. For example, an extremely negative 277 

value of around -1000° (in red circle) is located in the case of the blade pitch angle histogram. These 278 

negative values are physically possible but have no practical meaning in terms of wind power generation. 279 

Therefore, these obvious outliers would be removed along with the corresponding variables under the 280 

same time stamps.   281 

 282 
Fig. 3. Histograms of wind speed (left), active power (middle) and blade pitch (right) in the used 283 

SCADA database. 284 
 285 

3.2 Anomalies observation  286 
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The power curve of a wind turbine could show the relationship between the amount of generated wind 287 

power and the corresponding wind speed, which is an important metric of wind turbine performance [19]. 288 

Theoretically, the power curve should be in the shape of the sigmoid function (‘S’ shape) [20]. As shown 289 

in Fig. 4, compared to a normal ‘S’ shape, the power curve of the target offshore wind turbine still shows 290 

some outliers that deviate from normal observations after obvious outlier removal. These outliers are 291 

caused during operation and can be mainly categorized into three types of anomalies [2]: 292 

 293 
Fig. 4. Wind power curve after obvious outlier removal. 294 

 295 

 Type I: this type of anomaly are mainly caused by turbine downtime [21], where the wind speed 296 

is larger than its cut-in speed (3.5 m/s) while the wind power is about zero.  297 

 Type II: this type of anomaly is mainly caused by wind curtailment, where the output power is 298 

artificially limited by its operator due to different factors i.e., challenges in large capacity power 299 

storing or grid supply limitations. 300 

 Type III: this type of anomaly is mainly caused by sensor malfunction/degradation [22]. 301 
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 302 

3.3 Anomalies detection and treatment 303 

The issue of power curve outlier rejections discussed above leads to degradation of forecasting model 304 

performance, which should be considered in the pre-processing stage. A novel outlier detection method 305 

of IF is used in this study. IF is an outlier detection method based on a binary tree structure, which has 306 

been proposed as an effective algorithm in wind power prediction [23]. Besides, IF can be more effective 307 

to process datasets of large size [24], where SCADA datasets usually have multiple input features and a 308 

large data size due to their high sampling rate. The principle of IF is isolating anomalies explicitly because 309 

occurrence frequencies and values of normal/abnormal data are usually significantly different so that 310 

outliers are usually far away from these normal data points. The anomaly score ‘s’ of an observation x can 311 

be defined as Eq. 1: 312 

𝑠𝑠(𝑥𝑥,𝑛𝑛) = 2−
𝐸𝐸�ℎ(𝑥𝑥)�
𝑠𝑠(𝑛𝑛) (1) 313 

where n is the number of external nodes, ℎ(𝑥𝑥) is the path length of data x, 𝐸𝐸(ℎ(𝑥𝑥)) means the average of 314 

ℎ(𝑥𝑥) from a collection of isolation tress and 𝑐𝑐(𝑛𝑛) is the average path length of unsuccessful search in a 315 

Binary Search Tree. 316 

After removing obvious outliers from the used dataset, IF is applied to detect and remove anomalies. The 317 

anomaly score ‘s’ is set to 1 for normal points and -1 for anomalies. The range of contamination ratio from 318 

1% ~ 20% was investigated. Subsequently, the contamination ratio of 14% was identified as the optimal 319 

parameter for the current dataset. As shown in Fig. 5, detected outliers are represented by red dotted points 320 

and normal points are linked via blue lines. Most detected anomalies are located at the boundaries of the 321 

pattern, which are then be removed from the used SCADA datasets. 322 
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 323 
Fig. 5. Anomaly detection and removal by using IF, where the contamination ratio is set as 0.14. 324 

 325 

3.4 Re-sampling 326 

One challenge of using high-frequency SCADA datasets is the turbulence caused by the strong volatility 327 

of wind. A relatively small time interval leads to high computation costs and makes models sensitive. This 328 

effect can be addressed by averaging the sampled data over an appropriate period [25]. Usually, the 329 

sampling rate for short time prediction is 10 minutes, 15 minutes or 1 hour. In the current study, power 330 

data were resampled over 1-hour averaging period with mean values. After resampling, the power curve 331 

of hourly data is plotted in Fig. 6. Compared to curves of other contamination ratios and the power curve 332 

of the raw dataset (without IF process), the selected power data (14%) showed a smoother power curve, 333 

in which most outliers are cleaned successfully.   334 
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 335 
Fig. 6. Comparisons of power curves after using IF with different contamination ratios. 336 

 337 

While observing the curve of selected data (see Fig. 7), its operation characteristics, such as cut-in speed 338 

(~3.5. m/s) and rated speed (~11.1 m/s), are consistent with the references (3.5 m/s and 10.9 m/s 339 

respectively). It further verified that using a contamination ratio of 14% is reasonable for the used SCADA 340 

datasets. Therefore, the hourly time series power data using IF at 14% contamination ratio is selected 341 

because it represents the ideal shape of the wind power curve, considering the proper cut-in, rated, and 342 

cut-off speeds. 343 



18 
 

 344 
Fig.7. Wind power curve after resampling (1-hour sampling rate). 345 

 346 

3.5 Interpolation 347 

Missing values in a dataset cannot meet the requirement of prediction modelling. The problem of data 348 

discontinuity should be fixed before fitting time-series data into any models. In this study, missing points 349 

in the resampled time series data were first replaced with flags named ‘not a number (NaN)’. Then the 350 

spline interpolation method in the ‘interpolate’ library was used to fill these NaN positions. In Fig. 8, one-351 

month data (744 points) in January 2019 is used, considering the number of missing values in this month 352 

is smallest compared with the others. As shown in Fig. 8, the shape of the data after interpolating (Fig. 353 

8b) is similar to that before interpolating (Fig.8a). It further verified the spline interpolation method can 354 

effectively complete the missing values in the used datasets.   355 
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 356 
Fig. 8. Time series power (a) before and (b) after using spline interpolation. 357 

 358 

4. Methodology 359 

4.1 WT 360 

Compared with the Fourier transform which is not suitable to analyse non-stationary signals [26], WT has 361 

the advantage of temporal resolution, which can analyse both time and frequency of signal simultaneously. 362 

Besides, WT has the flexibility in choosing mother wavelet types based on time series [27] while 363 

enhancing prediction accuracy. 364 

 365 

WT can be categorized into two different types, including continuous WT (CWT) and DWT. CWT can 366 

capture all information in a given time series signal, but it is of high computational complexity and 367 

implementation difficulty [26]. DWT is more suitable to time series signals in practical applications as it 368 

samples wavelets discretely. Besides, DWT can reduce the computational complexity and bypass 369 

information redundancy caused by CWT. Therefore, DWT was selected to be used in this paper, which 370 

can be represented as Eq. 2: 371 

𝑊𝑊(𝑚𝑚, 𝑛𝑛) = 2−�
𝑚𝑚
2 ��𝜓𝜓�

𝑡𝑡 − 𝑛𝑛 ∙ 2𝑚𝑚

2𝑚𝑚
�

𝑇𝑇

𝑡𝑡=0

∙ 𝑥𝑥(𝑡𝑡) (2) 372 
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where ‘t’ is a discrete-time parameter, ‘T’ is the length of signal 𝑥𝑥(𝑡𝑡), variable m is the scaling parameter 373 

and variable n is the translation parameter.  374 

  375 

Decomposed components are produced by downsampling and their length is reduced as the number of 376 

decomposition increases. Commonly, a reconstruction via inverse DWT (IDWT) [28] is applied before 377 

combining them to reproduce the original signal. The relationship of the original signal and n-level 378 

decomposed components contains approximation and details, which can be expressed in Eq. 3: 379 

𝑥𝑥(𝑡𝑡) =  𝑎𝑎𝑛𝑛 + 𝑑𝑑𝑛𝑛 + 𝑑𝑑𝑛𝑛−1 + ⋯+  𝑑𝑑1 (3) 380 

4.2 SARIMA 381 

SARIMA is an extension of ARIMA. Compared with ARIMA that cannot support seasonal data, SARIMA 382 

is sensitive to time series with seasonal components, considering seasonal features in data. Thus, it can be 383 

used for non-stationary datasets i.e., wind power, with improved prediction accuracy. The model can be 384 

represented as SARIMA (p, d, q) (P, D, Q)s. ‘AR’ stands for autoregressive, where its order ‘p’ indicates 385 

the number of time series lags. ‘I’ stands for integrated. It is differencing time series instead of taking 386 

them directly, which makes the target variable more stationary and thus allows the model to support time 387 

series with a trend.  Its order can be presented as ’d’, which is the times to difference time series. ‘MA’ 388 

stands for moving average. It uses lagged prediction errors as inputs, push the model toward actual values 389 

and thus improve prediction accuracy, where its order can be represented as ‘q’. ‘P’, ‘D’ and ‘Q’ have the 390 

same associations as ‘p’, ‘d’ and ‘q’ while they correspond with the seasonal components. ‘s’ represents 391 

the seasonality length of data. For example, the time series {𝑍𝑍𝑡𝑡|1,2, … ,𝑘𝑘}  can be presented by the 392 

SARIMA in Eq. 4 [9]: 393 

𝜙𝜙𝑎𝑎(𝐵𝐵)𝜑𝜑𝑃𝑃(𝐵𝐵𝑠𝑠)(1 − 𝐵𝐵)𝑑𝑑(1 − 𝐵𝐵𝑠𝑠)𝐷𝐷𝑍𝑍𝑡𝑡 = 𝜃𝜃𝑞𝑞(𝐵𝐵)Θ𝑄𝑄(𝐵𝐵𝑠𝑠)𝜀𝜀𝑡𝑡 (4) 394 

where p, d, q, P, D, Q are order numbers, s is season length, B is the backward shift operator, 𝜙𝜙𝑎𝑎(𝐵𝐵) and 395 

𝜑𝜑𝑃𝑃(𝐵𝐵𝑠𝑠)  are the regular and seasonal AR polynomials, (1 − 𝐵𝐵)𝑑𝑑  and (1 − 𝐵𝐵𝑠𝑠)𝐷𝐷  are the regular and 396 
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seasonal I operators, 𝜃𝜃𝑞𝑞(𝐵𝐵) and Θ𝑄𝑄(𝐵𝐵𝑠𝑠) are the regular and seasonal MA polynomials, respectively, and 397 

𝜀𝜀𝑡𝑡 is the estimated residual at time t. 398 

 399 

In this study, both ARIMA and SARIMA models were developed by Python3 using the ‘Statsmodels’ 400 

library, where one-step ahead univariate prediction with 50 iterations was implemented on each model.   401 

 402 

4.3 Deep-learning-based LSTM 403 

LSTM is a type of ANN. As a variant of Recurrent Neural Network (RNN), LSTM addresses the issue of 404 

gradient disappearance/explosion in traditional neural networks [29]. Compared with conventional models 405 

that lack the memory function of historical information, LSTM has a unique structure based on memory 406 

cells. The capability of learning and remembering both short and long-term dependent information allows 407 

it to forecast time series. As shown in Fig. 9, an LSTM unit is composed of a forget gate, an output gate 408 

and an input gate.   409 

 410 
Fig. 9. Long short-term memory unit structure. 411 

 412 

In LSTM, a recursive hidden layer includes various memory modules, where each of them has one or 413 

more self-connected memory units with three gates. The three gates (input gate 𝑖𝑖𝑡𝑡,, forget gate 𝑓𝑓𝑡𝑡  and 414 

output gate 𝑜𝑜𝑡𝑡) can control information flow into/out of cells. The cell state (𝑠𝑠𝑡𝑡) obtaining from previous 415 
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state cell state (𝑠𝑠𝑡𝑡−1) can remember previous values over arbitrary time intervals while �̃�𝑠𝑡𝑡 is the newly 416 

assessed value of 𝑠𝑠𝑡𝑡.The formulations related to LSTM structure can be defined as follows (Eq. 5 ~ Eq. 417 

10) [30]: 418 

𝑓𝑓𝑡𝑡 = 𝜎𝜎�𝑊𝑊𝑓𝑓[ℎ𝑡𝑡−1, 𝑥𝑥𝑡𝑡] + 𝑏𝑏𝑓𝑓� (5) 419 

𝑖𝑖𝑡𝑡 = 𝜎𝜎(𝑊𝑊𝑖𝑖[ℎ𝑡𝑡−1, 𝑥𝑥𝑡𝑡] + 𝑏𝑏𝑖𝑖) (6) 420 

𝑜𝑜𝑡𝑡 = 𝜎𝜎(𝑊𝑊𝑜𝑜[ℎ𝑡𝑡−1, 𝑥𝑥𝑡𝑡] + 𝑏𝑏𝑜𝑜) (7) 421 

�̃�𝑠𝑡𝑡 = 𝑡𝑡𝑎𝑎𝑛𝑛ℎ(𝑊𝑊𝑠𝑠[ℎ𝑡𝑡−1, 𝑥𝑥𝑡𝑡] + 𝑏𝑏𝑠𝑠) (8) 422 

𝑠𝑠𝑡𝑡 = 𝑠𝑠𝑡𝑡−1 ⊙ 𝑓𝑓𝑡𝑡 + 𝑔𝑔𝑡𝑡 ⊙ 𝑖𝑖𝑡𝑡 (9) 423 

ℎ𝑡𝑡 = tanh(𝑠𝑠𝑡𝑡) ⊙𝑜𝑜𝑡𝑡 (10) 424 

where [ℎ𝑡𝑡−1, 𝑥𝑥𝑡𝑡] is the input signal consisting of the input of the neuron 𝑥𝑥𝑡𝑡 at time step t and the cell state 425 

vector ℎ𝑡𝑡−1 at time step t-1; ℎ𝑡𝑡 is the overall output at time step t; 𝑊𝑊𝑓𝑓, 𝑊𝑊𝑖𝑖, 𝑊𝑊𝑜𝑜and 𝑊𝑊𝑠𝑠 are the corresponding 426 

weights connecting the input signal; 𝑏𝑏𝑓𝑓 , 𝑏𝑏𝑖𝑖 , 𝑏𝑏𝑜𝑜  and 𝑏𝑏𝑠𝑠  are bias along with corresponding activation 427 

function 𝜎𝜎 ; tanh  represents the hyperbolic tangent function and ⊙  represents the element level 428 

multiplication. 429 

 430 

In this study, TensorFlow was used as the platform for deep-learning-based LSTM development. The 431 

prediction is one-step univariate time series forecasting using walk-forward model validation with four-432 

step input.   433 

 434 

4.4 Integrated DWT-SARIMA-LSTM model 435 

In this study, a novel hybrid model named DWT-SARIMA-LSTM is presented.  The core idea of the 436 

proposed model is summarized as follows: 437 

 438 
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At the first step, DWT was applied to decompose wind power time series into approximation and detail. 439 

Then IDWT is used to reconstruct each component before developing prediction models, which can be 440 

represented as Eq. 11. Instead of using the whole time series directly, fitting approximation and detail into 441 

independent models can make signal analysis more effective, which is expected to improve model 442 

performance. 443 

𝑦𝑦𝑡𝑡 = 𝑦𝑦𝑡𝑡
𝑎𝑎𝑎𝑎𝑎𝑎 + 𝑦𝑦𝑡𝑡𝑑𝑑𝑑𝑑𝑡𝑡 (11) 444 

where 𝑦𝑦𝑡𝑡  is the original time series power data; 𝑦𝑦𝑡𝑡
𝑎𝑎𝑎𝑎𝑎𝑎  is the reconstructed approximation; 𝑦𝑦𝑡𝑡𝑑𝑑𝑑𝑑𝑡𝑡  is the 445 

reconstructed detail.   446 

 447 

At the second step, unlike previous studies that assumed approximation is purely linear and detail is purely 448 

nonlinear [31], this study considers that each decomposed time series contains both linear and nonlinear 449 

components, which was represented in Eq. 12 and Eq. 13.   450 

𝑦𝑦𝑡𝑡
𝑎𝑎𝑎𝑎𝑎𝑎 = 𝐿𝐿𝑡𝑡

𝑎𝑎𝑎𝑎𝑎𝑎 + 𝑁𝑁𝑡𝑡
𝑎𝑎𝑎𝑎𝑎𝑎 (12) 451 

𝑦𝑦𝑡𝑡𝑑𝑑𝑑𝑑𝑡𝑡 = 𝐿𝐿𝑡𝑡𝑑𝑑𝑑𝑑𝑡𝑡 + 𝑁𝑁𝑡𝑡𝑑𝑑𝑑𝑑𝑡𝑡 (13) 452 

 453 

In the third step, considering wind power generation highly relies on natural factors and has potential 454 

seasonality component, SARIMA models combined with LSTM models are developed. Firstly, SARIMA 455 

models are used to estimate and analyze both approximation and detail components. The linear 456 

components in both approximation (𝐿𝐿�𝑡𝑡
𝑎𝑎𝑎𝑎𝑎𝑎 ) and detail (𝐿𝐿�𝑡𝑡𝑑𝑑𝑑𝑑𝑡𝑡 ) are assumed as prediction results from 457 

SARIMA models. Secondly, LSTM models are used to estimate and analyze the corresponding residuals 458 

after SARIMA models. The nonlinear components in both approximation (𝑁𝑁�𝑡𝑡
𝑎𝑎𝑎𝑎𝑎𝑎) and detail (𝑁𝑁�𝑡𝑡𝑑𝑑𝑑𝑑𝑡𝑡) are 459 

assumed as prediction results from LSTM models. Then the predicted linear and nonlinear signal from 460 

approximation is combined to obtain the final prediction of approximation and the predicted linear and 461 
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nonlinear signals from detail are combined to obtain the final prediction of detail. This step can be 462 

summarized as Eq. 14 and Eq. 15: 463 

𝑦𝑦�𝑡𝑡
𝑎𝑎𝑎𝑎𝑎𝑎 = 𝐿𝐿�𝑡𝑡

𝑎𝑎𝑎𝑎𝑎𝑎 + 𝑁𝑁�𝑡𝑡
𝑎𝑎𝑎𝑎𝑎𝑎 (14) 464 

𝑦𝑦�𝑡𝑡𝑑𝑑𝑑𝑑𝑡𝑡 = 𝐿𝐿�𝑡𝑡𝑑𝑑𝑑𝑑𝑡𝑡 + 𝑁𝑁�𝑡𝑡𝑑𝑑𝑑𝑑𝑡𝑡 (15) 465 

 466 

Finally, the prediction is obtained by an additive combination of predicted approximation and predicted 467 

detail, which can be represented as Eq. 16: 468 

𝑦𝑦�𝑡𝑡 = 𝑦𝑦�𝑡𝑡
𝑎𝑎𝑎𝑎𝑎𝑎 + 𝑦𝑦�𝑡𝑡𝑑𝑑𝑑𝑑𝑡𝑡 (16) 469 

 470 

5. Results and discussions 471 

5.1 WT parameter selection   472 

For mother wavelet selection, considering the applied mother wavelet coefficients should have an easily 473 

physical interpretation and a fast computation [32], the most commonly used wavelet-Daubechies wavelet 474 

(db3) [14] was chosen in this study. For decomposition level selection, a formulation, which described the 475 

relationship between the signal length and the level number, was taken as a reference to determine the 476 

proper number of decomposition levels. The corresponding formulation is shown as Eq .17 [33],  477 

𝐿𝐿 = 𝑖𝑖𝑛𝑛𝑡𝑡(log(𝑁𝑁)) (17) 478 

where N is the length of the signal and L is the number of levels. 479 

 480 

In the current study, the time series power data has a length of 744 points so that the optimal number of 481 

decomposition levels would be L=2. Besides, data at the decomposition level of L=1 and L=3 were also 482 

studied for investigation purposes. After DWT processing, each decomposed component would be 483 

reconstructed using IDWT individually. At first, the reconstruction accuracy is verified by comparing 484 

additive combinations of reconstructed and original signals. As presented in Fig. 10, the signals can be 485 
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accurately reconstructed at level 1 (L=1) and level 2 (L=2) decomposition, while when the further 486 

decomposition (L=3) was carried out, distortion can be observed between the reconstructed signal and the 487 

original one. The forecast horizon in the plot is the sequence of data points (hours). It indicated that the 488 

reconstruction accuracy is limited at level 3, where this limitation may be related to the inherent properties 489 

of used SCADA datasets [34]. In summary, times series with decomposition level 1 and level 2 were 490 

investigated in this paper. Fig. 11 illustrates the relationship between the decomposed components and 491 

the original signal, where the approximation of the previous level is the input of a higher decomposition 492 

level in terms of multiple decomposition levels (L=2). 493 

 494 

 495 
Fig. 10. Comparison among reconstructed times series power at different decomposition levels, including 496 

(a) level 1, (b) level 2 and (c) level 3. 497 
 498 
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 499 
Fig. 11. Structure of decomposed wind power time series: (a) original signal is decomposed at level 1 to 500 

cD and cA components, and then be reconstructed separately by using IDWT; (b) original signal is 501 
decomposed at level 2 to cD1, cA2 and cD2 components, and then be reconstructed separately by using 502 

IDWT. 503 
 504 

The time series of cD and cA at level 1 is presented in Fig. 12a while cD1, cD2 and cA2 at level 2 is 505 

shown in Fig. 12b. As cD1 represented the same time series as cD, their prediction models should be the 506 

same. Therefore, four components (cA, cD, cA2 and cD2) were taken as target signals in the following 507 

sections. 508 
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 509 
Fig. 12. The original time series power signal and its decomposed components; (a) Signal under level 1 510 

decomposition is divided into approximation (cA) and detail (cD); (b) Signal under level 2 511 
decomposition is divided into approximation (cA2), detail at level 2 (cD2) and detail at level 1 (cD1). 512 

 513 
5.2 SARIMA 514 

5.2.1 SARIMA model selection   515 

In this study, Dickey-Fuller Test was used to analyse the stationarity of the time series of wind power at 516 

first, determining the order of differencing. Then, autocorrelation function (ACF) and partial 517 

autocorrelation function (PACF) are applied to make the first screening for AR and MA parameter 518 

selection for ARIMA/SARIMA models. As SARIMA models potentially have a large number of 519 

parameters as well as a combination of these terms, a range of models was investigated. The best-fitting 520 

model is selected based on the lowest value of Akaike’s information criterion (AIC) and Bayesian 521 

information criterion (BIC) as well as suitable ACF and PACF of residuals. 522 

 523 

5.2.1.1 AIC and BIC 524 
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AIC [35] and BIC [36] statistical criteria were employed in model selections. AIC is an estimator of the 525 

relative quality of statistical models and its value presents how well a model fits the given data considering 526 

the complexity of a model, which can be defined as Eq. 18: 527 

𝐴𝐴𝐴𝐴𝐴𝐴 =  −2 ln(𝐿𝐿) + 2𝑘𝑘 (18) 528 

 529 

BIC is related to the sum of squared errors (SSE) from the estimated model, which can be defined as Eq. 530 

19: 531 

𝐵𝐵𝐴𝐴𝐴𝐴 =  𝑛𝑛 ln �
𝑆𝑆𝑆𝑆𝐸𝐸
𝑛𝑛
� + 𝑘𝑘𝑘𝑘𝑛𝑛(𝑛𝑛) (19) 532 

where n is the length of data, L is the maximized value of the maximum likelihood function and k is the 533 

number of parameters used in the model. 534 

 535 

In this study, AIC and BIC are used to estimate these potential models, where the model with the lowest 536 

AIC and BIC value is preferred.   537 

 538 

5.2.1.2 Dickey-Fuller Test 539 

The Dickey-Fuller test [37] is a method to measure stationarity in the given time series. It is a statistical 540 

test, which determines how strongly the time series is defined by a trend. The null hypothesis is that time 541 

series with a unit root is non-stationary. If the p-value is smaller than 0.05 and the test statistic is much 542 

smaller than the critical value of 1%, we can reject the null hypothesis and assume the time series dataset 543 

is stationary. Lower p-values and more negative statistic values mean a higher degree of stationarity.   544 

 545 

In this study, the stationarity of wind power data was conducted using the Dickey-Fuller test and the results 546 

are summarized in Table 1. The p-value of cA, cD cA2 and cD2 (0.006, 0, 0.013 and 0, respectively) are 547 

below the threshold of 0.05. The test statistic values of cD (-16.241) and cD2 (-12.552) are significantly 548 
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less than the value of -3.439 at 1% while the test statistic value of cA (-3.573) is slightly lower than that 549 

at 1% and that of cA2 (-3.336) is only less than the value of -2.866 at 5%. Therefore, we assume the time 550 

series of cD and cD2 are stationary and the time series of cA and cA2 are non-stationary. The following 551 

experiment will set differencing orders of cD and cD2 as zero and consider both differencing orders of 0 552 

and 1 for cA and cA2 to investigate model performance. 553 

 554 
Table 1. Stationary check for decomposed components using Dickey-Fuller Test. 555 

 cA cD cA2 cD2 

P-value 0.006 0.000 0.013 0.000 

Test statistic -3.573 -16.241 -3.336 -12.552 

Critical value 1% -3.439 -3.439 -3.439 -3.439 

Critical value 5% -2.866 -2.866 -2.866 -2.866 

Critical value 10% -2.569 -2.569 -2.569 -2.569 

 556 

 557 

5.2.1.3 ACF and PACF   558 

In this study, both ACF and PACF of each decomposed component were analyzed to select possible 559 

SARIMA models. The seasonal parameter ‘s’ is selected based on knowledge of the problem, setting 24 560 

as the initial parameter because there are 24 hours in one day and adjusting the order according to the 561 

previously possible model based on ACF and PACF plots. Potential values of p and q were estimated by 562 

looking at the correlations of recent time steps. Potential values of P and Q are estimated using a similar 563 

way as above while considering seasonality by looking at the correlations at seasonal lag time steps. 564 

Generally, increase AR order if the first several lags in both ACF and PACF are positive while increasing 565 

MA order if the first several lags in both plots are negative. After trials and errors, the possible combination 566 

of models for cA, cD, cA2 and cD2 with corresponding AIC and BIC values are summarized in Table 2. 567 

Based on the error criteria of AIC and BIC values, SARIMA(2,1,1)(1,0,0)3, SARIMA(2,0,2)(1,0,2)24, 568 
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SARIMA(1,0,1)(1,1,2)24 and SARIMA(1,0,5)(1,0,0)12 are selected for cA, cD, cA2 and cD2 component, 569 

respectively (optimal models are bolded in Table 2). 570 

 571 
Table 2. Characteristics for possible ARIMA/SARIMA models with AIC and BIC values. 572 

Signal Model parameters AIC BIC 

cA ARIMA (2,0,1) 10905.115 10923.552 

 ARIMA (2,1,1) 10829.585 10848.017 

 SARIMA (2,1,1) (1,0,0)3 10748.843 10771.863 

 SARIMA (1,1,0) (0,0,1)24 11013.362 11027.091 

cD ARIMA (1,0,2) 9495.352 9513.784 

 SARIMA (1,0,2) (1,0,1)24 9330.056 9357.507 

 SARIMA (2,0,2) (1,0,1)24 9092.683 9124.709 

 SARIMA (2,0,2) (1,0,2)24 8802.442 8838.770 

cA2 ARIMA (1,0,0) 10882.245 10891.467 

 SARIMA (1,0,1) (1,1,0)24 9894.654 9912.830 

 SARIMA (1,0,1) (1,1,2)24 9289.332 9316.375 

 SARIMA (1,0,1) (2,0,2)24 9528.168 9559.965 

cD2 ARIMA (0,0,2) 10319.402 10333.226 

 SARIMA (1,0,4) (1,0,0)24 9368.341  9400.386 

 SARIMA (1,0,4) (1,0,0)12 9381.281 9413.442 

 SARIMA (1,0,5) (1,0,0)12 9190.597 9231.946 

 573 

5.2.2 SARIMA model diagnostic   574 

The goodness-of-fit test was conducted on residuals from the selected models, as shown in Fig. 13. This 575 

step considered standardized residual, correlogram, histogram with an estimated density of standardized 576 

residual (KDE curve) and a reference curve of normal (0,1) density and normal Q-Q plot, where the blue 577 

dots are residuals of ordered distribution and a reference line of normal (0,1) distribution. 578 

 579 
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 580 
Fig. 13. Goodness-of-fit test including (a) standardized residual, (b) correlogram, (c) histogram with an estimated 581 
density of standardized residual and a reference curve of normal (0,1) density and (d) normal Q-Q plot of selected 582 

models of cA component, cD component, cA2 component and cD2 component (from left to right respectively). 583 
 584 
As for standardized residual (Fig.13a), the mean of cA, cD, cA2 and cD2 are about zero while there are 585 

some obvious patterns. This can be reflected on correlogram plots (Fig.13b) in which there are some 586 

correlations for lags that are outside the confidential levels. Their KDE curves (Fig.13c) are similar to the 587 

normal distribution, indicating the residuals are normally distributed. But some data points deviated away 588 

from the straight line in the normal Q-Q plot (Fig.13d), especially for cA and cD2 components. Therefore, 589 

we could conduct that these residuals are not purely white noise. There is still some useful information 590 

left in residuals that cannot be extracted from their corresponding SARIMA models. This assessment of 591 

models is reasonable because the time series signals used in this study are collected from the real world, 592 

where nonlinear information exists in both approximation and details. 593 

 594 

5.2.3 SARIMA model evaluation   595 
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As shown in Fig. 14, the green line represents the original time series and the red line represents the 596 

predicted values from the SARIMA model. For prediction results at level 1 decomposition, the forecasting 597 

accuracies are 96.72% for cA and 88.16% for cD, where the accuracy for cD is lower about 9% than that 598 

for cA. This indicated that there is more nonlinear information in cD than in cA because cD is the high-599 

frequency component. As for the prediction result of level 2 decomposition, the accuracy of cA2 and cD2 600 

is 98.77% and 94.26% respectively. Accordingly, the accuracy of high-frequency component cD2 is lower 601 

than that of cA2, which is similar to what occurred in level 1, while the accuracy difference is not larger 602 

than that in level 1. We suppose that this is because cA2 and cD2 are derived from the same component 603 

of cA. The difference between the portion of nonlinear information in cA2 and cD2 is smaller than that in 604 

cA and cD. Thus, the difference in prediction accuracy at level 2 is smaller. The prediction performance 605 

is summarized in Table 3. 606 

 607 
Fig. 14. Prediction results for (a) cA component, (b) cD component, (c) cA2 component and (d) cD2 component. 608 

 609 

Further investigations on prediction performance at different decomposition levels were also conducted, 610 

considering that the combination of cA2 and cD2 equals cA. The zoom-in graph Fig. 15 compares 611 
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prediction results between cA and combined cA. After summing cA2 and cD2, the accuracy of combined 612 

cA achieved 98.74% with an increase of about 2% compared with cA (96.72%), indicating the further 613 

decomposition of cA can make cA2 and cD2 more stationary. The final prediction accuracy at level 1 614 

decomposition reached 96.17% and was increased to 98.51% with level 2 decomposition, which verified 615 

the advantage of using DWT before fitting data into the model.   616 

 617 
Fig. 15. Comparisons of prediction accuracy between cA and combined cA using cA2 and cD2. 618 

 619 
Table 3. Prediction accuracy of decomposed components. 620 

Components cA cD cA2 cD2 cA2 + cD2 

R2 0.967 0.881 0.987 0.942 0.987 

 621 

5.3 LSTM 622 

This section aims to use a deep-learning-based LSTM to dig out the remained useful information that 623 

cannot be extracted by SARIMA models. Because it has been proved in the previous section that prediction 624 

accuracy at level 2 decomposition is higher than that at level 1, the following experiment is focused on 625 



34 
 

analysing data at level 2 decomposition. The three residuals of cD, cA2 and cD2 from their corresponding 626 

SARIMA are used in the following session.   627 

 628 

5.3.1 LSTM model configuration 629 

5.3.1.1 Normalization   630 

Because LSTM models are sensitive to the scale of input data, normalization was implemented before 631 

fitting data into models. The normalized predicted values are then denormalized by using inverse 632 

transformation to obtain forecasting results. In this paper, time series were rescaled to the range of 0~1. 633 

The corresponding formulation can be represented as Eq. 20: 634 

𝑋𝑋𝑠𝑠𝑠𝑠𝑎𝑎𝑠𝑠𝑑𝑑𝑑𝑑 =
𝑥𝑥𝑖𝑖 − min(𝑥𝑥)

max(𝑥𝑥) − min(𝑥𝑥)
(20) 635 

where 𝑥𝑥𝑖𝑖 is the original value, 𝑋𝑋𝑠𝑠𝑠𝑠𝑎𝑎𝑠𝑠𝑑𝑑𝑑𝑑 is the normalized value, max(𝑥𝑥) and min (𝑥𝑥) are the maximum and 636 

minimum values, respectively. 637 

 638 

5.3.1.2 Batch size and number of epochs   639 

Batch size and number of epochs are two hyperparameters that have a significant effect on overall 640 

computation cost and performance for forecasting models. Batch size is the number of samples that are 641 

processed before the weights are updated while the number of epochs is the iteration times that are 642 

completed through the training dataset. At each epoch, the model randomly samples series from the set 643 

that is defined by the batch size. Usually, the number of epochs is about hundreds or thousands. A 644 

sufficient number of epochs can minimize model errors. In this study, the number of epochs was initially 645 

set as 1000 for each model. 646 

 647 

5.3.1.3 Activation function   648 
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Activation functions could manipulate and propagate the summed weights through gradient processing in 649 

neural networks, which are important for training and optimizing. Nonlinear activation functions, such as 650 

sigmoid and hyperbolic tangent (tanh), allow neural networks to learn data with complex structures. But 651 

they are not suitable to be used in deep learning neural networks that have multiple layers because of the 652 

vanishing gradient problem. This problem can be addressed by using rectified linear activation functions 653 

based on stochastic gradient descent with backpropagation of errors. Among them, Rectified Linear Unit 654 

(ReLU) is one of the most commonly used activation functions. It is a piecewise linear function but allows 655 

the model to account for non-linearities. It outputs zero if receiving negative input while returns any 656 

positive input back, where formulations used for the fully connected layer can be represented as Eq. 21 657 

and Eq. 22: 658 

𝐻𝐻𝑖𝑖 = �𝑥𝑥𝑖𝑖𝑤𝑤𝑖𝑖𝑖𝑖 + 𝑏𝑏𝑖𝑖

𝑚𝑚

𝑖𝑖=1

(21) 659 

ℎ = 𝑅𝑅𝑅𝑅𝐿𝐿𝑅𝑅(𝐻𝐻𝑖𝑖) (22) 660 

where 𝐻𝐻𝑖𝑖 is the net input of neuron j in the deeper hidden layer; h is the output of neuron j; 𝑥𝑥𝑖𝑖 and 𝑏𝑏𝑖𝑖 is the 661 

input and a bias for neuron j, respectively; 𝑤𝑤𝑖𝑖𝑖𝑖 is a weight that linked neuron i and neuron j. 662 

 663 

As the ReLU activation function is stress-free to train and can learn complex relationships in data, it was 664 

selected in this study.  665 

 666 

5.3.1.4 Optimizer   667 

Optimizers iteratively update weight parameters in neural networks and can minimize the loss function. 668 

Using proper optimization algorithms can lower the expense of the training process in deep learning. In 669 

this study, the commonly used Adaptive Moment Estimation (Adam) [38] was selected, which is an 670 
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extension to the stochastic gradient descent algorithm. It realized the advantages of both adaptive gradient 671 

algorithm (AdaGrad) [39] and Root Mean Square Propagation (RMSProp) [40].   672 

 673 

5.3.2 LSTM model selection 674 

In this study, hyperparameters of LSTM were selected based on the lowest Mean Squared Error (MSE) 675 

value (see Eq. 23). It computes the average of the squared differences between actual values and predicted 676 

values. To improve the accuracy of the model, the loss value is expected to be reduced as small as possible. 677 

Compared with RMSE, the squaring can punish the model for making big mistakes. 678 

𝑀𝑀𝑆𝑆𝐸𝐸 =
∑ [𝑦𝑦�𝑖𝑖 − 𝑦𝑦𝑖𝑖]2𝑛𝑛
𝑖𝑖=1

𝑛𝑛
(23) 679 

where 𝑦𝑦�𝑖𝑖 is the predicted value and 𝑦𝑦𝑖𝑖 is the real value in the given dataset. 680 

 681 

Considering that random initial conditions for LSTM neural network can bring different results at each 682 

time, each experimental scenario for hyperparameter selection was run 10 times. In this paper, various 683 

deep learning structures were tested, and all LSTM neural networks are hyperparameter tuned through 684 

manual search. After trial and error, a five-layer deep learning LSTM (neuron number of 20, 50, 50, 20 685 

and 1 in each layer) was selected for cD; a five-layer deep learning LSTM (neuron numbers of 20, 50, 50, 686 

20, 1 in each layer) was selected for cD2; a four-layer deep learning LSTM (neuron numbers of 10, 20, 5, 687 

1 in each layer) was selected for cA2. The activation function for each layer was set as ReLU.  Optimizer 688 

is set as Adam for all three models, where the learning rate for each model is 0.01. Details on each model 689 

configuration are summarized in Table 4. 690 

 691 

Table 4. LSTM model configuration for each decomposed component. 692 

Signal Network structure Epochs Batch size Activation function Optimizer 

cD (20,50,50,20,1) 1000 2 ReLU Adam 

cD2 (20,50,50,20,1) 800 2 ReLU Adam 

cA2 (10,20,5,1) 800 1 ReLU Adam 

 693 
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5.3.3 LSTM model evaluation   694 

The prediction results are shown in Fig. 16. The prediction accuracy of cD residual, cA2 residual and cD2 695 

residual is 94.61%, 66.90% and 63.77% respectively, which reflects the model capability of extracting 696 

remaining information in residuals from SARIMA models. The highest accuracy of about 95% was 697 

achieved at cD residual while the accuracy of cA2 (~67%) and cD2 (~64%) are relatively lower, this can 698 

look back to their corresponding SARIMA models. Because higher accuracy of SARIMA model means 699 

less useful information left in residuals, where the prediction accuracy of cD is about 88% while higher 700 

accuracy achieves for cA2 (~99%) and cD2 (~94%). The prediction performance is summarized in Table 701 

5. 702 

 703 

 704 
Fig. 16. Comparisons of LSTM model prediction accuracy of residuals, including (a) cD residuals, (b) cA2 705 

residuals and (c) cD2 residuals. 706 
 707 

Table 5. Prediction accuracy of LSTM models. 708 

Components cD residual cA2 residual cD2 residual 

R2 0.946 0.669 0.638 
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 709 
5.4 Hybrid model prediction evaluation   710 

This section investigated the performance of the proposed hybrid prediction model. For each decomposed 711 

component, the prediction was obtained by an additive combination of forecasting from SARIMA and the 712 

corresponding residual forecasting from LSTM. The prediction accuracy for cD, cA2 and cD2 was 713 

achieved at 99.35%, 99.59% and 97.92%, respectively. It indicated that with the assistant of LSTM 714 

modelling, prediction accuracy is enhanced with an increase of 11.19% for cD, 0.82% for cA2 and 3.66% 715 

for cD2. It can be seen that major improvements were achieved in detail (both cD and cD2), which should 716 

contain more high frequency/nonlinear information. The prediction performance is summarized in Table 717 

6. 718 

Table 6. Prediction accuracy of decomposed components based on the proposed hybrid model. 719 

Components cD cA2 cD2 

R2 0.993 0.996 0.979 

 720 

The final prediction is obtained by the additive combination of approximation and detail.  As shown in 721 

Fig. 17, the blue start marker represents the prediction power at level 1 decomposition after SARIMA, the 722 

orange plus marker represents the prediction power at level 2 decomposition after SARIMA and the red x 723 

marker represents the completed hybrid model. The performance of SARIMA is enhanced by increasing 724 

the decomposition level from level 1 to level 2, where the prediction accuracy is 96.17% and 98.51%, 725 

respectively. After using LSTM models to dig out information in residuals, the prediction accuracy is up 726 

to 99.46%. It shows a further increase of 0.94% compared with that at the same decomposition level 727 

without LSTM modelling.  728 

 729 
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 730 
Fig. 17. Comparison of prediction accuracy at different stages during model developments. 731 

 732 

5.5 Mode benchmarking 733 

It is essential to build a baseline to time series prediction problem because it can provide a point of 734 

comparison. Generally, the baseline prediction should be simple, fast, and repeatable, therefore the naïve 735 

model-persistence algorithm is applied for benchmark testing. The dataset used in the benchmark model 736 

is pre-processed one considering that there are some missing points in the original time series. The 737 

accuracy using the naïve model achieves 84.4%, which has a lower of 15.1% than that using the proposed 738 

hybrid model (99.5%). The prediction performance is summarized in Table 7. 739 

 740 

 741 

Table 7. Prediction accuracy of SARIMA model at level1/2 and that of the proposed hybrid model and the naïve 742 
model. 743 

 L=1 L=2 Naïve model Hybrid model 

R2 0.962 0.985 0.844 0.995 

 744 
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 745 

5.6 Hybrid model evaluation under different weather conditions 746 

To prove the sufficient integrity of the proposed hybrid model, a dataset of different weather conditions 747 

is considered.  Because the dataset of January 2019 can be considered as in winter, another dataset (April 748 

2019) is chosen as in Spring. The time series is from 04/01 to 04/28. Using the train-test split percentage 749 

of 0.8-0.2, the used dataset (672 points) is split into two parts: a training set (540 points) and a testing set 750 

(132 points). This time series is pre-processed using the same method as above. Applying the same model 751 

building process, we present the model selection parameters and corresponding prediction results as 752 

follows. 753 

 754 

As for SARIMA model selection, SARIMA(2,1,2)(0,0,2)3, SARIMA(2,0,3)(1,0,0)24, 755 

SARIMA(1,0,1)(1,0,2)24 and SARIMA(1,0,5)(1,0,0)12 are selected for cA, cD, cA2 and cD2 component, 756 

respectively.  Their corresponding AIC and BIC value are 9699.120&9730.586, 7850.897&7882.193, 757 

8754.836&8781.434, and 8438.105&8474.031. For prediction results at level 1 decomposition, the 758 

forecasting accuracies are 96.75% for cA and 88.91% for cD. For the prediction results of level 2 759 

decomposition, the accuracy of cA2 and cD2 is 97.95% and 94.58% respectively. The combined model 760 

from level 1 decomposition (cD+cA) shows an accuracy of 96.49% and the accuracy of the combined 761 

model from level 2 decomposition (cD+cA2+cD2) achieved 98.32%. This indicates an increase of 762 

accuracy (~2%) by using level 2 decomposition. 763 

 764 

As for LSTM model selection, a four-layer deep learning LSTM (neuron number of 20, 50, 15 and 1 in 765 

each layer) was selected for cD; a five-layer deep learning LSTM (neuron numbers of 15, 50, 50, 15, 1 in 766 

each layer) was selected for cD2; a four-layer deep learning LSTM (neuron numbers of 10, 20, 50, 1 in 767 

each layer) was selected for cA2. The activation function and Optimizer for all three models are set as the 768 

same as in previous cases. The prediction accuracy of cD residual, cA2 residual and cD2 residual is 769 

95.13%, 96.95% and 96.85% respectively. 770 

 771 

The prediction of each decomposed component was obtained by an additive combination of forecasting 772 

from SARIMA and the corresponding residual forecasting from LSTM, like in previous cases. The 773 

prediction accuracy for cD, cA2 and cD2 was achieved at 99.46%, 99.94% and 99.83%, respectively. It 774 

shows that with the assistant of LSTM modelling, prediction accuracy is enhanced with an increase of 775 

10.55% for cD, 1.99% for cA2 and 5.25% for cD2.  776 
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 777 

The final prediction is shown in Fig. 18.  The accuracy of the SARIMA model at level 2 decomposition 778 

(98.32%) is higher than that at level 1 decomposition (96.49%). With the assistant of LSTM models, the 779 

prediction accuracy is up to 99.92%, which indicates a further increase of 1.6%. Compared with the 780 

accuracy using the naïve model counterpart (86.7%), there is an increase of 13.2%. The prediction 781 

performance of using time series in other weather conditions (Table 8) further proves the integrity of the 782 

proposed hybrid model. 783 

 784 

 785 
Figure 18. Comparison of prediction accuracy at different stages during model developments using the dataset for 786 

another weather condition. 787 
 788 
Table 8. Prediction accuracy of SARIMA model at level1/2 and that of the proposed hybrid model, and the naïve 789 

model under the different weather condition 790 
 L=1 L=2 Naïve model Hybrid model 

R2 0.965 0.983 0.867 0.999 

 791 

6. Conclusions 792 
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This paper presented a novel hybrid model to predict wind power for a 7 MW offshore wind turbine in 793 

Scotland. The used datasets were collected from a high-frequency SCADA database with a 1-s sampling 794 

rate. To sum up, the following conclusions have been reached: 795 

 In this study, data pre-processing is applied to clean the used datasets before analysing data with 796 

a prediction model. Removal of obvious outliers and anomalies from the SCADA database by 797 

using IF can improve prediction accuracy by removing abnormal points from normal points. 798 

Resampling of 1-s samples to hourly samples can mitigate the influence of turbulence. The 799 

implementation of spline interpolation can mitigate the effect of missing values, contributing to a 800 

continuous dataset and thus enhancing prediction accuracy, especially for SARIMA models with 801 

the characteristic of periodicity. This mixed pre-processing method significantly improved the 802 

quality of the used dataset. 803 

 DWT and IDWT were used to decompose and reconstruct power signals, respectively. A proper 804 

decomposition of signals into several sub-series enables data to be more stationary and thus make 805 

further analysis with prediction models easier. The prediction accuracy of the SARIMA model is 806 

increased from 96.17% at level 1 decomposition to 98.51% at level 2 decomposition.   807 

 Without assuming approximation is purely linear signal or detail is a purely nonlinear signal, both 808 

decomposed components are treated into linear and nonlinear models. SARIMA is used as the 809 

linear model, which can support seasonal components in time series power. LSTM with a deep 810 

learning neural network is used as a nonlinear model to dig out information in residuals from 811 

SARIMA. Prediction accuracy at decomposition level 2 is 98.51% for the SARIMA model and is 812 

enhanced to 99.46% for the proposed hybrid model. 813 

 To further prove the integrity of the proposed hybrid wind power prediction model, data for 814 

another weather condition is considered.  Compared to power prediction results in winter, the 815 
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results in spring also shows high prediction accuracy.  The accuracy of the hybrid model has an 816 

increase of 13.2%, compared to that of using the naïve model (86.7%).  817 

The limitations and possible future improvements for this study are discussed as follows: 818 

 Because the used signal is collected from real-world equipment, it is unavoidable to obtain a 819 

dataset with missing values. Although spline interpolation is used to mitigate this problem, the 820 

portion of missing value about 24% in raw data is relatively high, which may lead models to 821 

deviate from the actual scenario. Second, this study investigates the wavelet transform with db3. 822 

There are various types of wavelets such as other Daubechies wavelets i.e., db2, db4, or db7, and 823 

other types i.e., harr wavelet, coiflet wavelet, which can be used in time series prediction. One 824 

paper has proposed to mitigate the problem of selecting the proper wavelet by taking the average 825 

of several wavelets [13]. This can be a solution, but it is still interesting to investigate the effect 826 

of using different wavelets on prediction models, which can be considered as one direction for 827 

future improvement for this proposed hybrid model. 828 

 Strong gust is an important factor affecting the performance of prediction models. Winds are least 829 

gusty offshore because of the large water surfaces while most gusty onshore is due to the rough 830 

land and near high constructions [41]. Therefore, we do not consider the factor of strong gust in 831 

this study while it will be discussed in an onshore study in future. 832 

 The dataset used in this study is collected in Scotland. In future, more datasets in different sites, 833 

such as in other countries, will be considered. This novel idea of building the hybrid model has 834 

the potential to advance wind power prediction models worldwide. 835 
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