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Abstract

Short text similarity measurement methods play an important role in many applications within natural language processing.

This paper reviews the research literature on short text similarity (STS) measurement method with the aim to (i) classify

and give a broad overview of existing techniques; (ii) find out its strengths and weaknesses in terms of the domain the

independence, language independence, requirement of semantic knowledge, corpus and training data, ability to identify

semantic meaning, word order similarity and polysemy; and (iii) identify semantic knowledge and corpus resource that can

be utilized for the STS measurement methods. Furthermore, our study also considers various issues such as the difference

between the various text similarity methods and the difference between semantic knowledge sources and corpora for text

similarity. Although there are a few review papers in this area, they focus mostly only on one/two existing techniques.

Furthermore, existing review papers do not cover recent research. To the best of our knowledge, this is a comprehensive

systematic literature review on this topic. The findings of this research can be as follows: It identified four semantic

knowledge and eight corpus resources as external resources that can be classified into general-purpose and domain-specific.

Furthermore, the existing techniques can be classified into string-based, corpus-based, knowledge-based and hybrid-based.

Moreover, expert researchers can utilize this review as a benchmark as well as reference to the limitations of current

techniques. The paper also identifies the open issues that can be considered as feasible opportunities for future research

directions.

Keywords Natural language processing � Text mining � Linguistics � Similarity measures � Semantics � Syntax

1 Introduction

The short text similarity is a topic that has been studied in

the field of computer science, especially language pro-

cessing. It plays an important role in many applications

within natural language processing (NLP) and related areas

such as question and answering systems (Aouicha et al.

2018), a conversational agent in the business, gene clus-

tering in biomedical, text summarization (Alguliyev et al.

2017), web page, web image retrieval and plagiarism

detection (Abdi et al. 2017), essay scoring, information

retrieval, text classification and text clustering (Abualigah

et al. 2017, 2018a, b; Abualigah 2019). On the other hand,

with the express growth of online social network, users

have joined these networks. In these digital worlds, users

present themselves, share information about their favorites,

interest and behavior or share their personal opinion on

some issues of economic, social, cultural, etc. Conse-

quently, through several activities on social network such

as posting entries, sharing video clips, images, comment

and like, huge data are created on the social network. These

huge data attract many researchers, businessmen, etc. to

mine and exploit it. It also brings some new challenges to

researchers. For instance, the basic issues in these chal-

lenges are the problem of estimating the similarity among

users on social networks based on their profile, interest and

comments.
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Short text similarity (STS) measurement aims to deter-

mine the degree of similarity between pairs of short texts.

The similarity itself is not only examined from the lexical

point of view which only considers the sequences of

characters but also should take into account the semantic

meaning. Two short texts might be composed of different

words, but semantically would be similar. For instance,

Table 1 shows a pair of sentences and human-labeled

degree of similarity.

The STS has attracted lots of attention as a hot research

topic. The researchers have also proposed many methods to

the problem of measuring STS since it lies at the core of

many applications in natural language processing to mea-

sure the short text similarity. However, each method has its

strengths and weaknesses, and these methods are usually

limited to handling a specific problem. Thus, a review of

the related issues and collecting comprehensive informa-

tion is needed as few papers have been published in the

area of the STS. However, existing survey papers do not

contain recently published papers. Furthermore, unlike

other papers, our study considers various issues such as

(i) the recent text similarity methods that have been pro-

posed and their classification, (ii) comparison between the

different text similarity methods and (iii) the difference

between semantic knowledge sources and corpora for text

similarity.

The current survey paper also prepares a structured and

broad overview of the existing methods and then catego-

rizes them into string-based, corpus-based, knowledge-

based and hybrid-based methods. Furthermore, it provides

a global view of most recent results in the literature that are

not part of the existing surveys. Moreover, the survey also

considers the characteristics, weaknesses and strengths of

proposed methods to select an effective and suitable ap-

proach for a specific problem. This discusses the future

direction to improve the performances of existing methods.

Despite the advancement of information technology, there

are still some outstanding issues in this research area. Thus,

it is necessary to examine the progress, prepare a com-

prehensive survey of the current situation of the research

field, highlight the advances obtained and indicate

remaining drawbacks. This study not only complements

earlier review papers but also includes much additional

information.

However, to achieve our aim, we formulate our research

questions as follows: RQ1: what are the text similarity

methods that have been reported in the literature?; RQ2:

how do the different text similarity methods compare with

each other as reported in the literature?; RQ3: what are the

different semantic knowledge sources and corpora for text

similarity? This review was conducted based on Kitchen-

ham (2004) using snowballing techniques from Wohlin

(2014) for performing systematic literature reviews. A

comprehensive search for relevant literature was conducted

via seven electronic database resources.

The remaining sections of the paper are organized as

follows. The summary of the related works is discussed in

Sect. 2. We will describe the methodology of this study in

Sect. 3. Section 4 presents the result of the research based

on the literature review. In this section, the research

questions are answered and explained in detail. In Sect. 5,

the result of the SLR is discussed. The significant impli-

cations of the current research are presented in Sect. 6.

Finally, the main conclusion and a view for developing

future work are drawn in Sect. 7.

2 Related work

While conducting the literature review, we also encoun-

tered other reviews that are closely related to STS.

Gomaa and Fahmy (2013) published a survey paper. The

paper presents a survey on methods to measure text simi-

larity. The paper includes 38 methods in total and classified

them into four categories which are string-based, corpus-

based, knowledge-based and hybrid-based similarity.

String-based methods measure similarity by considering

string sequence of texts. The corpus-based method calcu-

lates similarity by utilizing large corpora to determine the

relationship between words that compose the texts. On the

other hand, knowledge-based methods use information

derived from semantic networks. The last method, hybrid,

joins several methods to aggregate the advantages of each

method used. The current paper includes the methods that

have been proposed more than 5 years ago.

However, there can be much progress in the field of STS

that are not covered by this study. It is a gap that the current

SLR aims to fill. Other studies focus on only several

methods of text similarity.

Kaundal and Kaur (2017) published a review of mea-

suring short text semantic similarity (STSS) by using two

techniques which are vector space model and knowledge-

Table 1 Human-assigned

similarity score to sentence
No. Sentence 1 Sentence 2 Similarity (%)

1. I like that bachelor I like that unmarried man. 80

2. Red alcoholic drink A bottle of wine. 50

3. I have a pen Where do you live? 0
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based model by incorporating WordNet. Altszyler et al.

(2016) focus on the comparison between LSA and

word2vec using small corpora. However, our systematic

literature review focused on text similarity with wider

coverage of papers.

Furthermore, the SLRs on semantic similarity measures

that were conducted by Elavarasi et al. (2014) and

Majumder et al. (2016) do not cover neural network-based

method (word embedding techniques) such as word2vec

(Mikolov et al. 2013). Recently, neural network language

embedding has gained popularity and is considered as a

breakthrough in language processing technology (Goth

2016). However, our SLR aims at contributing not only to

the knowledge of researchers but also to the stakeholders in

text similarity practice.

2.1 Similarity measure for social networks

For many people, day-to-day interaction has been replaced

by instant messages, likes, share and retweet through social

networking websites. Social networking sites are increas-

ing at the alarming rate. Online social networking has

become popular among all the age groups and it has tied

the people all over the world. It does not matter to which

group a person belongs to or in which field the person is

working, i.e., researchers, industrialists, celebrities, gov-

ernment officials, politicians, entrepreneurs, sportsperson,

etc. Social networks have connected all of them.

Social network indicates a particular domain as a col-

lection of nodes or profiles and links between them. In

other words, a social network can be created from rela-

tional data and can be defined as a set of social entities,

such as people, groups and organizations, with some rela-

tionships or interactions between them. It was born to

enable users to share, express, interact and cultivate rela-

tionships on social and professional level. Due to its

potential, significant scientific and technological efforts are

created to better understand, control and extend this phe-

nomenon. The public accessibility of web-based social

networks stimulated extensive research in this domain.

Understanding how networks grow and change, and being

able to predict their behavior, contributes to the evolution

of other domains such as business, education, social,

biology, fraud detection and criminal investigation. Fig-

ure 1 presents the connectivity of users on the social net-

work. The users from various countries interact with each

other using social networking sites.

There are different forms of social networks1 sites such

as (Goyal and Singh 2016; Tabassum et al. 2018) friend-

ship networks (Facebook, MySpace, etc.), follower net-

works (Twitter, LinkedIn, Pinterest, etc.), blogs (Blogger,

LiveJournal), wiki sites (Wikipedia, Wetpaint), interaction

networks (Emails, Whatsapp, Snapchat, etc.), multimedia

sharing (Flickr, Youtube), user citation networks (Dblp,

Science direct, Wikibooks, etc.) and Instagram.

Representation of social network a social network is a

social structure that includes a finite set of social actors and

their relationships. An actor is the social entity who par-

ticipates in a certain network and who is able to act and

form connections with other actors. It could be an indi-

vidual or a organization. A social network is usually

modeled by graph (Dı́az and Ralescu 2012; Pupazan and

Bhulai 2011), where vertices represent the social entities

and edges represent the ties established between them. In

graph terminology, vertices are also known as nodes refer

to actors or subjects. Edges, also known as links or ties,

describe the relationship between actors. However, a social

network is a graph G that consists of two main components

(Cordeiro et al. 2018): vertices (V) and a set of edges (E). It

can be defined as G ¼ V ;Eð Þ. Vertices represent objects,

states, positions, placeholders and are represented by a set

of unique vertices, where V can be demonstrated by

v1; v2; v3; . . .; vnf g. For each edge e [ E, there is associated

a pair of graph vertices m, n. It can be formulated as

8e2Ee! v1; v2ð Þ, where v1, v2 2 V. Edges can be directed or

undirected and can be weighted (or labeled) or unweighted.

An undirected edge e = (v1, v2) with v1, v2 [V, indicates

that the relationship is bidirectional, that is, can go from v1
to v2 and vice versa. A directed edge e = (v1, v2) specifies a

one-directional relationship, that is, can only go from v1 to

v2; this means that v1; v2ð Þ 6¼ v2; v1ð Þ. The total number of

vertices n of graph G, Vj j ¼ n, is called the graph order.

The total number of edges Ej j ¼ m is known as the size of

the graph G. The maximum number of edges in a undi-

rected graph is mmax ¼
n n�1ð Þ

2
, while for the directed ones, it

is mmax ¼ n n� 1ð Þ.

Similarity measure between nodes nowadays the data

generated from many of the real-world applications are

represented as a network of interconnected objects. In other1 http://www.ebizmba.com/articles/social-networking-websites.

Fig. 1 Interaction among users using social networking website

Short text similarity measurement methods: a review 4701
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words, besides the relations, a social network often repre-

sents flow of information, interactions and similarities,

among the set of social actors (Rawashdeh and Ralescu

2015; Tabassum et al. 2018). The main objective is to

extract more information and tackle different problems for

various purposes; for example, actors may have multiple

profiles over multiple networks or on the same network.

Therefore, duplicate user profiles can be detected using the

various similarity measures like cosine similarity measure.

However, social network analysis (SNA) is a technique that

can be use to tackle the aforementioned problems. SNA

focuses on the relationships established between social

actors to examine relationships and understand the rela-

tions among actors in social networks. This task is extre-

mely useful in the process of extracting knowledge from

networks and in the process of any problem-solving. Due to

the high potential opened by this kind of analyses, SNA is

used in various domains and fields such as terrorist net-

working, political and economic systems, educational

systems and many others. Usually, an entry on a social

network can be a video, an image, a text or a combination

of all content. The problem of identifying the similarity or

the difference between users, nodes or actors is not only

based on the user profile on the social network, but also

based on the data about user such as posting entries and

commenting. However, a problem is to consider and cal-

culate the similarity of users based on the entry that focuses

on estimating similarity between textual content. This

problem has been attracting many researchers. Hence, the

methods presented in this study can be useful and used to

estimate the similarity among textual values.

Summing up, this review paper makes a significant

contribution compared to the aforementioned papers due to

the following reasons: (i) The present study is one of the

first efforts to focus on all existing method for short text

similarity measure. (ii) Our survey contains recently pub-

lished papers, while the existing papers do not include

recently published papers. (iii) Our review paper indicates

several factors that affect the punctuality of text similarity

measure. (iv) Finally, unlike other surveys, our work

explains the strengths and limitations of the proposed

methods.

3 Research method

This segment presents the process involved in conducting

the SLR. According to the previous study (Kitchenham

2004), the systematic review can be defined as the process

of identifying as well as interpreting all available research

with the target of answering a well-defined research

question in a given topic area or phenomenon of interest.

SLR introduces a more systematic approach to synthesize

the research through the use of inclusion as well as

exclusion criteria that provide the borders of evidence to be

incorporated in the review. We follow SLR guideline

provided by Kitchenham (2004) to identify gaps in the

existing research and draw conclusions based on our

research questions. In other words, by following an SLR

guideline, a researcher will have a clear set of procedures

to follow in reviewing the material for research and to

identify where this material could support or conflict with

their work (Budgen and Brereton 2006).The SLR guideline

by Kitchenham (2004) is the de facto standard for literature

review in the software engineering field. The guideline

mainly comprises of three phases which are planning,

conducting and reporting as summarized in Fig. 2.

In the planning phase, the aim of this review was clearly

identified in conjunction with the following events: We

discovered that there was no systematic review that covers

neural network-based methods, such as word embedding

techniques. Most of the existing SLRs were carried out a

fairly long time ago. Furthermore, the previous studies

(SLRs) did not focus on text similarity with a wider cov-

erage of papers. Hence, we recognize the need for con-

ducting this review based on the results from the past

studies that covered text similarity. As an essential activity

of the current review, we also derived the required research

questions as discussed in Introduction.

A review protocol specifies the methods that will be

used to undertake a specific systematic review. It comprises

the definition of rational of the survey, research questions,

search strategy, study selection criteria and procedure,

study quality assessment, data extraction strategy and data

synthesis. A review protocol is necessary to prevent

researcher bias where a selection of studies or analyses is

driven by researcher expectation. After a review protocol is

defined, the conducting phase is executed by following the

review protocol as described in Fig. 3.

In the study selection part of the conducting phase

(Fig. 1), we combine the step with the snowballing

approach based on guidance by Wohlin (2014) as illus-

trated in figure below. After a primary study is defined, we

conduct forward and backward snowballing to expand the

coverage of the literature search. The expansion might find

the literature that is also relevant to the research questions.

3.1 Search strategy and resource database

In order to answer the aforementioned research questions,

we selected digital databases that include the majority of

journals as well as conference papers published within the

computer science field in order to discover relevant studies

for the review. We also set the beginning and end date for

our review, since a beginning as well as a end date for a

4702 D. W. Prakoso et al.
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review is one of the strategies of a systematic review

according to the study by Stapić et al. (2012).

The searches were narrowed to journal as well as con-

ference proceedings that were published within the prede-

termined period. We used several terms for the STS, such

as short text, text, sentence, similarity, measure, syntactic,

lexical, semantic, corpus, semantic net and knowledge.

Similarly, various terms and synonyms have been used for

STS methods, including approaches, techniques and algo-

rithms. In the current SLR, we targeted those databases that

are considered important for an academic-oriented domain

and used by students, researchers, as well as other scholars.

Therefore, in order to capture the relevant papers, we

conducted the searches on online databases using a search

string. To create the search string, we use the Boolean OR

to include substitutes and alternative words. The Boolean

AND was used to link the foremost terms from population,

intervention and context. Hence, the comprehensive search

string is derived as:

Planning

Neccessity 

of SLR

Research 

Ques�on

Review 

Protocol

Study 

Selec�on

Study 

Quality 

Assesment

Data 

Extrac�on

Result

Conclusion

Data 

Synthesis

Conduc�ng Repor�ng

Fig. 2 Systematic literature

review by Kitchenham (2004)

Fig. 3 Snowballing procedure

by Wohlin (2014)
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((‘‘short text’’ OR ‘‘text’’ OR ‘‘sentence’’) AND (‘‘sim-

ilarity’’) AND (‘‘syntactic’’ OR ‘‘lexical’’ OR ‘‘seman-

tic’’) AND (‘‘corpus’’ OR ‘‘semantic net’’ OR

‘‘knowledge’’)AND (‘‘measure’’ OR ‘‘measurement’’)

AND (‘‘approach’’ OR ‘‘technique’’ OR ‘‘method’’ OR

‘‘algorithm’’)).

In total, we have explored through several databases that

comprised computer science-related articles and retrieved a

total of 3398 papers.

3.2 Study selection

The papers were reviewed by going through the abstract,

the introduction then the conclusion. In the initial grouping,

the inclusion and the exclusion criteria were also applied to

remove irrelevant studies according to the screening of

titles as well as the abstracts. When the titles, abstracts and

conclusions were not enough to determine the relevance of

the paper, we then referred to the full text. We used the

following inclusion and exclusion criteria to select the

relevant studies.

Inclusion criteria:

1. The study is peer-reviewed.

2. It has the answer to at least one of the research

questions

3. It is relevant to the search terms defined in Sect. 3.1

4. The study includes a detailed empirical evaluation.

5. If more than one paper reports the same study, only the

latest or fullest paper was included.

Exclusion criteria:

1. Abstract papers with no full text available are

excluded.

2. The language of the paper is not English.

3. Short papers with less than four pages.

4. Duplicated studies (by title or content)

At the end of the study selection process where primary

studies have been identified, the forward and backward

snowballing method by Wohlin (2014) is applied to extend

the coverage of the search result. The overall selection

phases is summarized in Fig. 4.

Primary search using string search produced 3398

studies. The number of studies was then significantly

reduced in the secondary search stage which examined the

title, abstract and conclusion. Then we applied inclusion

and exclusion criteria so that the potential primary study

was reduced further to 29 papers. Backward and forward

snowballing were applied to references, resulting in 6

additional studies. In total, the study selection process

produced 35 primary studies.

3.3 Study quality assessment

Additionally, in the process of study selection, we also

specified the following quality assessment criteria so that

the SLR could produce reliable and high-quality result and

conclusion.

• Criteria 1: Study contribution is clearly described.

• Criteria 2: Artifacts and methods used in the study are

clearly described.

• Criteria 3: Empirical validation is performed.

• Criteria 4: The results and applications are described

and discussed thoroughly.

3.4 Data extraction and synthesis

Extraction of the data plan is structured to precisely record

the facts acquired by the researchers after the primary

studies. Considering the above-mentioned criteria, 35

articles were carefully chosen for our review in order to

reveal answers to the research questions identified. Addi-

tionally, we also extracted data to compile bibliographic

information. The types of data we extract from our paper

are summarized in Table 2.

Regarding publication time, Fig. 5 shows the distribu-

tion of 35 primary studies per year. In Fig. 4, we could see

several papers were published before 2006. The papers

were about the classic method of STS measurement, which

only compares sequences of characters or words without

considering the semantic meaning of the sentence.

For the following years, the publication of papers in this

field was relatively stable, except in 2012 and 2013. On

these years, there was a significant increase due to the

existence of the SemEval 2012 conference. At this con-

ference, there was one competition named semantic text

similarity where 88 methods were submitted (Agirre et al.

2012). However, for this SLR, we only reviewed methods

that were ranked in the top 3.

4 Analysis and discussion

In the following sections, we will answer the predefined

research questions. However, we selected digital databases

that include the majority of journals as well as conference

papers published within the computer science field to dis-

cover relevant studies for the review.

4.1 Answer to RQ1

The STS methods identified by our literature research can

be categorized into string-based, corpus-based, knowledge-

4704 D. W. Prakoso et al.
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Search using 

search string on 

online database

3,398 Poten�al Primary 

Studies

212 Poten�al Primary 

Studies Extracted

6 Primary Studies
29 Poten�al Primary 

Studies Extracted

35Primary Studies 

Finalized

Secondary Search

Inclusion and Exclusion Criteria

Snowball process

Primary Search

Fig. 4 Study selection process

Table 2 Data extracted from the paper

Type of the data Description

Study ID Unique ID for each paper

Year The year when the paper was published

Author The author of the paper

Title The title of the paper

Venue Publication venue of the research, e.g., conference proceeding, journal

Technique Characteristics and techniques used by STS measurement methods

Semantic knowledge and

corpus used

Semantic knowledge or corpus utilized by STS measurement methods

Strengths and Weakness STS method capability, determined from aspects such as domain and language independence, the requirement of

semantic knowledge, corpus and training data and capability to identify semantic meaning, word order

similarity and polysemy

Results Dataset, experiment setup and result to assess the STS method performance

1 1 1 1 1
2 2 2

1
2 2

6

5

1 1 1
2 2

1

0

1

2

3

4

5

6

7Fig. 5 Distribution of primary

studies per year
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based and hybrid-based. This section presents each of them

in some detail.

4.1.1 String-based methods

STS methods that fall into this category measure sentence

similarity based on the character or string sequence that

make the sentences. It does not rely on an external

semantic net or corpus to do the similarity calculation.

Sentence similarity can be measured by calculating the

longest common substring shared by both sentences. Elhadi

(2012) introduces a method to calculate text similarity by

comparing the longest common sequence between two

texts. Sultana and Biskri (2018) propose another method by

utilizing the N-grams of characters. N-grams are a subse-

quence of characters or words that are contained in a

sentence or text. First, the method chunks the two sen-

tences being compared into a combination of n-grams of

characters with all the possible sizes of n (the maximum

result can be achieved by trigram from the experiment).

Then it puts the n-grams into a distance matrix for each

sentence. A cell in the matrix contains the distance from an

n-gram to another n-gram within a sentence. Finally, sen-

tence similarity is measured using the Jaccard (1901)

between those two distance matrices. The method is

examined in a sentence comparison task following the

experimental setup in Takale and Nandgaonkar (2010) and

achieved an accuracy of 89.796%. The advantage of this

method is that it can be used for any language and domain

since it does not rely on semantic ontology or corpus col-

lection. Even though it yields an encouraging result, this

method possesses the limitation of not being able to detect

passive sentences and semantically similar sentences.

Sentence similarity can also be measured by comparing

common terms that are shared by both sentences. The

Jaccard index is a statistic used in understanding the sim-

ilarities between sample sets. The measurement empha-

sizes the similarity between finite sample sets and is

formally defined as the size of the intersection divided by

the size of the union of the sample sets (Jaccard 1901). A

similar approach is used by the Dice coefficient, but it uses

a different calculation. The similarity is computed by

counting the number of common words, multiplying it by

two and dividing by the total number of terms in both

sentences (Dice 1945). Salton et al. (1975) introduce a

vector space model that can be used for sentence similarity

measurement. Sentences are transformed into sentence

vectors in the vector space model as illustrated in Fig. 6.

The element of the vector is the terms/words that

compose the sentences. Formally, if we want to measure

the similarity of sentence D and sentence Q, both sentences

can be written as

D ¼ t0;wd0 ; t1;wd1 ; . . .; tt;wdtð Þ ð1Þ

Q ¼ q0;wq0 ; q1;wq1 ; . . .; qt;wqt

� �

ð2Þ

where tk represents term and wdk or wqk is a weight asso-

ciated with the term that provides the degree of importance

of that term for sentences representation. Wdk is computed

using the term frequency inverse document matrix (TF-

IDF) scheme from Salton and Buckley (1988).

Salton et al. used cosine vector similarity [Eq. (3))] to

measure the sentence similarity.

Similarity Q;Dð Þ ¼

Pt
k¼1 wqk � wdk

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Pt
k¼1 wqk

� �2
�
Pt

k¼1 wdkð Þ2
q ð3Þ

4.1.2 Knowledge-based methods

Knowledge-based methods utilize a network of concepts/

terms that are semantically interrelated to extract similarity

between words before scaling up into sentence level. The

semantic network is varied and can be specific to certain

domains such as biomedicine and law. However, if it is not

available, general-purpose semantic networks such as

WordNet can be used. WordNet is a lexical ontology that is

similar to a dictionary that contains the concepts or words

and its definition (Miller 1995). Every concept or word that

has the same meaning is grouped into a synonym set or

synset. Each synset is connected in a relationship that

forms a semantic network/taxonomy. The relationships can

be in the form of ‘‘a-part-of,’’ ‘‘a-kind-of,’’ ‘‘is-the-oppo-

site-of’’ relationship.

In the literature, we can find numerous formulae to

measure the degree of relatedness between the concepts in

the semantic network. The path algorithm (Rada et al.

1989) considers the maximum depth of the concepts being

compared and the path length in the taxonomy of the

semantic network. It uses the following equation to mea-

sure the similarity of the concepts.

Simpath c1; c2ð Þ ¼ 2� depthmaxð Þ � len c1; c2ð Þ ð4Þ

Fig. 6 Vector space model

4706 D. W. Prakoso et al.

123



Leacock and Chodorow (LCH) (Leacock and Chodorow

1998) consider the same factor, but it uses the different

formula as follows:

Similarity ðQ;DÞ ¼ � log
len c1; c2ð Þ

2� depthmax

ð5Þ

On the other hand, Wu and Palmer (1994) include

another factor based on the depth of least common sub-

sumer (LCS) in the calculation as follows: LCS itself

means the most specific ancestor that the concepts have in

common.

SimWP c1; c2ð Þ ¼
2� depth LCS c1; c2ð Þð Þ

depth c1ð Þ þ depth c2ð Þ
ð6Þ

Resnik (1995) considers information content in the

calculation as defined below.

SimResnik c1; c2ð Þ ¼ IC LCS c1; c2ð Þð Þ ð7Þ

Information content denotes the specificity of a concept

or the probability to find the concept in a corpus. It can be

measured by IC(C) = -log(p(c)), where p(c) = freq(c)/

N and N is the total number of words in the corpus.

Lin (1998) considered the same factor in his calculation,

but used a different formula as defined below.

IC cð Þ ¼ � log p cð Þð Þ ð8Þ

SimLin c1; c2ð Þ ¼
2� IC LCS c1; c2ð Þð Þ

IC c1ð Þ þ IC c2ð Þ
ð9Þ

Jiang and Conrath (1997) also used the following

formula.

SimJCN c1; c2ð Þ ¼
1

IC c1ð Þ þ IC c2ð Þ � 2� IC LCS c1; c2ð Þð Þ

ð10Þ

To scale up to sentence level, we need to devise methods

which utilize the above concept similarity measurement.

Liu and Wang (2013) use a vector space model to

aggregate word-to-word concept similarity. First, sentence

1 and sentence 2 are transformed into bag-of-word repre-

sentation. Then, the method forms a joint word set by

creating a union of sentence 1 and sentence 2. Semantic

vector is formed for each sentence with the joint word set

as a vector dimension. Each component of the semantic

vector is the maximum similarity value of word pair

between every word in the joint word set and every word in

a sentence. To measure word pair similarity, they develop

their similarity measures based on concept vectors. How-

ever, this method could still work using the six-concept

similarity that has been discussed previously. After the

semantic vector of each sentence is formed, the sentence

similarity can be measured by the cosine coefficient of

these semantic vectors. They test the method using the

experiment setup in Mihalcea et al. (2006). In the para-

phrase matching task on Microsoft Research Paraphrase

(MSRP) corpus, this method achieves a precision of 0.738

and recall of 0.902. Croft et al. (2013) propose short sen-

tence similarity called lightweight semantic similarity

(LSS) which combines the vector space model with path

length word-to-word similarity from Rada et al. (1989).

The method’s step is started by constructing a joint word

set from both sentences and using this as a dimension for

vector space. The method creates a vector representation of

each sentence. Each word in a sentence is compared with

each term of joint word set. A word-to-word similarity

value between each word with a term in joint word set is

summed and used as the value of a vector component

related to that term. The step is repeated so that the value of

each vector component (term) is obtained. Using a similar

process, the method forms vector representation for the

other sentence. Overall sentence similarity is calculated by

using cosine similarity on sentence vectors. The same

experimental setup as in Li et al. (2006) is used to measure

the method’s performance. Sixty-five noun-pairs from

Rubenstein and Goodenough are used, and each word is

replaced by its definition from Collin Cobuild dictionary.

Then the similarity between the sentence definition of the

noun-pair is measured by LSS method and also human

judgment. Finally, Pearson’s correlation is calculated for

both methods. It is reported that the test could achieve a

Pearson correlation of 0.807 which is 0.9% lower than the

correlation value of the method in Li et al. (2006). How-

ever, LSS performs faster due to the omission of word

order similarity and corpus statistic.

Li et al. (2012) combine sentence semantic similarity

with word order similarity to obtain overall sentence sim-

ilarity. The method is illustrated in Fig. 7.

The method starts by creating a joint set of words from

both sentences. Then the verb and noun vector is created

from each sentence by using the word set as a vector

dimension. A component of each vector is the similarity

value between each word with the joint word set using

Lin’s word-to-word similarity formula and WordNet. After

the noun and verb vector is created, cosine similarity is

calculated between vectors of the same type. The result is

then combined to obtain semantic similarity.

On the other hand, the word order vector is constructed

by assigning a sequence number to each word of both

sentences. Word order similarity is obtained by using a

certain formula. Finally, the overall sentence similarity is

calculated by combining semantic similarity and sentence

similarity. To test the method, they apply it to the task to

detect sentence similarity using CMU newsgroup dataset.

As a result, the method could achieve precision and recall

of 0.868 and 0.925, respectively.
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A different approach is taken by Castillo and Cardenas

(2010). They tokenize the sentences being compared into

two lists of a token. Word by word similarity from both

token lists is measured using word similarity from Resnik

(1995), Lin (1998), Jiang and Conrath (1997) and Pirró and

Seco (2008). Then, the problem of similarity between two

lists of words is transformed into bipartite graph matching

and solved by using the Kuhn (1955). Finally, sentence

similarity is measured by summing optimal assignment in

the graph divided by the maximum number of the token

between the two lists of the token. The method is tested in

the experimental setup of textual entailment recognition.

Therefore, the result cannot be compared with the result of

Liu and Wang (2013). Nonetheless, the method could

achieve maximum accuracy of 56.83%.

Wang and Taylor (2007) use a technique called concept

forest as a basis for text similarity. The method starts by

extracting keywords from both texts being compared and

by stemming the keywords into the base form of the word

without inflexion. In each document, each keyword is

compared to each other semantically by utilizing WordNet.

All terms that can be related in WordNet are grouped

forming a treelike hierarchical structure called concept

forest. There might be several concept forests within a text.

The same process is applied to another text being compared

to extract its concept forest. In the process of constructing

the concept forest, the methods also consider semantic

content rate (SCR) which is the frequency of the term in the

text. The text similarity is measured by comparing concept

forest from both texts using the Jaccard index. The method

is tested in document clustering tasks with a dataset of

Reuters-21578. The result can outperform methods that use

the vector space model and latent semantic index by the

accuracy of 80%.

4.1.3 Corpus-based methods

Corpus-based methods use an external corpus to extract the

relation between words or text. Some methods derive the

relation between words from a large corpus and then

aggregate this relation to measuring similarity in higher

extend or sentence level. The other methods can measure

text similarity directly without the process of scaling up.

O’Shea et al. (2008) applied the latent semantic analysis

(LSA) (Deerwester et al. 1990) to measure text coherence.

Initially, it is intended for a large document, but it is also

applicable for short text or sentence. LSA assumes that

related words will co-occur in the same context/paragraph.

LSA derives the relation between words and context from a

large collection of a corpus and represents this relation in

the form of the word by context matrix. An entry in the

matrix means that a word is present in a particular context.

The resulting matrix could be in very high dimension

which is very computationally expensive. Thus, the matrix

dimension needs to be reduced. The method decomposes

the matrix using singular values decomposition (SVD) into

three others matrices including a diagonal matrix of sin-

gular values. This diagonal matrix is truncated by deleting

small singular values to reduce its dimension. Then the

original word by context matrix is reformed from reduced

dimensional space. Each sentence is represented in the

form of a vector in the reduced dimensional space to

compute sentence similarity. Then the similarity is mea-

sured by computing the distance between these vectors

Fig. 7 Sentence similarity measurement
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(measured, e.g., with cosine function). LSA can acquire

world knowledge that spread in the context. However, this

method has several limitations when used to measure short

text similarity. First, because of the computational limit of

SVD, word by context matrix size is fixed in a certain size.

As the effect, there is a possibility that words in the input

sentence are not included in LSA dimensional space.

Second, the dimension is in a fixed size, so, input sentence

will have a very sparse representation. Finally, LSA

ignores word order.

Rus et al. (2013) use latent Dirichlet allocation (LDA)

(Blei 2003) to measure document/sentence similarity. LDA

is a probabilistic approach to model a document into a

distribution of topics. This method works by first semi-

randomly assigning each word in a document by topics

following Dirichlet distribution. In this assignment, each

document is represented with topics, and each topic is

represented by words. The method will conduct a repeated

update of this assignment by considering the proportion of

words in a document that are assigned to a topic and pro-

portion of assignments to a topic, overall documents that

come from a word. This update will continue it converge to

steady-state. As a result, we obtain a document represen-

tation in the distribution of topics and topics representation

in the distribution of words. Topic distribution of a sen-

tence is compared with the topic distribution of other

document using Hellinger distance formula to measure

document similarity. Another approach is a word-to-word

similarity as a basis and then extend it to the document

level. Both documents are represented as bipartite graph

matching where words from each document are viewed as

vertices and connected by edges as a word-to-word simi-

larity. The document similarity is measured by calculating

the optimal assignment between words from both docu-

ments represented as a bipartite graph using the Kuhn–

Munkres algorithm. Rus et al. test the method in paraphrase

detection using MSRP sentence pairs. LDA with bipartite

graph matching achieves accuracy and precision of 73.27

and 77.05, respectively.

A different approach is taken by Gabrilovich and Mar-

kovitch (2007) by proposing an explicit semantic analysis

(ESA) method to measure the relatedness of the text

fragment. Figure 8 illustrates how the method works. The

method represents text input into an ordered sequence of a

weighted vector in a high-dimensional concept extracted

from Wikipedia corpus.

Then the semantic relatedness is calculated by com-

paring vector representation using distance metrics for

example cosine coefficient. The authors test the method by

using the text pair extracted from ABC news corpus. They

calculate the Pearson correlation between the result of their

algorithm with human judgment. The method achieved the

Pearson correlation score of 0.72 which is better than LSA

in the same experimental setup.

Shrestha (2011) proposed a method based on the vector

space model (VSM). First, the method builds a term doc-

ument matrix with the document, like the dimension,

constituting the training corpus and a term as a unique term

in the training corpus. However, unlike the regular VSM,

they reduce the dimension by keeping the dimension with

value 1. After the term vectors are obtained, it is used to

construct a document vector for the sentence being com-

pared. The term vector is added to the sentence if the term

is present. The method also adds a weighting scheme for

inverse document frequency to the document vectors.

Finally, to measure sentence similarity, cosine similarity is

applied to the document vectors. To measure the perfor-

mance, the authors applied the method to the complete

MSRP corpus on the paraphrase detection task. It could

achieve an accuracy of 0.683 and precision of 0.703.

Another approach is proposed by Kusner et al. (2015).

They leverage word2vec technique by Mikolov et al.

(2013) to generate word embedding from Google News

corpora. Word embedding means representing words as a

dense numerical vector representation. The distance

between the word embedded vector is semantically mean-

ingful to a certain extent. The method represents two

sentences as normalized bag-of-word vectors to measure

the sentence similarity. The distance between the two

sentences is measured using the word mover distance

(WMD) function. The function calculates the minimum

cumulative distance that word in the first sentence needs to

travel to match exactly the word in the second sentence.

The distance between words is measured using Euclidean

distance between the word embedded vectors. The process

is shown in Fig. 9. As the final result of WMD computa-

tion, the more distance between the two sentences indicates

the less similar between two sentences.

This method performs very well in document classifi-

cation task by outperforming methods using bag of words,

TF-IDF (Salton and Buckley 1988), BM25 (Robertson

et al. 1995), latent semantic index (Deerwester et al. 1990),

latent Dirichlet allocation (Blei 2003), marginalized

stacked denoising autoencoder (Chen et al. 2012) and

componential counting grid (Perina et al. 2013).

4.1.4 Hybrid methods

Li et al. (2006) proposed a method to calculate sentence

similarity by considering semantic and word order infor-

mation implied in the sentences. To calculate the semantic

meaning of the sentences, they combined a knowledge-

based and corpus-based method. The proposed method is

illustrated in Fig. 10.
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The method combines two input sentences to create a

joint word set. Then the input sentences are transformed

into a raw semantic vector by using knowledge from a

lexical database (WordNet) and joint word set as vocabu-

lary. Each raw semantic vector component will be assigned

a value of one if it is present in the joint word set. How-

ever, if not, the degree of similarity between words will be

calculated by considering the shortest path between the two

words and the depth of the subsumer in the WordNet

taxonomy.

With a similar mechanism, order vectors are also con-

structed. Each word in a sentence has a different signifi-

cance to the meaning of the sentence therefore different

weighting must be applied to each word. The method does

this by using information content derived from a corpus

(Brown corpus). Semantic vectors are formed by combin-

ing the raw semantic vector with this information content.

Fig. 8 Principle of explicit semantic analysis

Fig. 9 Sentence similarity using word2vec and WMD

Fig. 10 Sentence similarity

methodology
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Then semantic and order similarity is calculated for each of

the respective vectors. Finally, sentence similarity is cal-

culated by combining semantic and order similarity. The

method is tested using Rubenstein and Goodenough word

pairs. The same dataset is also presented to human par-

ticipants and rated by them. Then the rating by the method

and the human participant are compared. It was found that

the method achieved reasonably good Pearson correlation

coefficient of 0.816. Although this method gives a

promising result, it has a drawback. In the process where

word similarity is measured, word sense disambiguation is

not conducted. If the inappropriate sense is used for the

words, then the shortest path length between words and the

least common subsumer will be falsely calculated, which in

turn will lead to incorrect word similarity value.

To overcome this problem, Li et al. (2006) and Pawar

and Mago (2018) propose a method that is similar but

extends this method by adding word sense disambiguation

steps. The method is depicted in Fig. 11. The method starts

by partitioning the input sentences into a list of tokens

(tokenization). After that, Part-of-speech tagging is applied

for each token/word to label them accordingly. A semantic

vector is constructed for each sentence which contains the

word similarity value assigned to each word for every other

word from the second sentence in comparison. The cal-

culation of word similarity is done by utilizing WordNet as

a semantic net. This calculation is measured by considering

the shortest path length between words and depth of least

common subsumer in WordNet as a hierarchy. This process

of semantic vector construction also considers information

content derived from WordNet as a corpus. The method

calculates semantic similarity from these two semantic

vectors. As an optional capability, word order vector can be

formed to calculate word order similarity. Finally, sentence

similarity is measured by combining semantic and word

order similarity.

Unlike two previous methods, Islam and Inkpen (2008)

use string similarity and corpus-based similarity. For string

similarity, they combine three types of modified longest

common subsequence and give different weight to each

type. They also use second-order co-occurrence PMI (Is-

lam and Inkpen 2006) for corpus-based and word order

similarity checking. Similar testing environment as in Li

et al. (2006) research is used, and as a result, the method

achieved a Pearson correlation coefficient of 0.853 which

outperforms Li et al.’s method.

Mihalcea et al. (2006) calculate sentence similarity by

aggregating the maximum similarity score between each

word of a sentence with each word in the pair’s sentence.

Then the value is weighted by the inverse document fre-

quency values of each word with the help of British

National Corpus. The similarity between words is calcu-

lated by combining all six-concept similarity formulae that

have been explained in Sect. 4.1.2. They test the method by

using a dataset of MSRP. Their method could achieve an

accuracy of 0.703.

Vu et al. (2014) use a different approach to measure

sentence similarity by combining explicit semantic analysis

(ESA) (Gabrilovich and Markovitch 2007) with Recall-

Oriented Understudy for Gisting Evaluation (ROUGE)

(Lin and Hovy 2003). ROGUE is a lexical similarity

measure that is based on n-gram co-occurrence statistic.

Fig. 11 Sentence similarity methodology
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They compute sentence similarity with each method and

then calculate the final similarity by using a linear com-

bination and a tuning parameter. They test the method by

using their own synthesized dataset from Wikipedia arti-

cles. The experimental result shows that it could achieve

the highest Person correlation between human-annotated

score and the method’s score with a value of 0.8265.

In 2012, the Association for Computational Linguistics

(ACL) held a Semantic Evaluation (SemEval) workshop

focusing on the analysis of diverse semantic phenomena of

text. One of the tasks in the workshop is semantic textual

similarity, where participants can submit methods to

measure the level of equivalence of two sentences

semantically (Lin and Hovy 2003). They were interested in

the top three best performing methods that have been

submitted by the participants. The method from Bär et al.

(2012) emerged as the best performing method of the task.

It combined numerous measurements including string-

based (i.e., greedy string tiling, longest common substring,

longest common subsequence, n-grams), knowledge-based

[i.e., Resnik (1995) with Mihalcea aggregation function

(Mihalcea et al. 2006) to scale up to sentence level], cor-

pus-based (i.e., explicit semantic analysis with Wikipedia

and Wiktionary as resource corpus) and two additional text

expansion mechanism (i.e., Lexical Substitution System,

Statistical Machine Translation). The result of each mea-

surement was used as a feature of a regression model. This

model was then applied to detect paraphrases in the union

of MSRP and SMT datasets. The result from the method

was then compared with the result of manual paraphrase

detection by a human participant. The final result showed

that the method could achieve an overall Pearson correla-

tion of 0.823.

The second best method is from Šarić et al. (2012). They

use a similar approach by combining several sentence

similarity measures. Each measure is used as a feature for

supervised machine learning models such as support vector

regression. The difference is that Šarić et al. (2012) use

their sentence similarity measure that comprises of an

n-gram overlap, WordNet-augmented overlap, weighted

word overlap (with Google Books as a corpus), vector

space similarity, shallow named entity recognition and

number overlap. The WordNet-augmented overlap is built

upon word similarity measurement form Leacock and

Chodorow (1998), while the vector space similarity utilizes

distributional vector of each word from latent semantic

analysis. New York Times corpus and Wikipedia is used as

input corpus for LSA. This hybrid method (the simple

variant) could achieve a Pearson correlation of 0.813.

Another method proposed by Banea et al. (2012) ranked

third best in the same workshop. It combined knowledge-

based, corpus-based semantic similarity and bipartite graph

matching. The calculation result from each similarity

measure is used as features for supervised machine learn-

ing technique specifically support vector regression. For

the knowledge-based measure, the method uses numerous

word-to-word knowledge-based similarity measures that

have been discussed in Sect. 4.1.2. To extend it to the

sentence level, they make use of an aggregation function

from Mihalcea et al. (2006). For corpus-based semantic

similarity, the methods exploit latent semantic analysis,

explicit semantic analysis and salient semantic analysis.

Wikipedia is used as an input corpus to conduct those

semantic analyses. The method also incorporates bipartite

graph matching to extend beyond the bag-of-word

approach. First, each sentence is tokenized into two sets of

words as nodes. Each node is connected by an edge which

represents word-to-word similarity based on the lexical,

semantic and syntactic comparison. A weighing mecha-

nism using a perceptron algorithm is also applied to the

graph. After the graph is constructed, the Kuhn (1955) is

applied to calculate the optimal alignment. On the same

experimental setup as two previous methods, this method

could achieve an overall Pearson correlation of 0.7846.

In a specific domain such as biomedicine and law, there

is also a need to measure sentence similarity. However, this

task has its challenges when the sentence being compared

contains many terms which are specific to that domain.

Soğancıoğlu et al. (2017) propose a method to measure

sentence similarity in the biomedical domain.

Like the previous method we have discussed, this

method also combines several sentence similarity metrics

and uses the result as a feature for a supervised machine

learning method. The method is illustrated in Fig. 12.

After text preprocessing, the method measures the

knowledge-based similarity (combined ontology), string

similarity (q-gram) and corpus-based (paragraph vector) of

each sentence. The result of each measurement is passed to

the supervised regression model. The combined ontology

measure uses both WordNet, as general-purpose ontology

and Unified Medical Language System, as a biomedical

ontology to cover biomedical terms that might be excluded

in WordNet. On the other hand, for paragraph vector, the

method utilizes PubMed that consists of a biomedical

corpus to build their vector model. For testing purposes,

they synthesize their dataset that consists of biomedical

sentence pair. They compare their result with a human-

annotated similarity score and calculate the Pearson cor-

relation between the two. The method could achieve a

Pearson correlation of 0.836.

4.2 Answer to RQ2

In this section, we explain the strengths and weaknesses of

the existing methods. Seven aspects in two groups are used

to examine the method’s strengths and weaknesses.
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The first group is related to the data requirements. The

first aspect of this category is the domain and language

dependency. This aspect looks at whether the methods can

be used for various languages or various specific domains

such as biomedicine, chemical or the law. The second

aspect is the semantic knowledge requirement. We check

whether these methods require semantic knowledge such as

from using WordNet, to derive word-to-word similarity, so

that the methods could work well. The third aspect is

whether the method requires the existence of a corpus to

derive relations between words before the relationship can

be used for sentence-level similarity measurement, e.g.,

LSA, LDA, word2vec. The fourth is training data

requirements. This aspect will evaluate whether the meth-

ods require training and testing data consisting of annotated

sentence pairs to function properly.

The second group is related to semantic similarity which

consists of three aspects. The first aspect to be examined is

semantic meaning. We check the capability of the methods

to identify a high degree of similarity from two sentences

that have a similar meaning but a different sequence of

character or words. For example, ‘‘I like that bachelor’’ and

‘‘I like that unmarried man.’’ The second aspect is the word

order similarity. This aspect determines the ability of the

methods to distinguish the meaning of sentences consisting

of the same words but different word order. For example,

‘‘Adam hates John’’ and ‘‘John hates Adam.’’ Even though

the two sentences comprise the same words, the semanti-

cally are different in meaning. The last aspect we review is

polysemy, which is a word that has several meanings

depending on the context where the word is used. For

example, the word ‘‘bank’’ has a particular meaning in an

economic context and another meaning in the context of

rivers.

We list the findings we obtained from the literature in

Table 3. The seven aspects that we have described above

are displayed in columns named domain and language

independent, requires semantic knowledge, requires cor-

pus, requires training data, semantic meaning, word order

and polysemy. The checklist mark in columns 5, 6, 7, 8

means that the aspect is required by the methods, while that

in columns 9, 10, 11 means that the capability is presented

in the methods.

4.3 Answer to RQ3

To answer this research question, we consider the papers

that discuss similarity measurement at the word level in the

primary studies, since it could be extended into sentence

level by a technique that has been elaborated in Sect. 4.1.

As explained in Sect. 4.1, knowledge-based and corpus-

based methods require the semantic meaning of words and

relations between words obtained from the semantic

knowledge and corpus resource to effectively measure

sentence similarity. Semantic knowledge takes the form of

a network that consists of words or concepts that are

interconnected with an explicit relationship such as is-a or

part-of. Meanwhile, the corpus is only a collection of

documents consisting of words whose relationships are not

explicitly known. Certain techniques that combine statis-

tics, probabilities and neural networks such as word2vec,

LSA and LDA can be used to derive relationships between

words or documents.

Fig. 12 Sentence similarity in the biomedical domain
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In the literature, we find numerous semantic knowledge

and corpus resources which can be classified into two

categories, namely general-purpose and domain-specific

resource. The former category means that the resources

contain a larger proportion of common words that do not

come from specific domains such as dictionaries, news-

paper articles and non-scientific books. The latter category

is the opposite, where resources mostly contain words or

concepts from specific domains such as biomedicine,

chemistry and law. General-purpose semantic knowledge

corpus are widely used in research to develop general

semantic text semantic measurement methods and are not

tied to a specific domain such as Croft et al. (2013), Li

et al. (2012), Liu and Wang (2013), Kusner et al. (2015),

Pawar and Mago (2018), Vu et al. (2014) and Benedetti

et al. (2019).

For a semantic knowledge resource, we find a general-

purpose resource, namely WordNet, and two domain-

specific resources, namely the Unified Medical Language

System (UMLS) and the Chemical Entities of Biological

Interest (ChEBI). WordNet is a lexical ontology in the

English language which was launched by Princeton

University in 1985. This resource contains words or con-

cepts along with definitions similar to dictionaries. Each

word that has the same meaning is grouped in synsets.

WordNet contains 17,000 synsets that are connected to a

relationship forming a semantic network (Miller 1995).

Various versions of WordNet for other languages are also

available such as HowNet for Chinese (Wang et al. 2008;

Zhao et al. 2009). In the field of biomedicine, UMLS has

been widely used for text semantic similarity that exten-

sively uses many specific words or terms in that field

(Soğancıoğlu et al. 2017; Batet et al. 2011; Ben Aouicha

and Hadj Taieb 2016; Garla and Brandt 2012; Mabotuwana

et al. 2013; Sánchez and Batet 2013). UMLS itself is an

ontology which contains concepts in fields that are a

combination of several ontologies such as SNOMED-CT,

MeSH and Gene Ontology (Bodenreider 2004). UMLS

was launched in 1986 and has been hosted by the US

National Library of Medicine ever since. In the field of

chemistry, ChEBI is often used for text semantic similarity

measurement (Ferreira and Couto 2010), because it con-

tains many concepts from domain chemical compounds

such as molecular entities, alkanes and alkyl groups (Fer-

reira and Couto 2010). ChEBI has been developed by the

European Bioinformatics Institute since 2002.

For corpus resource, we find research papers that use

general-purpose corpora such as Wikipedia (Gabrilovich

and Markovitch 2007), British National Corpus (BNC)

(Mihalcea et al. 2006), Brown corpus (Li et al. 2006;

Pawar and Mago 2018) and a corpus consisting of various

news articles from Google News (Kusner et al. 2015), New

York Times (Šarić et al. 2012) and Reuters (Benedetti et al.T
a
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ğ
lu

et
al
.
(2
0
1
7
)

H
y
b
ri
d

K
n
o
w
le
d
g
e-
b
as
ed

w
o
rd

si
m
il
ar
it
y
,
Q
-g
ra
m
,

w
o
rd
2
v
ec
,
re
g
re
ss
io
n

m
o
d
el

S
en
te
n
ce

si
m
il
ar
it
y

ta
sk

o
n
B
io
m
ed
ic
al

T
A
C
d
at
as
et
,

P
ea
rs
o
n
co
rr
el
at
io
n

co
ef
fi
ci
en
t
=
0
.8
3
6

–
4

4
4

4
4

–
B
io
m
ed
ic
al

d
o
m
ai
n

Short text similarity measurement methods: a review 4717

123



2019). BNC is a collection of 100 million words gathered

from books, newspaper articles, journals and essays and

various kinds of writing. BNC was launched in 1994 and

maintained by a consortium led by Oxford University

(Burnard 2007). Meanwhile, Brown Corpus is a collection

containing 1,014,312 American English words from vari-

ous sources such as novels, journals, articles and from

various categories including fiction, religion, government,

social and political (Francis and Kucera 1979). This corpus

was published by Kucera and Francis of Brown University

in 1961. For the specific corpus domain, we found two

corpora: PubMed and FindLaw. PubMed is a corpus con-

taining a collection of articles, books and journals of bio-

medicine compiled by the United States National Library

of Medicine since 1966. Each year new documents are

added selectively so that by 2018 this corpus has 29.1

million records. The corpus is widely used for text

semantic similarity in the field of biomedicine such as in

Soğancıoğlu et al. (2017), Chen et al. (2018). On the other

hand, FindLaw is a collection that contains 35,000 legal

case documents that were crawled from the FindLaw site.

This corpus is used for semantic similarity measurement in

the field of law (Sugathadasa et al. 2017). In summary, we

list all of our findings in Table 4.

5 Discussion

In the result section, we described the methods that have

been in the literature. We also categorized these methods

into four categories which are string-based, knowledge-

based, corpus-based and hybrid-based. Furthermore, we

identified the characteristics, strengths and weaknesses of

each method as well as the semantic knowledge and corpus

resource that can be used. In this section, we will elaborate

further on our findings and also the validity of this SLR

report.

5.1 Discussion on result

String-based category the advantages and disadvantages of

these type of methods are as follows:

First, these methods are relatively straightforward and

fast in their implementation because they measure the

similarity of sentences simply by comparing sentences

directly, without the necessity to refer to semantic knowl-

edge or the relationship between words derived from a

corpus. Therefore, it is suitable in a situation where

immediate response is an essential factor to consider.

Second, these methods can work at a certain level

regardless of domain and language. They are independent

of the language used (it does not matter if the sentences

compared are composed in English, Chinese, Arabic

language) and they can also handle sentences that contain

many words in specific fields such as medical, law or other

because they only look at the similarity of the sequence of

characters or words. Considering these advantages, we

view string-based methods as a suitable method for cases

that require the immediate response and where semantic

knowledge and a corpus are not available.

Third, they can handle a sentence that contains a typo-

graphical error. These methods can also detect similarity if

there are only a small fraction of letters that are mistyped.

These mistyped words may not be present in the semantic

knowledge or corpus which can introduce an error in the

accuracy of the sentence similarity measurement. How-

ever, if the sentence has a different structure in the

sequence of characters or words, but has the same meaning,

string-based methods cannot comprehend it correctly. This

characteristic is a major drawback of string-based category

methods that methods in other categories try to solve.

Knowledge-based category uses semantic knowledge to

capture semantic meaning from a sentence. General-pur-

pose semantic knowledge such as lexical ontology can be

used for this purpose. For more specific domains, coverage

of lexical ontology may not be adequate. For example,

WordNet is only able to cover 2% of the concepts found in

UMLS (Burgun and Bodenreider 2001) which is a bio-

medicine ontology. The usage of WordNet in conjunction

with UMLS can improve the accuracy of semantic text

similarity in the field of biomedicine (Soğancıoğlu et al.

2017).

However, semantic knowledge is not always available

for all languages or domains. It may exist for languages

that are commonly used in the world such as English,

Chinese and German, but not all languages have it. Fur-

thermore, building a domain-specific ontology is a hard

task and requires expertise in that domain. As an example,

to build biomedicine ontology, the developer must know

the definition of the term cephem, beta-lactams and the

relation that connects the two terms.

Corpus-based category compared to semantic knowl-

edge, the corpus is relatively easy to obtain just by com-

piling documents, articles, journals or books. For specific

corpus domains, it can be done by manually compiling

documents in that domain or by crawling a website con-

taining text for particular fields. For instance, to obtain the

corpus for the legal domain, one can crawl legal case

documents in FindLaw websites (Sugathadasa et al. 2017).

The challenge is how to produce the relationships between

words or documents from the corpus. The techniques that

are commonly used and proved to be empirically reliable

include LSA, LDA, word2vec. However, this technique

usually requires considerable computational resources

because the corpus to be processed is also huge. Therefore,

this technique is usually precomputed before the actual
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sentence similarity measurement is done. The other chal-

lenge of the corpus-based method based on the bag-of-

word models is that the sentence needs to be chunked

before further processing and that the word order in the

sentence is not maintained. As a result, word similarity

cannot be measured.

Hybrid-based category some hybrid methods combine

semantic knowledge and corpus so that the accuracy of

short text similarity increases such as Pawar and Mago

(2018), Vu et al. (2014), Bär et al. (2012) and Soğancıoğlu

et al. (2017). However, the processing time will also

increase because two sources must be looked up to deter-

mine the semantic similarity of the sentence. Therefore,

this method is not suitable for time-sensitive cases.

Moreover, some techniques such as Banea et al. (2012),

Bär et al. (2012) and Šarić et al. (2012) combine several

text semantic similarity techniques and use the results as

input features for machine learning methods. However, the

use of machine learning requires adequate training data to

produce accurate predictions. These training data are not

always available in the early stages of system

implementation.

5.2 Validity threats

Petersen and Gencel (2013) describe four types of validity

threats that can occur in software engineering research as

well as this SLR. These threats are descriptive validity,

theoretical validity, generalizability and interpretative

validity. Descriptive validity refers to accuracy based on

facts reported by researchers. The researcher should not

leave out essential data or include irrelevant or made-up

data that can distort the results of the study. Theoretical

validity is based on how much theory or theoretical

explanation is obtained through research so that it can be

trusted and accounted. Generalizability is related to whe-

ther research results can be generalized in groups (internal)

or across groups (external). Interpretative validity refers to

whether the conclusions are taken from the perspective,

thought, purpose and experience of the researcher are

objective or not (subjective, biased).

We made several efforts to alleviate the several threads

described above. In the context of SLR, descriptive validity

can be influenced by the inclusion of irrelevant papers or

exclusion of highly relevant and high-quality papers. To

prevent this, we carefully designed the search string.

Table 4 Semantic knowledge and corpus resource

Name Type Domain Description Used in study

WordNet Semantic

knowledge

General Lexical ontology for the

English language

Liu and Wang (2013), Croft et al. (2013), Li et al. (2012), Castillo and

Cardenas (2010), Wang and Taylor (2007), Li et al. (2006), Pawar

and Mago (2018), Mihalcea et al. (2006), Bär et al. (2012), Šarić

et al. (2012), Banea et al. (2012), Sugathadasa et al. (2017)

HowNet Semantic

knowledge

General Lexical ontology for the

Chinese language

Wang et al. (2008), Zhao et al. (2009)

UMLS

(SNOMED-

CT)

Semantic

knowledge

Biomedical Biomedical ontology Soğancıoğlu et al. (2017), Garla and Brandt (2012), Sánchez and Batet

(2013)

ChEBI Semantic

knowledge

Chemical Chemical compound

ontology

Ferreira and Couto (2010)

Wikipedia Corpus General English articles Gabrilovich and Markovitch (2007)

New York

Times

Corpus General News corpus Šarić et al. (2012)

Google News Corpus General News corpus Kusner et al. (2015)

Reuters Corpus General News corpus Benedetti et al. (2019)

British

National

Corpus

Corpus General English document from

various source and

category

Mihalcea et al. (2006)

Corpus

Brown

Corpus General English document from

various source and

category

Pawar and Mago (2018), Li et al. (2006)

PubMed Corpus Biomedical Biomedical documents

from journal, books,

article

Soğancıoğlu et al. (2017)

FindLaw Corpus Law Law case documents Sugathadasa et al. (2017)
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Before compiling a search string, we explored the subject

of the STS method and then identified the terminology

commonly used in this research area to formulate the

search term. We also used several synonyms from the

search string to expand the scope of the search process.

This search string was refined several times before we

applied it not only on one database but to four main

databases for the computer science field which are IEEE,

ACM, Springer and Science Direct. Besides the search

strings, search results can also be influenced by the search

engine capabilities of the database. Six relevant papers

were not found by search engines but through the forward

and backwards snowballing technique that we also applied.

In terms of the threat to theoretical validity, we compiled a

research question that represented the purpose of the

research. The answer to the RQs will be the basis to for-

mulate the theory that can describe the phenomenon being

observed. To overcome this threat, we use a data extraction

form with specific items that are relevant to answer the

research questions. This SLR is carried out primarily by the

first author. Therefore, there are limitations related to

threats that cannot be eliminated. Regarding interpretative

validity, there is a potential for subjectivity in the study

selection and data extraction, which can introduce a bias to

the SLR results. Therefore, we recommend further research

to be carried out by involving other researchers in the field.

The presence of other researchers is also important in

different stages of the SLR, such as refining the search term

and discussing the analysis process.

6 Implications

We obtained the following significant implications of the

current research: Our study prepares a broad overview of

the existing methods and then classifies them into string-

based, corpus-based, knowledge-based and hybrid-based

methods. It also identifies characteristics, weaknesses and

strengths of proposed methods in terms of (i) domain

independence, (ii) language independence, (iii) the

requirement of semantic knowledge, (iv) corpus and

training data, (v) capability to identify semantic meaning,

(vi) word order similarity and (vii) polysemy. Furthermore,

it also takes into account the comparison between the dif-

ferent text similarity methods and the difference between

semantic knowledge sources and corpora for text similar-

ity. Moreover, the current literature review on short text

similarity measurement techniques can be served as a

guideline and assist novice and new researchers to under-

stand the concept of short text similarity. Also, expert

researchers can utilize this review as a benchmark as well

as reference to grasp the limitations of current techniques

and select the effective STS measurement methods for a

particular problem. It can also contribute to the literature

by proposing a new research direction for short text simi-

larity measurement methods. For instance, to undertake

experiments on larger datasets to compare all existing

proposed methods to assess the performance of each

method.

7 Conclusion and further work

The short text similarity measurement is an essential

component of many applications in natural language pro-

cessing (NLP) and it has been revealed to be one of the

most vigorous areas in NLP. In this paper, we report our

research on a systematic literature review on short text

similarity measurement methods. Firstly, we identified STS

methods and grouped it into four categories based on the

characteristics, techniques and external resources (semantic

knowledge and corpus) that the methods used. We cate-

gorized them into string-based, knowledge-based, corpus-

based and hybrid-based. String-based techniques involve

comparing character sequences and words in the short text.

Knowledge-based techniques use word-level similarity by

utilizing semantic knowledge and then scaling up to the

sentence level. Meanwhile, the corpus-based techniques

derive the relation between words or topics from a corpus

by incorporating techniques such as LSA, LDA and

word2vec. Then, the resulting model is used for similarity

measurements at the sentence level. Several approaches try

to combine methods into a hybrid method to achieve

improvements inaccuracy. We found six methods for

string-based, five methods for knowledge-based, five

methods for corpus-based and nine methods for the hybrid

technique. Secondly, we examined the characteristics,

weaknesses and advantages of these methods using seven

aspects which are ((i) domain independence, (ii) language

independence, (iii) the requirement of semantic knowledge,

(iv) corpus and training data, (v) capability to identify

semantic meaning, (vi) word order similarity and (vii)

polysemy. Finally, we analyzed the sources of semantic

knowledge and corpus resources and categorized it into

two types, namely general-purpose and domain-specific.

For the semantic knowledge resource, we found four

resources, while for the corpus we found eight resources.

Our findings from this research contribute by providing

other researchers with a better understanding of STS

measurement method characteristics and techniques, while

also showcasing the advantages and disadvantages of each

method. This study can be used as a reference to consider

which method is suitable for a particular case.

The findings from the SLR also provide some additional

insights; for example, string-based methods are relatively

simple and fast compared to other methods, but it is not
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appropriate for comprehending the semantic meaning of

the text. Meanwhile, knowledge-based methods require

semantic knowledge, which is not always available in

every language and domain. Semantic knowledge is also

expensive to build because expertise is required to develop

comprehensive semantic knowledge. However, the meth-

ods that fall in this category can comprehend the semantic

meaning of the sentence being compared. Moreover,

extensions in several methods in this category give the

methods the ability to detect word order similarity and

polysemy. Corpus-based methods require external corpus

resources to make the methods work. To acquire a corpus

resource, one can compile the document either manually or

by crawling it from websites and then derive the relations

between words or topics with techniques such as LSA,

LDA or word2vec. However, these techniques require high

computational resources, and therefore, the techniques are

usually executed in a precomputed way. Then, the resulting

model can be used for STS measurement. This method

inherently uses bag-of-word models, so it cannot detect

word order similarity. We also found that the use of

domain-specific semantic knowledge or corpus for the

domain-specific STS measurements could improve the

accuracy of this method.

The contributions of our study are multifold: (i) broad

overview of existing short text similarity measure tech-

niques; (ii) identifying the key challenges and limitations

associated with the techniques; (iii) presentation of string-

based, corpus-based, knowledge-based and hybrid-based

methods; (iv) a reference to consider which method is

suitable for a particular case; and (v) the research is

applicable to deepen the understanding of short text

similarity.

For future work, we aim to perform experiments on a

large dataset to compare methods against human ratings of

sentence pairs. In other words, we aim to undertake a

comparison of the precise measures across one selected

dataset to assess the performance comparison.
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