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Abstract - Under heavy and dynamic traffic, the 
SPF routing algorithm often suffers from wild oscilla- 
tion and severe congestion, and results in degradation 
of the network performance. In this paper, we present 
a new routing algorithm (SPF-EE) which attempts to 
eliminate the problems associated with the SPF algo- 
rithm by providing alternate paths as emergency exits. 
With the SPF-EE algorithm, traffic is routed along the 
shortest-paths under normal condition. However, in 
the presence of congestion and resource failures, the 
traffic can be dispersed temporarily to alternate paths 
without route re-computation. Simulation experi- 
ments show that the SPF-EE algorithm achieves grater 
throughput, higher responsiveness, better congestion 
control and fault tolerance, and substantially improves 
the performance of routing in a dynamic environment. 

1. INTRODUCTION 

Shortest-Path routing algorithm commonly used in 
today’s computer networks fall into two main classes: 
distance-vector algorithm and link-state algotitim. In a 
distance-vector algorithm, each node maintains a rout- 
ing table containing the distance of the shortest path to 
every destination in the network. A node only informs 
its immediate neighbors of any distance changes to any 
particular destinations. In contrast, in a link-state algo- 
rithm, each node keeps track of the entire network topol- 
ogy and computes the routing table b‘ased on the link dis- 
tance information broadcast by every node in the net- 
WOk 

In 1979, a version of the link-state algorithm, 
known as Shortest-Path-First (SPF). was implemented in 
the ARPANET to replace the old distance-vector routing 
algorithm [McQtJSO][ROSENSO]. Operational experi- 
ence has verified that the SPF algorithm responds to 
ch‘anges more quickly and does not suffer from long-term 
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routing loops. It has in many ways improved the perfor- 
mance of routing in the ARPANET. 

However, the introduction of high-speed networking 
and innovative real-time applications has made the net- 
work environment more dynamic. Some problems with 
the SPF algorithm have been .recognized 
[WANG90]@HAN89][SEEG86][BERT82]. In particular, 
the SPF algorithm often exhibits instability and produces 
poor quality routes under heavy and dynamic traffic. 

In this paper, we first discuss the problems associated 
with the SPF algorithm and then introduce a new rout- 
ing algorithm which eliminates many of those problems 
and substantially improves routing in a dynamic environ- 
ment. 

2. PROBLEMS WITH THE SPF ALGORITHM 

The SPF routing algorithm is based on the quasi-static 
model in which the link distance remains approximately 
constant during the route updating period. It serves 
remarkably well when the traffic load is light and chang- 
ing slowly. Nevertheless, with the increase in rhe amount 
of the traffic and its burstiness, the quality of the routes 
often deteriorates. The SPF algorithm tends to become 
instable and often results in oscillation of routes, which in 
turn aggravates the congestion that the network may have 
been experiencing. 

Many of the problems are associated with the distance 
estimation procedure of the algorithm and the characteris- 
tics of single path routing algorithms. We will only dis- 
cuss briefly those problems in the following section. For 
a more general and detailed description, see [&‘ANG90]. 

1) The Maximum Flow between two points represents 
the the dynamic range of traffic that the network is able 
to handle. According to the well-known Max-.Flow Min- 
Cut Theorem, the maximum flow between any two arbi- 
trary nodes in a network is equal to the capacity of the 
minimum cut separating those two nodes. The SPF 
algorithm, however, can achieve far less than the 
theoretic potential. The SPF algorithm is a single path 
routing algorithm, ie. at a given time, there is only one 
path for any source and destination pair. The maximum 
flow can only reach the capacity of botdeneck of the best 
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path between the pair. When the traffic is bursty, 
although the average load over a path may be low, the 
momentary traffic could exceed the capacity of the path 
several times and well result in loss of packets. 

2) The SPF algorithm under heavy traffic often leads 
to oscillation. In the SPF algorithm, link distances such as 
delay, link utilization are measured as estimates for the 
future routing decisions. As the traffic approaches the 
capacity of the path, the link distance tends to rise shar- 
ply. The congested links often report very high distance 
value so that they may be abandoned by all traffic in the 
next route updating period and shift the congestion to 
other paths. At the next route updating point, those links 
will report a low distance and become congested again, 
When the traffic load approaches the capacity of the path, 
any attempt to search for a less congested path often 
results in wild oscillation and spread of congestion. 

3) It is highly desirable that routing algorithms 
respond to traffic changes dynamically. However, in a 
huge network with heavy traffic, high responsiveness 
can be difficult to achieve [SEEG86]. Fist, it often 
takes quite long time for routing information to travel 
across a large network. The routing algorithm can not 
respond to the network conditions at a rate faster than the 
rate at which relevant information can reach the points 
concerned and corresponding action can be taken. 
Second, route computation requires substautial amount of 
memory and CPU resources. Frequent route updating 
may affect the function of packet processing and forward- 
ing. Third, routing updates are distributed across the 
network by flooding. Hence, each update flows at least 
once on each link. Frequent route updating may con- 
sume unacceptable bandwidth. Finally, the routing 
updates have higher priority than users’ traffic. Transmis- 
sion of large amount of such packets can have effects on 
the flow of users’ traffic. Route updating in a large net- 
work is a slow and costly operation. Under heavy traffic 
load, it can lead to wild oscillation and degradation of 
performance. In practice, the frequency of route updating 
is often chosen to be quite low to ensure the stability of 
the network. 

4) The SPF algorithm has, in principle, a built-in abil- 
ity for congestion control. When a path is overloaded, the 
reported link distance increases. The routing algorithm 
recomputes the routing table and reduces the traffic 
over the congested path. Nevertheless, the amount of 
traffic to be shed from the congested link is difficult to 
predict as it largely depends on the composition of the 
traffic flow. When the traffic consists of many small 
flows over different source-destination pairs, appropriate 
amount of traffic can be shed by carefully turning the 
link metrics. But if the traffic is dominated by several 
large flows, re-computation of the routing table can not 
solve the problem and may lead to oscillation 
[KHAN89]. Congestion occurs when the traffic and 
resource mismatch at some points of the network. It is 
therefore usually local and lasts comparatively short time. 
Updating routing table, which involves exchanges of 
information and computation across the entire network, 

may not be appropriate. Further, when congestion does 
occur, the routing algorithm has to wait until next updat- 
ing point to respond. At that time, the congestion may 
have already dissipated. The reported high link distance 
caused by the congestion, however, has misleading 
effects on next route updating. 

5) Routing algorithms have to provide a certain degree 
of fault tolerance When resource failures have been 
detected, routing algorithms have to respond quickly to 
recalculate the routing tables and provide alternate paths 
so that the existing connections can survive. However, it 
is often very difficult to detect the failures within short 
time after they occur. In the SPF algorithm, the traffic 
may still be routed along the failed path until the 
failure is detected or the routing table is re-calculated. 
Thus the packets may accumulate in the network and 
lead to congestion and affect other users. Real-time appli- 
cations ate particularly vulnerable to those failures. 

3. OVERVIEW OF THE NEW ROUTING ALGO- 
RITHM 

A distributed routing algorithm can be decomposed 
into four procedures: distance measurement, information 
updating, route computation and packet forwarding. The 
distance measurement procedure monitors and collects 
certain network parameters according to the particular 
routing metric used. The collected information is distri- 
buted over the entire network by the information distri- 
bution procedure. In each node, the route computation 
procedure then constructs the routing table based on the 
received information and the packet forwarding procedure 
actually routes the traffic to the next hop. The new rout- 
ing algorithm is an improvement over the SPF algorithm. 
It uses the same distance measurement procedure and 
information updating procedure as the SPF algorithm. 
Each node measures the actual delay to its neighbors and 
periodically broadcasts the changes to all other nodes in 
the network. However, the new routing algorithm is 
equipped with more sophisticated route computation 
procedure and packet forwarding procedure to deal with 
heavy and dynamic traffic. 

The problem with the SPF algorithm is that there are 
no mechanisms to ‘alter the routing other than updating 
the routing tables while route updating is too slow and 
costly for responding to traffic fluctuations. Under heavy 
traffic load, frequent route updating may also lead to ins- 
tability. To solve this dilemma, the new routing algorithm 
m,aintains a stable routing table and meanwhile provides 
alternate paths to disperse traffic when it is accumulating 
in some points of the network. When congestion and net- 
work failures do occur, instead of initiating route updat- 
ing, the node forwards the @a&c along the alternate paths 
temporarily and pass around the congested or failed 
areas. If the ch‘anges are persistent, the routing tables will 
be updated eventually when the next route updating time 
is due. 

In the new routing algorithm, the alternate paths are 
only used as emergency exits when the shortest paths LIZ 
experiencing problems. In normal conditions, the new 
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routing algorithm performs exactly the same as the SPF 
algorithm does. Because of this feature, we call the new 
routing algorithm Shortest Path First with Emergency 
Exits (SPF-EE), 

It should be emphasized that the alternate path as an 
emergency exit does not have to be the shorest path to the 
particular destination, nor does it have to be disjoint from 
the current shortest path. When congestion or network 
failures occur, the primary goal is to !ind an alternative 
path for the traflic and avoid the packets accumulating in 
the network. The alternate paths provide a local and tem- 
porary adjustment of routing for the traffic to bypass the 
point or the area in question. 

Fig.1 illustrates the basic concepts in the SPF-EE 
algorithm. Node x normally forwards packets for desti- 
nation z to neighbor NS,, where NSZ is the next-hop along 
the shortest path (SP) to the destination z. But if the 
queue length to node NS, (denoted by Qrvs,) exceeds a 
certain limit, the packet is transmitted to neighbor NA, 
instead, where NA, is the next-hop along the alternate 
path (AP). 

I 
I 
I 
I I I , 

Z 

(4 

Fig.]: Alternate Path and Reverse Alternate Path 

When a packet is forwarded to a neighbor y other 
than the next-hop of the SP, there are only two possibili- 
ties. If the neighbor y is not upstream from the node x in 
the sink tree for the destination z, the packet will mavel 
along a SP from node y to the destination z (Fig.l(a)) 
without forming any loops. We call node y an exit for the 
destination z. However, if all the neighbors other than 
node NSz are upstream from node x, the packet will be 
looped back to node x. In this case, node x sends a con- 
trol packet to all its neighbors other than NS: to inquire 
whether they have any exits for the destination z. Upon 
receiving the control packet, each neighbor checks to see 
whether it has a neighbor which is not upstream from 
node x. If an exit is found, it sends a reply back to node 
x and establishes a reveme alternate path (RAF’). Other- 
wise, it propagates the control packet further to its 
neighbors until an exit is found. When using a RAP, the 

packet has to be source-routed to the exit (Fig.l(b)) and it 
then follows the SP to the destination. It is interesting to 
note that in some cases the packet may be sent back- 
wards to the nodes it just comes from and then I:ake a dif- 
ferent path. APs can be viewed as a special case of RAPS. 
With APs the exits are next-hops while with RAPS the 
exits are more than one hops away. 

In theory, the algorithm fails only when none of the 
upstream nodes have contact with other branchs of the 
sink tree. This occurs only when the network is parti- 
tioned. 

a * 

F /I \ 
OB 
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0 0 D 0 

(b) 

Fig.2: Network Topology and Routing Tree for Node A 

To illustrate the algorithm, consider a six-node net- 
work of Fig.2(a), with the routing tree for node A 
shown in Fig.2(b). 

Traffic destined to node C is normally routed along 
the shortest path via node B. However, if for some 
reasons the link A3 is congested, node A has to find an 
alternate path to node C. According to the sink tree for 
node C shown in Fig.3(a), node A has a neighbor node D 
which is not upstream Erom node A in the sink tree for 
node C. Thus an AP is availabIe via node D. 

For destination F the situation is different as both 
neighbors (B and D) are upstream from A (Fig:.3(b)). 
Consequently, node A sends each of them a control 
packet. Node D replies that it has an exit node E. 
Node A therefore records the RAP and source-routes the 
packet along the route A-D-E. 

4. DETAILED DESCRIPTION OF THE SPF-EE 
ALGORITHM 

We now describe the route computation and packet 
forwarding procedures in some detail. A more formal ver- 
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Fig.3: Sink Trees for Node C and Node F 

sion of the entire algorithms are presented in Appendix. 

Route Computation 

In the SPF-EE algorithm, each node maintains a rout- 
ing table with one row per destination, as in Fig.4(a). 
The first column gives the next-hop along SP. The second 
column is dedicated to the APs. If an AP is not available, 
it is left blank. In addition to this, there is a RAP table for 
maintaining the the RAPS (Fig.4(b)). 

The APs can be easily derived from the topological 
database within the node. They are calculated at the time 
of route updating along with the SPs. The calculation of 
RAP involves communications with other nodes. They 
are generated at an event-driven basis. 

In theory, the maximum number of possible APs 
equals to the number of neighbors other than the one 
along the shortest-path. However, as emergency exits, 
they are much less frequently used than the SPs. Thus 
only one AP per destination are calculated at the time 
of route updating. Nevertheless, any AP or RAP can be 
calculated dynamically at the time of request. 

When a node x receives a routing update, it first calcu- 
lates the SPs for all the destinations by using the SPF 
algorithm detailed in [McQU80]. The result is a routing 
tree rooted at node x (denoted by TREE,) and the first 
column of routing table for the next-hops of the SPs. It 
then derives the routing trees for each of its neighbors y 
E N,, where N,, is the set of neighbors of node x. 

When the routing tree for node x is known, the calcu- 
lation of the routing tree for an adjacent node y only 
requires an incrementaI calculation rather than a complete 
re-calculation [McQU80]. When the routing tree for node 
x is converted to the routing tree for node y, any nodes in 
the subtree rooted at node y will not be repositioned as 

those nodes are already at minimum delay. Therefore only 
nodes that are not on the subtree rooted at node y need to 
examine their neighbors to see if there is a shorter path. 

For the routing tree TREE,,, y E N,,, if destination 
node z is not on the subtree rooted at node x, and node y 
is not the next-hop of the SP for it, node y is the exit for 
destination z (see Fig.l(a)). 

If no APs arc found for destination z, a RAP will be 
established when the length of outgoing queue to destina- 
tion z exceeds a threshold. 

To establish a RAP to destination z, the initiating node 
x sends a qcrery message (denoted by MSG(query,x,z)) to 
each of its neighbors r (r E N,, r f NL)(see Fig-l(b)). 
The message contains a message ID, addresses of node x 
and z. Node x then marks entry for destination z in the 
RAP table as waiting, which prevents further query mes- 
sages being sent before it receives a reply. Upon receiv- 
ing MSG(query,x,z), node r checks in the routing tree 
TREE,,, (m E N,, m # x) whether destination z is on the 
subtrees looted at node x and r. If it is not, node m can be 
the exit for destination z. 

Node r records the addresses of node x, z and m in 
the RAP table, includes the addresses of node r and m into 
a reply message (denoted by MSG(reply,x,z)) and sends 
it back to node x. Otherwise if no exits are found, node r 
includes its address and continues to propagates to its 
neighbors. 

SP AP 

(a) 

Source 1 Destination 1 Intermediate Hops j Exit 
A I F D j E 

Cb) 

Fig.4: Routing Table for Node A 

If an exit is not found within a number of hops, the 
search is given up because a better exit is likely to be 
found along other paths or the exit is too far away or even 
nonexistent. If no RAPS can be found at all, the entry 
marked busy will effectively prevent further query mes- 
sages being sent until a routing update is received and the 
RAP table is reset. 

When node x receives a reply, it records the route to 
the exit in the RAP routing table. Node x may receive 
more than one reply messages for a query message, it only 
records the first one it receives and ignores the rest. 
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It should be clear now that the RAPS are maintained 
by both the initiating node x and the exit node y, and the 
RAP table records both the RAP entries and the exit 
entries. It any of the two nodes receives a routing update, 
the RAP table should be reset to prevent inconsistent 
RAPS and to allow new RAPS to be established. When 
node y receives a routing update, it checks each entry in 
the RAP table. If the source of one entry is different from 
the current node, ie. it is an exit record, it sends a reset 
message (denoted by MSG(reset,x,z)) to the source 
node and clears that entry. When node x receives a reset 
message from node y, it clears the entry in the RAP table 
that mat&s node x, z, y and m. 

(cl (4 

Fig.5: Routing Trees for Node B, D, E, F 

Fig.5 shows the routing trees for node B, D, E and F. 
Take routing tree for node B for example, node D and E 
are not on the subtree rooted at node A, &arid node B is not 
their next-hop for the SP. Therefore node B is the next- 
hop of the APs for destination D and E. After all APs are 
filled into the routing table (Fig.4(a)), only destination F 
does not have an AP entry. When the link AF is cong- 
ested, node A sends a query message to node D and B. 
After checking the routing tree for node E, node D finds 
an exit node E and replies back to node A. Node A 
records a RAP A-D-E for destination F. 

Packet Forwarding 

The packet forwarding in the SPF algorithm is 
straightforward: looking up the next-hop in the routing 
table and transmitting the packet to the output line. In the 
SPF-EE algorithm, however, the choice of the next-hop 
depends on the length of the outgoing queues. There are 
two predetermined parameters for traggering the use of 
APs or RAPS: T, (threshold of queue length to node KY,) 
and Ta (threshold of queue length to node NA,). 

I Look for SP 
I I 

----- 

I 
Yes 

No 

Fig.6: Forwarding Algorithm 

Fig.6 shows a flowchart of the forwarding algorithm. 
When a node receives a packet, it looks up the next-hop 
along the SP and checks the outgoing queue length to this 
neighbor. If the queue length is smaller than T,, -the packet 
is transmitted to the next-hop. If the queue length exceeds 
the threshold, the node then checks if there are APs or 
RAPS available for the destination. If no APs or RAPS are 
found, the node initiates query messages to search for 
RAPS and forwards the packet along the SP. lf there is 
one AP or RAP available, it checks the outgoing queue 
length of the AP or RAP. If the queue length exceeds T,, 
the node starts search for a new AP or RAP and transmits 
the packet along the SP. Otherwise the node can transmit 
the packet along the AP or RAP. However, if the packet 
has already been transmitted along an AP or RAF by 
other nodes, a loop might be formed when the packet is 
sent back to where it comes from. This problem can be 
solved by marking explicitly the packet that is transmitted 
along an AP or RAP as a redirected packet. Before 
transmitting a packet along an AP or RAP, the node first 
checks the packet whether it is a redirected packet. If it 
is, the packet is discarded. Otherwise the packet is marked 
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as redirected packet and transmitted along the AP or 
RAP. The fact that packets can be transmitted only once 
along an AP or RAP ensures that loops can not be formed 
by the redirected packets. Discarding the redirected pack- 
ets in the face of congestion also reduces the effects of 
redirected traffic on other users. 

5. PERFORMANCE COMPARISON 

In this section, we present some simulation results on 
the performance of the SPF-EE algorithm. Since the 
SPF-EE algorithm is an attempt to eliminate certain prob- 
lems with the SPF algorithm under heavy and dynamic 
traffic, our intention of the simulation is to compare the 
perfommnce of the SPF-EE algorithm and the SPF algo- 
rithm, and to demonstrate the improvement of the SPF-EE 
algorithm over the SPF algorithm with regards to the 
problems discussed in section two. 

Fig.7 shows the topology and some environment 
parameters used in the simulation. Experiments use both 
the ill-behaved TCP sources (TCP without congestion 
control) and the well-behaved TCP sources (TCP with 
slow-start* timeout-based congestion control and 
exponential retransmission backoff described in 
[JAC088].). 

B C D E 

A<[ m o-o 
I H G F 

Link Speed: 200 KB/sec, Maximum Queue Length: 10 
Propagation Delay: 50 us, T, and Ts: 5 

Fig.7: Simulation Topology and Environment Parameters 

Maximum Flow 

In the SPF algorithm, routing decisions are made at 
the time of route updating ‘and remain unchanged 
throughout one route updating period (eg. 10s in SPF). 
During this period, any packets to a pnrticular destination 
follows the same route. In the SPF-EE algorithm, the 
actual route that a packet is traveled is determined by 
individual nodes at the time of forwarding. A node may 
forward packets to both a SP and an AP (or RAP) in an 
alternate way. Therefore it can send packets at a speed 
greater than the capacity of one route. 

Fig.8 shows the sending sequence number of a well- 
behaved TCP connection between node C and H with an 
excessive window size (1536OKB). 

With the SPF algorithm, the SP between node C and H 
oscillates among CBIH, CJH and CDGH and the 
throughput saturates around 20 KB/sec. With the SPF-EE 

algorithm, however, after some initial stage, all the three 
paths (CBIH, CJH and CDGH) are open for this connec- 
tion and the throughput approaches 60 KB/sec, which is 
the theoretic limit between the two nodes. The gaps in the 
curve indicate packet drops and retransmits. 

Due to the effect of the congestion control in the TCP 
sources, the paths between node C and H are not severely 
congested. Fig.9 shows the sending sequence number of a 
ill-behaved TCP connection. The SPF performs much 
worse without congestion control in the TCP source. 
Congestion and retransmission severely reduces the 
throughput. The curve for the SPF-EE in Fig.9 is almost 
the same as the one in Fig.8 except the sharp rise at the 
beginning in Fig.9, which is due to the fact the ill-behaved 
TCP source does not have the slow-start mechanism. 

Oscillation 

The SPF-EE algorithm can drastically reduce the 
negative effects of oscillation. With the SPF-EE algo- 
rithm, when the outgoing queue of a node exceeds the 
threshold, the node opens a new channel for the accumu- 
lated packets, which effectively reduces the congestion 
and queueing delay. Thus, the reported link delay does not 
oscillate so dramatically. 

When links are congested, the queueing delay 
increases significantly. At next route updating, it is likely 
that the reported delay of the links will be so high that 
those links will be excluded from all routing trees of any 
sources. As a result, those links will be abandoned for one 
entire route updating period while resources are in shor- 
tage. Moreover, those links will report low delays when 
next route updating is due and become conested again. 
With the SPF-EE algorithm, those links that become unat- 
tractive to all sources will still be used as APs. As in 
Fig.8 although the SP between node C and H still oscil- 
lates between CBIH, CJH and CDGH, three paths are all 
in use. 

Overhead and Responsiveness 

The SPF-EE algorithm needs more storage and CPU 
resources in the node than the SPF algorithm. The routing 
table in the SPF-EE is larger than the one in SPF as there 
one column for the APs and additional table for RAPS. 
But the increase is around 50%. For each route updating, 
the SPF-EE calculates routing trees for itself and its 
neighbors, thus it needs approximately D times computa- 
tion as the SPF, where D is the average degree of the 
nodes. The messages for establishing the RAPS are rather 
small and the information exchanges are confined in local 
areas. Once a RAP is established, it is cached until next 
route updating point. Therefore, the additional overhead 
is negligible as compared with the broadcasting of route 
updating. 

On the other hand, the SPF-EE algorithm can reduce 
the frequency of route updating and therefore significantly 
decrease the computation and communication overhead. 
With dynamically changing traffic, it is not possible to 
obtain au accurate estimate of average delay within very 
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Fig.8: Sending Sequence Number of a well-behaved TCP Connection 
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Fig.9: Sending Sequence Number of an ill-behaved TCP Connection 
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Fig.10: Fault Tolerance 
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short time. With the SPF-EE algorithm, the route updat- 
ing period can be increased as the momentary fluctuation 
of the traffic is handled by APs and RAPS. The routing 
table will be updated only when long-lasting topological 
or traffic changes have taken place. Many superficial 
routing updates in the SPF algorithm traggered by traffic 
fluctuation are eliminated. 

With the SPF-EE algorithm, the increase in the route 
updating period will in no way reduce the responsiveness. 
In fact, with the SPF-EE algorithm the nodes respond to 
the traffic on a packet-by-packet basis and are able to find 
alternate paths when necessary. The dilemma of overhead 
and responsiveness is solved by updating the routing table 
to adapt the topological changes and providing alternate 
paths to cope with the fluctuation of traffic. 

Congestion Control and Fault Tolerance 

Congestion occurs when the traffic load and the 
resources available mismatch at some points in the net- 
work. Most of the congestion control mechanisms 
currently deployed in computer networks are to reduce the 
traffic at the source or to prevent traffic from entering the 
network. However, traffic distribution over the network is 
often uneven. Congestion can also be eased by dispersing 
traffic to less congested areas without reducing traffic rate 
at the source. In the SPF algorithm, any routing changes 
require global route updating, which is often too slow to 
handle dynamic traffic fluctuations. The SPF-EE algo- 
rithm provides mechanisms to react to traffic conditions at 
a packet-by-packet basis. In the face of link or node 
failures, with the SPF algorithm the traffic has to wait 
until the failures are detected &and route updating is per- 
formed before it can be routed to a new path. With the 
SPF-EE algorithm, traffic can be routed immediately 
along the APs until next route updating is due. Therefore, 
the SPF-EE algorithm provides greater transparency to 
the network users. 

Fig.10 shows the result of an experiment with link HG 
is down for 5 seconds, A well-behaved TCP connection 
is established between node A and node F in Fig.7. About 
3 seconds after route updating when the routing table indi- 
cates that path AIHGF is used, link HG goes down and it 
comes up again another 5 seconds later. Fig.10 shows that 
with the SPF the traffic flow is completely prevented dur- 
ing the downtime. While with the SPF-EE, the connec- 
tion recovers very quickly and the traffic is routed along 
the alternate path HJCDGF. If the packets are accumulat- 
ing along the AIHGF, node A may simply forward via 
node B. 

6. DISCUSSIONS 

In this paper, we have examined the problems of the 
SPF algorithm in a dyn‘amic environment and concluded 
that route updating is often too slow and too costly to deal 
with traffic fluctuations and it may lead to instability 
under heavy traffic load. We then presented a new routing 
algorithm SPF-EE which can provide alternate paths for 
the congested traffic without route re-computation. 

The SPF-EE algorithm attempts to redirect congested 
traffic to where resources are available therefore it is most 
effective when traffic distribution is uneven. The SPF-EE 
algorithm should be used along with other congestion 
control algorithms (eg. [JAC088]) which are able to 
reduce the traffic at the source when the network is 
experiencing congestion, so that the network wide 
congestion will not occur and the alternate paths are only 
used as emergency exits. 

When the traffic is dispersed to alternate paths, it will 
affect traffic from other sources. The SPF-EE algorithm 
enables traffic sources use more resources than that is 
allowed in the SPF algorithm. However, more sophisti- 
cated queueing or dropping algorithms at the nodes can 
minimize those effects. For example, the redirected pack- 
ets may have a lower priority in forwarding or be first 
dropped when the buffer is overflowed. 

The simulation we have done is limited in scope. 
Experiments on more complex topology and traffic pat- 
terns are needed to further study the behavior of the SPF- 
EE algorithm and their implications on network perfor- 
mance. 
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APPENDIX 

This Appendix give a complete description of the SPF-EE algorithm for route computation and packet forwarding. In 
this description, node x is the node where the algorithm is running. LIST is a list structure for the computation. D:‘, denotes 
the total length of the path from node x to node z via node y. D.,, denotes the length of the shortest path from node x to node 
z that is known at the time of computation. & denotes the length of the link between node x and y. TX and T:i represent 
respectively the routing table and RAP table for node x. 

Procedure 1 (route computation for SP) 
when node x receives a update and L;, is changed by A&, 
begin 

if TREE, does not exist then 
place 02 on LIST; 

else 
begin 

if link im is in TREE, then 
set A = A&,,; 

else 
begin 

set A = Dxi f Li, f pi, (mi D,,,,; 
if A 2 0 then 

stop; 
end 

end 
for each node j in the subtree TREE,,, do 

set D+j = D.j + A; 
for each node j in the subtree TREE,,, do 

begin 
if A > 0 then 

begin 
get D?j SO that 4 E Ni, 4 @ TREE,, D9 = Dmin, 04 < DJ; 
if Dg # 0 then 

place 03 on the LIST; 
end 

else 
begin 

get I?-& SO that 9 E Nj, 4 Q TREE,,,, D& = Dmin, D& < D.r,; 
if D-J4 f 0 then 

place D& on the LIST; 
end 

while LIST is nonempty do 
begin 

get 0,:” so that DL,, E LIST, D.tn = D,,; 
remove Dt,, from LIST; 
place node n on TREE., so that node 1 is the predecessor; 
for each node k, k E N,, do 

begin 
if k is in TREE, and D.,k > Dtk then 

begin 
remove node k from TREE,; 
place D.:;b on LIST; 

end 
else if D.ik (v # n) is in LIST and DxR > D.$ then 

begin 
remove Dlk from LIST; 
place Dzk in LIST; 
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end 
else if D.ik (v # n) is not in LIST then 

place D.zk in LIST: 
end 

end 
update T, ; 

end 

Procedure 2 (route computation for AP) 
when node x receives a update and L,,,, is changed by AL,;,,, 
begin 

for each entry in T: do 
begin 

if source is not node x then 
send MSG(reset, x, z) to source node; 

end 
for each node y, y E N,x do 

begin 
place node y at the root of TREE,; 
for each node j in the subtree TREE, do 

begin 
get D~j SO that q E Nj, q 4 TRElZ,, D~j = D,nin D~j < Dyj; 
if Dzj f 0 then 

place D~j on the LIST; 
end 

while LIST is nonempty do 
begin 

get D.h so that Din E LIST, Dfv,, = D,,; 
remove Di,,, from LIST; 
place node n on TREE,, so that node 1 is the predecessor; 
for each node k, k E N,, do 

begin 
if k is in TREEy ‘and D, > D;tk then 

begin 
remove node k from TREEy ; 
place D$ on LIST; 

end 
else if DF (v f n) is in LIST and D,k > D;k then 

begin 
remove Dck from LIST; 
place D;k in LIST; 

end 
else if D& (v f n) is not in LIST then 

place D;k in LIST; 
end 

end 
end 

update TX; 
end 

Procedure 3 (packet forwarding) 
when node x receives a packet for node z 
begin 

get N& from TX; 
if QN~, < T, then 
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send along SP, 
else 

begin 
get NA, from T, or T: ; 
if NAz = 0 and RAP entry for x, z not marked busy then 

begin 
send MSG(query, x, z) to N,C; 
mark RAP entry for x, z busy; 
send packet along SP; 

end 
else if QNA, c T, then 

if packet is marked redirected then 
discard the packet; 

else 
begin 

mark the packet as redirected; 
send packet along AP or RAP; 

else 
else 

begin 
send MSG(query, x, z) to N.,; 
send packet along SP, 

end 
end 

end 

Procedure 4 (search for RAP) 
when node w receives MSG(query, x, z) 
begin 

for each TREE,, n E NW do 
begin 

if destination z is not on TREE,,, and TREE, then 
begin 

record x, z, w and n in T’,; 
send MSG(reply, x, z) to node x; 

end 
else 

send MSG(query, x, z) to N,,; 
end 

end 

Procedure 5 (search for RAP) 
when node x receives MSG(reply, x, z) 
begin 

if an entry for node x and z does not exist in Ti then 
record RAP path in TI; 

end 

Procedure 6 (search for RAP) 
when node x receives MSG(reset, x, z) 
begin 

if an entry for the path exists in Ti then 
clear this entry; 

end 
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