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abstract: It can be challenging for organisms to achieve a good

match between their phenotypic characteristics and environmental

requirements that vary in space and time. The evolution of adaptive

phenotypes can result from genetic differentiation at the population

level. Individuals, however, could also change their phenotype (adap-

tive plasticity) or select an environment because it matches with their

phenotype (matching habitat choice). It is poorly known under which

conditions these different solutions to environmental heterogeneity

evolve and whether they operate together. Using an individual-based

simulation model, we assessed which solutions evolved depending on

degree of temporal variation, costs of multiple underlying traits, and

order of dispersal and development. Population genetic divergence

was superseded by plasticity or matching habitat choice as temporal

variation increased. Plasticity and matching habitat choice were lim-

ited by their trait costs, even when this involved only a part of the un-

derlying traits. Independent of the order of dispersal and development,

plasticity evolved more commonly than matching habitat choice, in

part because the match a phenotype can achieve by matching habitat

choice is limited by the types of environments available. Our results ex-

plain the apparent relative rarity of matching habitat choice in nature.

At the same time, our results can be used to look for matching habitat

choice in those biological systems where the conditions for other solu-

tions seem unfavorable.

Keywords: phenotypic plasticity, matching habitat choice, environ-

mental heterogeneity, dispersal, local adaptation, individual-based

simulation model.

The degree to which organisms are adapted to the environ-
mental conditions that they encounter affects their ecolog-
ical interactions and their fitness (Rose and Lauder 1996).

How individuals and populations maximize their local per-
formance given environmental heterogeneity in time and
space is therefore of great interest in ecology and evolution.
Local performance depends on the interaction between phe-
notypesandenvironments.Therefore, thereare several routes
toward enhanced local performance, depending on whether
it is the phenotypes that are being adjusted or whether it is
the environments that are being selected or modified. With
respect to phenotypic adjustment, natural selection can favor
some phenotypes over others, and if there is genetic varia-
tion underlying phenotypic variation, such selection will re-
sult in locally adapted, genetically differentiated populations
(Kawecki and Ebert 2004; Räsänen and Hendry 2008).
However, several mechanisms may evolve that allow in-

dividuals, and not just populations, to increase their local
performance when faced with environmental variation. Thus,
organisms may alter gene expression in response to envi-
ronmental stimuli, adaptively modifying their behavior, mor-
phology, physiology, and/or life histories to match local con-
ditions. Such adaptive plasticity (hereafter, plasticity) readily
evolves under environmental heterogeneity (Thibert-Plante
and Hendry 2010; Gomez-Mestre and Jovani 2013; Hendry
2015). Nevertheless, the evolution of plasticity requires reli-
able cues to assess environmental conditions, a heritable basis
of plastic responses, and that the benefits of being plastic out-
weigh the costs of plasticity (Pigliucci 2001; West-Eberhard
2003). Plasticity has been well documented across many taxa
and might be key in the origin of evolutionary innovations
and subsequent diversification and speciation through genetic
accommodation (West-Eberhard 2003; Gomez-Mestre and
Buchholz 2006; Moczek et al. 2011).
Local performance can also be enhanced by adaptively ad-

justing (including choosing) the environment in which an in-
dividual will perform. Habitat choice is a well-documented,
highly relevant attribute of species and locally adapted pop-
ulations (e.g., Morris 2003; Morin 2011). Moreover, when
individuals differ in phenotype, their habitat of choice may
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also differ. Phenotype- and context-dependent habitat choice
that results from self-assessment and comparison of perfor-
mance across habitats and that increases individual perfor-
mance has been termedmatching habitat choice (MHC; Ra-
vigné et al. 2004; see Edelaar et al. 2008 for an overview of
alternative terms). In contrast to other forms of habitat choice
(e.g., due to imprinting or fixed genetic preferences), MHC
depends on phenotypic differences among individuals and
some sort of assessment of local performance. As is true for
plasticity, such adaptive MHC should be able to evolve in re-
sponse to environmental heterogeneity, but MHC evolution
requires reliable cues to assess local performance, a heritable
basis of the sensory and behavioral responses to local perfor-
mance variability, and that the benefits of choosing a more
adequate habitat outweigh any potential costs of choice, in-
cluding movement.

MHC and plasticity could be seen as alternative and or-
thogonal solutions to increase local performance (Edelaar
et al. 2008): plasticity changes an individual’s phenotype to
match its environment, whereas MHC changes an individ-
ual’s environment to match its phenotype. Local adaptation
due to natural selection on nonplastic, nonchoosing geno-
types is then the null situation: individuals neither change
their phenotype nor choose their environment, and there-
fore a good phenotype-environment match is not actively
achieved by individuals but passively attained by popula-
tions through differential reproduction of genetic variants
with different phenotypes. Plasticity and MHC may evolve
and exert their influence on top of this background process
of adaptation by genetic differentiation due to natural selec-
tion, especially when environmental heterogeneity is high
and populations are arrayed in metapopulations (Sultan and
Spencer 2002; Ravigné et al. 2009; Gomez-Mestre and Jovani
2013).

Plasticity and MHC have been studied empirically and
theoretically (e.g., Pigliucci 2001; Sultan and Spencer 2002;
West-Eberhard 2003; Edelaar et al. 2008; Ravigné et al. 2009;
Karpestam et al. 2012; Scheiner et al. 2012; Bolnick and
Otto 2013), yet not together, except for Scheiner (2013, 2016)
and this study. Such a synthesis is clearly needed, since both
mechanisms try to solve the same challenge in very different
ways. In general, not allowing for the simultaneous evolution
of multiple solutions to single problems can severely bias our
perception of the relevance of each solution (Rueffler et al.
2006). Intuitively, one could expect the simultaneous evolu-
tion of both strategies, because they might increase individ-
ual fitness as each mechanism improves the imperfections
of the other. Alternatively, if there are costs associated to these
mechanisms, one might hypothesize that organisms may not
evolve a mechanism that they cannot use, do not need, or
which might even interfere with the correct operation of the
other mechanism. To improve our understanding of the evo-
lution of MHC and plasticity alike, and to stimulate the mod-

eling of the simultaneous evolution of multiple solutions
to single problems, we therefore investigate here, in a single
model, whether and howMHC and plasticity evolve when ge-
netic local adaptation through natural selection is also a po-
tential solution. In this model, we varied the order in which
plasticity and MHC operated, the degree of temporal envi-
ronmental variation, and the costs of the traits underlying
plasticity and MHC to test their effects on adaptive evolution.
However, since the order of occurrence of developmental
plasticity and MHC did not qualitatively affect the results,
and because MHC is unlikely to occur in nature before devel-
opmental plasticity, we do not further discuss this aspect in
much detail below and refer to figure A1 (available online)
for the comparison. To avoid favoring the evolution of plas-
ticity or MHC over one another, we modeled the evolution
of both strategies, making their underlying traits as compa-
rable as possible in their operation, in their initial and poten-
tial variability, and in their costs. In these respects, our study
differs importantly from the recent modeling approach by
Scheiner (2016). Additionally, our study differs in that hab-
itat choosiness and the degree of dispersal are unlinked, in-
dividuals move directionally toward a better habitat or pheno-
type, and the capacity to assess the degree of mismatch can
evolve.

Material and Methods

Model Implementation

We implement an individual-based simulationmodeling ap-
proach. An advantage of this approach over analytical mod-
els (besides the possibility of incorporating many more real-
istic details) is that many aspects are stochastic rather than
fixed proportions, so the effects of the full distributions of
individual fitness can be taken into account (Starrfelt and
Kokko 2012). Our model is an abstraction of reality that in-
cludes those features that we considered to be important a
priori, allowing us to capture and understand general pat-
terns. We model a metapopulation whose patch environ-
ments can vary in time, inhabited by organisms with a phe-
notypic trait that affects ecological performance. These
organisms can evolve dispersal, plasticity, andMHC to deal
with environmental variability. However, the traits under-
lying dispersal, plasticity, andMHC can have costs. The rela-
tive fit between environment and phenotype, penalized for
any trait costs, affects reproductive success. The source code
and executable file of the model used here are available also
as supplementary material (deposited in the Dryad Digital
Repository, http://dx.doi.org/10.5061/dryad.g370c; Edelaar
et al. 2017). The model is implemented in NetLogo 5.0.5
(Wilensky 1999). NetLogo is freely downloadable from
http://ccl.northwestern.edu/netlogo/download.shtml. Our
open-source model, when opened in NetLogo, has a graph-
ical interface that allows users to easily change the settings
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of several parameters (even during a simulation run) and
shows, in real time, summary graphs of several output var-
iables. Downloading our model therefore allows corrobora-
tion of our conclusions, further investigation, or use in out-
reach or teaching.

Environment

Simulations start with a population of 10,000 individuals
randomly distributed among 100 habitat patches, each re-
ceiving 100 individuals (see fig. 1). Environmental condi-
tions of each patch are indicated by the value of the contin-
uous variable environment (see table 1 for an overview of
important model variables). The environment is modeled as
a vector with a range of 07–3607. Although there are perhaps
no clear empirical equivalents to such a construct (although
color and periodicity could be viewed as circular traits), it
provides us with a flat distribution for environmental condi-

tions that avoids the evolution of a specialist genotype utiliz-
ing the most common environment. It further avoids prob-
lematic boundary effects during environmental change and
helps to maintain the same variability across patches over
time. Modeling a circular one-dimensional environment is
a common approach in physics (U. Dieckmann, personal
communication) and resembles the common modeling of
a donut-shaped torus in two-dimensional spatially explicit
models.
Patches start with a random environment between 07 and

3607 (fig. 1). Each generation, patches change their environ-
ment according to the value of a random draw from a nor-
mal distribution with mean p 0 and standard deviationp

temporal-heterogeneity. A small standard deviation results
in temporal autocorrelation per patch and therefore a cer-
tain predictability of the new environment for individuals
living there, whereas a high one removes autocorrelation
and predictability. These temporal changes are unrestricted
across the 07/3607 boundary (i.e., a change from 37 to 3577 is
just a 67 change). To further avoid certain boundary effects
in the evolution of dispersal, wemodel dispersal capacity not
as the distance that an individual can move but as the num-
ber of patches it explores (see below). Therefore, there is no
spatial structure to the patches; that is, there are no variable
interpatch distances, just as in Wright’s (1931) classical is-
land model in population genetics.

Individual Characteristics

Individuals are asexual and haploid, and each inherits five
unlinked traits from its parent: a genotype for a functional
(ecological) trait; plasticity-potential and plasticity-habitat-
sensitivity, which together shape developmental plasticity;
and dispersal-potential and dispersal-habitat-sensitivity, which
together shape MHC. Modeling MHC and plasticity as a
two-component process whose elements may evolve inde-
pendently allows for the different components of the dis-
persal and plasticity process to have different costs (see be-
low). Genotype values follow a circular distribution (range:
07–3607), allowing computationally easy tracking andmatch-
ing with the environment values in each patch (fig. 1). The
other four traits range from 0 (not functional) to 1 (maxi-
mally functional). These five traits mutate, and mutation is
modeled by extracting a pseudorandomnumber from a neg-
ative exponential distribution (Eyre-Walker and Keight-
ley 2007) characterized by the parameter mean-mutational-
change (table 1). For a negative exponential, small values are
much more common than large values: to some extent, this
mimics the effects of a lower mutation rate for each of the
many loci underlying a quantitative trait and the increased
quantitative genetic variation in offspring generated by re-
combination in sexual organisms. For genotype, the muta-
tional effect is randomly assigned a positive or negative value

t = 0

0° 360° 0° 360°

t = n

time

0° 360°

t = n+1

B

Phenotypic
distribution

Residents

Migrants

30 11 9

A

Figure 1: A, Snapshot of the visual output of our model. Within each
patch (white pies, with no. individuals indicated), the long black line
indicates the local environmental state (07–3607), short gray lines in-
dicate the phenotype of nondispersing individuals, and short red lines
do so for immigrants. Here, most populations are already quite well
matched to their local environment. B, Example of events occurring
over a simulation at any given patch. At initialization (t p 0), a patch
receives a random environmental value and 100 individuals, each with
a random genotype (07–3607). Each generation, the environment shifts
according to the environmental stochasticity set, as shown at t p 1.
According to their evolving characteristics, individuals can exhibit dif-
ferential reproduction and/or plasticity in phenotype within patches
or matching habitat choice between patches. This may result in local
populations tracking the environment (as in t p 2), also indicated by
the shift in phenotypic distribution.
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and multiplied by 180 (the maximum change possible for a
circular trait). Therefore, it can mutate, for example from
57 to 3587, or reverse. For the other four traits, themutational
effect is also randomly assigned a positive or negative value
but is multiplied by 1 (the maximum change possible on
the scale from 0 to 1); if the expected new mutant values
are !0 or 1 1, they are rescaled to receive a new value of 0
or 1, respectively. At the beginning of a simulation run, each
individual receives a random draw from the range 07–3607
for its genotype and a random draw from the range 0–1 for
the other traits. It is subsequently placed in a random patch.
Hence all genetic trait values and the environment are com-
pletely uncorrelated at the start of a simulation run (fig. 1B).
Also, genetic variation is maximized within patches, which
allows fora fasterevaluationof thefinalevolutionaryoutcome
(as we do not focus on evolutionary dynamics here).

Plasticity and Dispersal

Figure 2 shows a schematic diagram of the sequence of
events across one generation. In brief, individuals develop
first and then disperse. Development translates the genotype
into phenotype, and here plasticity may improve the match
between the phenotype and the environment (fig. 3). For this,
individuals use their plasticity-habitat-sensitivity to exclude
a range of environmental values that are certainly incorrect,

and subsequently guessing a random environmental value
from within the range of remaining possible values:

Perceived environment value
p random value of (true environment value5180
# (12 plasticity‐habitat‐sensitivity)):

The multiplication with5180 is done to potentially cover
the full 3607 in a symmetric fashion around the true value.
If plasticity-habitat-sensitivity is high (close to 1), the per-
ceived value will closely approximate the true value of the
environment, but stochasticity increases as plasticity-habitat-
sensitivity is lower (fig. 3). After assessing the local environ-
ment this way, the individuals develop a phenotype (starting
from their genotype value) as close as possible to the perceived
environment according to their plasticity-potential, hence min-
imizing the mismatch with the environment. The possible
phenotypic change equals plasticity-potential#180 in the cor-
rect direction, so a plasticity-potential of 1 allows anymismatch
to be fully corrected, while a very small value for plasticity-
potential will allow only a small correction even if the indi-
vidual has a high plasticity-habitat-sensitivity (fig. 3).
For dispersal, individuals explore a set of randomly se-

lected habitat patches according to their dispersal-potential
(the number of patches explored p dispersal‐potential#
100). Similar to plasticity, individuals then use their dispersal-

Table 1: Variables and parameterization used for simulations

Variable Range values Description

Parameter:

Temporal-heterogeneity [0, 400] Determines the degree of temporal environmental change; environmentt 11 p

environmentt 1 N ∼ (0, temporal-heterogeneity).

Costs [0, 0.1] The costs associated with (and multiplied by) plasticity-potential, plasticity-

habitat-sensitivity, dispersal-potential, and plasticity-habitat-sensitivity.

Mean-mutational-change 0.01 Mutation is modeled by extracting a pseudorandom number from an exponential

decay distribution with mean mean-mutational-change and adding it to or

subtracting it from each inherited trait with equal probability.

Dynamic variables:

Environment [07, 3607] Single variable describing the features of the habitat patch.

Phenotype [07, 3607] Individual trait; without plasticity, phenotype p genotype.

Mismatch [0, 1] Mismatch p absolute value of (environment – phenotype)/180 (since the maxi-

mum distance between environment and phenotype is 1807).

Individual heritable traits:

Genotype [07, 3607] Affects the phenotype to utilize the environment.

Plasticity-potential [0, 1] Proportion by which maximum mismatch (1807) can be eliminated by plasticity.

Plasticity-habitat-sensitivity [0, 1] Proportion of possible values of the environment that is excluded from the as-

sessment of the patch in which an individual develops, starting with the value

that is most incorrect.

Dispersal-potential [0, 1] Probability that a given nonnatal patch is included in the set of patches to which an

individual could potentially disperse.

Dispersal-habitat-sensitivity [0, 1] Proportion of possible values of the environment that is excluded from the as-

sessment of each of the patches to which an individual could potentially dis-

perse, per patch, starting with the value that is most incorrect.
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habitat-sensitivity to estimate the environment of these patches
and their natal patch. With increasing dispersal-habitat-
sensitivity, estimated values get closer to the true environ-
ment. Then, individuals disperse to the patch with the low-
est perceived mismatch between their phenotype and the
environment, which might also be the natal patch (staying is
also a dispersal decision). When dispersal-habitat-sensitivity
is very low, dispersal is basically random with respect to the
phenotype (see Edelaar and Bolnick 2012) and therefore
does not result in MHC: for MHC, both sufficient dispersal-
potential and sufficient dispersal-habitat-sensitivity are needed.
Hence, MHC is modeled by two distinct traits, making the
process as comparable as possible to plasticity as modeled
here.

Phenotypic plasticity and MHC increase performance
imperfectly if plasticity-potential or dispersal-potential are
insufficient to bridge the gap between genotype and envi-
ronment or if the environment is not perfectly perceived by
the sensitivity traits. Plasticity and MHC can even be mal-
adaptive if the individual makes an incorrect assessment of
the environment, which is more likely with lower values of

plasticity-habitat-sensitivity and dispersal-habitat-sensitivity
(fig. 3).

Selective Population Density Regulation

When population size in a given habitat patch is above car-
rying capacity (1100 individuals), only the 100 individuals
with the highest reproductive-potential (a parameter for ex-
pected fitness) survive until reproduction (fig. 1; see below).
This negative density dependence imposes a strong selec-
tion on local performance, and since survival also depends
on the performance of other individuals present (frequency
dependence), together this increases the importance of nat-
ural selection in driving evolution in the model and reduces
the importance of genetic drift.

Selective Reproduction

ModelingMHC and plasticity as a two-component process,
whose elements may evolve independently, addresses the
increasing recognition that different components of these
processesmay have different costs but that this is rarely taken
into account (Auld et al. 2009; Travis et al. 2012; Duputié and
Massol 2013; Delgado et al. 2014). Costs are important for
the evolution and expression of dispersal and plasticity, so
each of the two heritable traits linked to plasticity or MHC
have an associated cost (a parameter imposed at model ini-
tialization for the entire simulation run and for all individu-
als). The modeled cost for dispersal-potential could be seen
as the cost of development/maintenance of dispersal attri-
butes but also as the cost of movement, as it influences the
number of patches actually explored: even those individuals
returning home pay these costs. The costs for the two plastic-
ity traits can be viewed as costs for development and main-
tenance of the plasticitymachinery (plasticity-potential) and
those for information acquisition and processing (plasticity-
habitat-sensitivity). These costs, which are equivalent in val-
ues and effects, together with themismatch of the individual
with the environment, reduce the reproductive-potential (the
parameter for expected fitness) of individuals, which is cal-
culated after dispersal and development as follows:

reproductive‐potential

p 12 (jenvironment‐phenotypej=180)2 PP# costPP

2 PHS# costPHS 2 DP# costDP 2 DHS# costDHS,

where PP stands for plasticity-potential, PHS for plasticity-
habitat-sensitivity, DP for dispersal-potential, and DHS for
dispersal-habitat-sensitivity and where the cost parameters
can be specific for each trait. Reproductive-potential has a
maximum of 1 and a minimum of 0 (any calculated nega-
tive values are nonsensical and rounded to 0). The costs in-
crease linearly with the level of these traits, so, for example,

Offspring

Development

Dispersal

Less fit die

Reproduction (mutation)

l
at

n
e

m
n

ori
v

n
E

-
e

g
n

a
h

c

Calculate-reproductive-potential

Remaining 
adults die

Negative-density-dependent-mortality

Figure 2: Overview of the main events across one generation of the
model. Young individuals first develop and then disperse. After this,
their reproductive potential is calculated according to their mismatch
with the local environment and incurred trait costs. Next, if the local
density is higher than carrying capacity, the excess individuals with
the lowest reproductive potential die. Finally, individuals reproduce
(with mutation) relative to their reproductive potential. After that, all
adult individuals die, all local environments change, and the process
starts again with the newborn offspring.
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if its cost parameter is nonzero, it is twice as costly to have
a plasticity-potential of 0.70 versus 0.35. The mismatch cal-
culation uses the absolute difference between environment
and phenotype, because the direction of the mismatch has
the same fitness effect, and this difference is divided by 180
because this is the maximum difference in degrees possible
for a circular trait: the mismatch therefore varies from 0
(perfectly adapted phenotype) to 1 (worst possible phenotype).
This fitness function is a simple linear one, because here we
do not wish to vary the strength of selection as a separate
parameter. Reproductive-potential thereby varies from 0 to
1, and the individuals with a higher reproductive-potential
are those with a better match (smaller mismatch) to their
environment, yet they suffer lower costs of trait production
and maintenance associated with their capacity for MHC
and plasticity. Such reduced costs could come from low trait
values and/or reduced cost parameters.
Individuals that survived density regulation reproduce ac-

cording to their reproductive-potential. Note that reproduc-
tive potential thus is selected upon twice: during density-
dependent regulation and during reproduction. This further
reduces the effect of genetic drift, provides a more realistic
mixture of local and global selection as well as soft and hard
selection (which can give different results; see Ravigné et al.
2009 and Débarre and Gandon 2011), and avoids the as-
sumption that density regulation would be neutral with re-
spect to performance. Individuals get the opportunity to pro-
duce two offspring, but each potential offspring is born if a
randomly drawn number between 0 and 1 is lower than the
reproductive-potential of the parent. Offspring inherit the five
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Figure 3: A, Theoretical models of phenotypic plasticity often use a
reaction norm approach where, for any given genotype (Gi, j) plastic-
ity is defined by the slope (bi, j) and intercept (yi, j) of the relationship
between phenotype and environment. B, In our model, each genotype
(filled triangle) has a plasticity potential that determines de range of
phenotypes that it is capable of producing around its genotype (thin
horizontal line). The true environmental state (Env) is given by the
black open triangle (environment rescaled to run from 0 to 1; thick
line). If environmental sensitivity is high (top left and top right), the
organism will closely assess the true environment and will produce a
phenotype (red open triangle) within its plasticity potential that highly
reduces the mismatch (dotted line) with the estimated environment.
However, as environmental sensitivity becomes lower (lower left and
lower right), the organism will assess the environment with increasing
inaccuracy, up to the point that it may take any random (and poten-
tiallymaladaptive) phenotypic value allowed by its plasticity potential.
C, An approximation of plasticity as modeled in this study using the
reaction norm approach. Two individuals have an expected pheno-
type as determined by their respective genotypes Gi and Gj. Within
the limits set by the width of their individual plasticity potential, they
will try to express a more adaptive phenotype (sloping parts of the re-
actionnorm).Depending onhabitat sensitivity (i.e., their ability to cor-
rectly assess the environmental state), there is more (Gj) or less (Gi)
maladaptive noise in the produced phenotypes. If the estimated envi-
ronment lies outside their plasticity potential, the most extreme phe-
notype possible is produced (horizontal parts of the reaction norm).
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traits from the parentwith somemutation (see “Individual Char-
acteristics”). After reproduction, all adults die, so generations
do not overlap. Subsequently, the environment of each patch
independently changes (see “Environment”), and the cycle
starts again for the next generation.

Simulations

In a first set of simulations (results in figs. 4, 5), we com-
pared the ability of genetic differentiation, plasticity, and
MHC to enhance local performance and allow population
survival. Genetic differentiation is a default route to adap-
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Figure 4: Population-level consequences of allowing plasticity and matching habitat choice (MHC) to evolve or not (rows), depending on the
amount of environmental change (columns) and the costs for all traits underlying the modeled adaptations (X-axis). Organisms develop first
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tation, which can always operate when heritable phenotypic
variation is exposed to natural selection, as is the case here.
To this default route, we added the possibility of evolving
plasticity, evolving MHC, or evolving both simultaneously.
As a kind of stress test, all three mechanisms of adaptation
had to deal with increasing degrees of temporal environ-
mental change (temporal‐heterogeneity p 0 [no change],

10 [little change], or change was fully random) and with the
same increasing costs for all their underlying traits (0, 0.001,
or 0.1). As a measure of the degree of adaptation and persis-
tence at the population level, we assessed the proportion of
patches occupied and the degree of mismatch between phe-
notype and environment. To gain insight into the details of
adaptation, we also assessed the proportion of individuals
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that dispersed (dispersal potential was always allowed to
evolve) and the average genotypic variance per patch. Since
the genotypes are circular values, we calculated circular ge-
notypic variance as follows:

12 √
X

cos  g
� �2

1

X

sin  g
� �2h i

=N
n o

,

where g are the genotypic values of all individuals, and N is
the number of individuals. This genotypic variance has a
convenient range from 0 (all individuals identical) to 1 (all
individuals regularly distributed along the circle).

In a second set of simulations (results in figs. 6, A1), we
zoom in to the evolution of plasticity and MHC when both
can evolve (i.e., how they interact with each other). We in-
vestigated whether the outcome depends on the cost of a fo-
cal plasticity or MHC trait (0, 0.001, 0.1) and whether it de-
pends on the degree of environmental change (relatively low
with temporal‐heterogeneity p 10 vs. change being fully ran-
dom). To evaluate the outcome, we extracted, for each sim-
ulation, the value of the four heritable traits of each indi-
vidual alive after selection at the end of the run. For these
simulations, the costs of the other three plasticity and MHC
traits was held constant at a low value (0.001), which appears
more realistic than no cost and avoids neutral evolution.The
parameter for mutation (mean-mutational-change) was fixed
at a moderate value of 0.01.

Each simulation ran for1,000generations,whichwascon-
firmed to be enough for trait distributions to stabilize. Ten
independent simulations were run per scenario, modeled to
further investigate stability of the outcomes.

Results

Figures 4 and 5 confirm that adaptive plasticity and MHC
can each greatly help populations to adapt to environmen-
tal heterogeneity. These twomechanisms of adaptation were
superior to adaptation by genetic differentiation alone, which
showed generally higher levels of mismatch (fig. 5; compare
gray dots in fig. 5A–5C with those in 5D–5L) and even ex-
tinction in some cases (fig. 4C). Plasticity and MHC thereby
clearly represent viable solutions to the problem of increas-
ing performance under environmental heterogeneity. How-
ever, they solve the problem in very different ways and with
very different consequences. With plasticity only, dispersal
evolved to low values (fig. 4), and since natural selection is
relaxed by adaptively changing the phenotype, genetic vari-
ation within a population was maintained at a relatively high
level (fig. 5). In contrast, withMHC only, dispersal evolved to
high values (fig. 4), and each genotype settled in the popula-
tion with the best-matching environment, so that individuals
with similar genotypes chose similar patches, and genetic
variation within a population was consequently low (fig. 5).

The costs of the underlying traits were clearly important.
For adaptation by genetic differentiation only, the cost of
dispersal could cause extinction (fig. 4C). For plasticity and
MHC, when the environments did not change or changed
only a little, high costs to their two underlying traits (poten-
tial and sensitivity) precluded their evolution, and adapta-
tion was instead solved by differential survival of nonplastic
genotypes (see the similarity in results in figs. 4 and 5 when
cost p 0:1, and environmental change is “none” or “little”).
This is because plasticity and MHC both require and there-
fore pay the cost of two traits, whereas dispersal potential
was the only costly trait of relevance to adaptation by differ-
ential survival of nonplastic individuals.
When both plasticity and MHC were allowed to evolve,

we again saw that, with high costs and little environmental
change,adaptationoccurredbygeneticdifferentiation(figs.4J,
4K, 5J, 5K). However, for other combinations, the results
were not similar to those of plasticity and MHC alone. For
example, the dispersal rate was lower than for plasticity or
MHC only (fig. 4J–4L), and the pattern for genetic variance
was also different (fig. 5J–5L). This confirms that, when these
two mechanisms of adaptation can interact with each other,
the outcomes are not easily deducible from models of each
mechanism separately, and a joint model allowing for such
more complex eco-evolutionary dynamics is necessary. The
outcomes of these dynamics are explored in more depth in
figures 6 and A1.
We explored how the degree of temporal environmental

change and the costs for a specific focal trait affected the
outcome. We first review the case when the degree of envi-
ronmental change was low. As expected, at the highest cost
level, all four traits evolved to very low values (fig. 6). Inter-
estingly, however, the cost for one trait also influenced the
evolution of the other traits. This was especially pronounced
for the costs of the plasticity traits. When plasticity potential
or plasticity habitat sensitivity had a high cost, then (and
only then) dispersal potential flipped from being almost zero
to almost one and, together with a high value for dispersal
habitat sensitivity, combined to form a well-functioning
MHC (fig. 6E, 6G). Another notable result was that plastic-
ity potential increased when any of the MHC traits evolved
to low values due to a high cost (fig. 6A, 6C), suggesting that,
in that case, plasticity potential compensated for the dis-
appearance of a fairly poor yet functional level of MHC.
When still present, this MHC would act to increase local
performance in the rare case that the environment changed
so much that plasticity potential was too low to pheno-
typically track the change. A third striking aspect is that
the sensitivity traits generally had high values (except when
they themselves or their associated potential trait had a high
cost).
When environmental change was maximal, the pattern

for theMHC traits was virtually unchanged (fig. 6). The pat-
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tern was also very similar for plasticity habitat sensitivity. The
biggest change was seen in the levels of plasticity potential
that evolved: while the general patterns were similar, the ab-
solute values were higher (fig. 6F) than with little environ-
mental change, indicating that a greater local environmen-

tal change implied that a broader plastic adjustment in the
phenotype was required.
In summary, plasticity was the main mechanism allow-

ing local performance to increase under selection. MHC pro-
vided a very minor but noticeable additional “safety net” in
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some situations. MHC became the prominent driver of local
performance only when any one of the plasticity traits had a
high cost and the evolution of plasticity was disfavored. The
degree of environmental change had relatively little effect.

Discussion

Here we tested when and how metapopulations exposed to
temporal variation evolve genetic differentiation due to natu-
ral selection, adaptive phenotypic plasticity, and/or a particu-
lar type of performance-increasing habitat choice: matching
habitat choice (MHC). Based on the results of our model,
which solutions evolve to increase local performance depends
(i) much on the costs of the underlying traits, (ii) less on the
degree of temporal environmental change, and (iii) relatively
little on the ontogenetic sequence of development and dis-
persal. For the latter result, see figure A1; because both plas-
ticity and MHC are independently capable of improving the
phenotype-environment match, the order in which they ap-
pear did not seem to be very relevant. Nevertheless, certain
interactions between these factors are present.

Single Solutions Are Common

In most simulated scenarios, a single main mechanism of
adaptation was favored (differential survival of nonplastic
andnonchoosing variants, plasticity, orMHC). Plasticity and
MHCareadditional, andoftendominant, individual-level so-
lutions that act on top of (and can eliminate the need for) the
background population-level process of genetic differen-
tiation through differential survival. Natural selection will
always favor the evolution of individual solutions to mis-
matched phenotypes (maladaptation) as long as there are no
constraints on such individual capacity and the benefits out-
weigh the costs.

We find that plasticity is more often the dominant mech-
anism of adaptation, compared withMHC (fig. 6). This was
not easily predicted beforehand. The main reason appears
to be that, with plasticity, the mismatch between a given ge-
notype and its local environment can, in principle, be solved
exactly by developing the required phenotype, provided that
it is within the plasticity potential. Conversely, MHC can al-
low for a perfect match only if there is, in fact, a patch avail-
able that exactly corresponds to the phenotype of the indi-
vidual. Therefore, some degree of phenotype-environment
mismatch is more likely to remain under MHC than with
plasticity. This appears to be a difference that will be relevant
independently of specificmodel assumptions and real biolog-
ical scenarios. Scheiner (2016) has also recently investigated
the interaction between plasticity and habitat choice using a
different modeling approach and also found that plasticity
tends to evolvemore commonly, likely in part because of this
inherent advantage. However, the degree of remaining mis-
match should depend on the environmental variability. In

nonpatchy environments with smooth, predictable environ-
mental gradients, MHC should be easier to effectuate for or-
ganisms andmore effective as it can obtain a perfect phenotype-
environment match, and it indeed has been found that it can
produce and maintain steep clines (Armsworth and Rough-
garden 2008). Similarly, in highly discrete situations with only
two or a few types of environments, MHC can lead to the
evolution of specialist genotypes with a high capacity of MHC
and thereby of genetically differentiated populations, if not
species (Bolnick and Otto 2013). Therefore, the extent of dis-
advantage of MHC with respect to plasticity may be highest
at an intermediate number of environments available, as mod-
eled here. Therefore, MHC might be more relevant and prev-
alent in nature when there are environmental gradients or
when few discrete environments exist (e.g., Benkman 2017).
Nonetheless, this hypothesis demands empirical studies and
could also be tested with models that not only vary the num-
ber and spatial autocorrelation of patches but also allow for
the evolution of MHC and plasticity at the same time and
in an equivalent manner, which typically is not done in hab-
itat choice models. Our model (model code and executable
file available at http://dx.doi.org/10.5061/dryad.g370c) could
be used as a basis for this expansion.

Costs Can Have Important Limiting Effects

Costs of the underlying traits heavily determine which of
the three mechanisms of adaptation is favored and also
that well-developed plasticity and MHC are never found to-
gether. When the traits underlying plasticity andMHC have
a high cost and environmental variability is low or absent
(i.e., there is little benefit), adaptation occurs via genetic dif-
ferentiation only (figs. 4, 5E, 5H). This makes good sense
and should be independent of specific model assumptions.
When environmental change is greater, costly traits that do
not yield sufficient additional benefits are selected against,
regardless of the order in which they occur during their life
cycle. Thus, knowing in more detail to what extent MHC
and plasticity can provide sufficient phenotype-environment
match is crucial: if the solutions remain imperfect, then ad-
ditional gain might be achieved via the evolution of a mixed
(sequential) strategy (e.g., fig. 6A, 6C).
Other authors have also pointed out the importance of the

underlying trait costs for the understanding of the evolution
and expression of dispersal or plasticity (e.g., DeWitt et al.
1998; Stamps et al. 2005; Bonte et al. 2012). There is compar-
atively good knowledge on how variation in the environment
affects functional adaptation (e.g., biomechanical models
or selection gradients), but there is a relatively poor under-
standing of the costs of traits. We know of no biological sys-
tem in which good estimates of both plasticity and dispersal
costs have beenmeasured. Nonetheless, dispersal costs have
been well documented and seem to be common, multifari-
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ous, and often substantial (reviewed in Bonte et al. 2012).
On the other hand, substantial costs of plasticity have been
more elusive to document, and costs are instead often absent
or even of opposite sign (reviewed in Murren et al. 2015).
(Note, however, that there might be bias against detecting
high costs, because our results show that high costs select for
the absence of the mechanism of which they are a compo-
nent: plasticity costs may be high in systems without plastic-
ity.) This suggests that perhaps the empirical costs for MHC
are generally higher than for plasticity. If so, this may further
explain why adaptive plasticity may be more common than
MHC. However, the scarcity of focused studies and the fact
thatMHC is harder to detect than plasticity could also partly
bias our perception of its occurrence in nature.

It is increasingly stressed that it is important to recognize
that separate components of the dispersal and plasticity pro-
cess may have different costs, as we have modeled here (Auld
et al. 2009; Travis et al. 2012; Duputié and Massol 2013; Del-
gado et al. 2014). On doing so, we have found that high costs
for any of the involved traits of a compositemechanismmake
its evolution less likely, showing that isolated costs for single
components can have large spillover effects onto apparently
unrelated traits. This is clear if we understand organisms and
not traits as the targets of selection (e.g., Phillips and Arnold
1989), but it is easily (and still often) overlookedwhen study-
ing traits in isolation in nature or in theoretical studies.

Mechanisms of Adaptation Influence Genetic
Variation and Population Structuring

Since phenotypic plasticity enables adaptive phenotypes to
be expressed beyond the fixed effect of the genotype and
thereby shields them from natural selection, it helps in pre-
serving genetic variation within populations (Gomez-Mestre
and Jovani 2013; fig. 5). At the same time, it contributes
to preventing genetic differentiation among populations
(Thibert-Plante and Hendry 2010). In contrast, MHC has
the ability to cluster similar genotypes into local habitats,
which reduces genetic variation within populations (fig. 5)
but increases genetic differentiation among populations
(Bolnick and Otto 2013). However, since the increased
genotype-environment match provided by MHC also acts
to shield genotypes from natural selection, genetic variation
at themetapopulation level ismaintained, and the evolution
of a generalist genotype that has highest fitness across envi-
ronments is avoided. Both these mechanismsmay therefore
contribute to themaintenance of genetic variation, a topic of
great historical and applied interest (Hedrick 2006).

Robustness of Results

Models of dispersal have typically assumed a fixed rate of
dispersal and that individuals have either random move-

ment or perfect knowledge of the environment and opti-
mal dispersal (Bowler and Benton 2005; Benton and Bowler
2012; Delgado et al. 2014). Moreover, dispersal models gen-
erally do not let the morphological or behavioral character-
istics of organisms evolve, which would consequently cause
movement rules to evolve (Starrfelt and Kokko 2012; Del-
gado et al. 2014; Berner andThibert-Plante 2015). Themodel
we present here avoids these limitations. Moreover, we mod-
eled local population sizes of up to 100 individuals in each of
100 patches exchanging individuals, which should reduce
genetic drift and increase the response to selection. Indeed,
given the great similarity in outcome among the 10 indepen-
dent simulation runs with the same parameter settings (see
figs. 4–6), we conclude that drift has not affected the general
patterns we report here.
To our knowledge, the study by Scheiner (2016) is the only

other study modeling the interaction among evolving plas-
ticity, MHC and genetic differentiation, but with important
differences. First, we focus on the simultaneous evolution and
operation of comparable but distinct mechanisms of adapta-
tion, whereas Scheiner (2016) focuses on how the presence
of habitat choice affects the evolution of plasticity. That study
also categorizes outcomes on the basis of the genetics of fixed
and plastic effects on the phenotypes (i.e., howmuch genetic
differentiation and plasticity is there). For example, popula-
tion differentiation in fixed genetic effects can be caused by
divergent natural selection and the absence of dispersal or
byMHC involving much dispersal. In Scheiner (2016), these
different routes are classified together on the basis of their
identical outcomes, whereas we clearly differentiate them on
the basis of their different underlying mechanisms. We feel
that, when assessing empirical systems, it is important to
make this distinction between cause and effect and to real-
ize that the same pattern may have different causes. Second,
some of the modeling choices made in Scheiner (2016) also
differ from our own. For example, we modeled costs and er-
ror identically for habitat choice and plasticity. Importantly,
individuals compare habitats simultaneously and thereby
can move directionally toward those with better matching
instead of comparing random habitats sequentially: maxi-
mally choosing individuals are therefore much more likely
to leave their natal habitat and find a better matching habi-
tat, thereby equalizing the playing field for plasticity and
habitat choice. In addition, in our model, environments and
genotypes are not ordered linearly but in a circular fashion
(i.e., they are not bounded). This excludes the evolution of
a “jack-of-all-trades,” which is a single generalist genotype
that, on average, performs best across all environments
(i.e., a genotype that is not locally adapted to the current en-
vironment but adapted to afixed range of environments that
it will encounter across time). However, in essence, this dif-
ference is minor, because both in Scheiner (2016) and in our
study, local adaptation by genetic differentiation via natural
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selection is possible (and observed), and plasticity and hab-
itat choice may or may not evolve.

Despite the differences in approach, several important
results are consistent across both studies: (i) high temporal
variation without plasticity or habitat choice leads to popu-
lation extinction, and higher temporal variation favors the
evolution of plasticity or habitat choice; (ii) when there is
more temporal variation, there is more dispersal; (iii) with
a higher dispersal cost, there is less random dispersal; (iv) if
plasticity occurs after the environmental change, then plas-
ticity is the favored solution to environmental change; and
(v) the reliability of environmental assessment is important
to the evolution of habitat choice, just as for plasticity.

The first three similarities could be seen as validations
of the realism of both models. That plasticity is such a dom-
inant outcome, however, is less intuitive. As discussed above,
this may be because MHC is more likely to result in a re-
mainingmismatch due to the discrete nature of available en-
vironments.

The importance of the reliability of environmental cues
is often mentioned as important for the evolution of plas-
ticity (e.g., Tufto 2000; Reed et al. 2010). Our observations
add to this that it is not only the reliability of the cues given
by the environments that matters but also the reliability of
the perception of these cues. Counterintuitively, high per-
ception ability may evolve to prevent plasticity orMHC from
operating when thematch is already very good. The encoun-
tered importance of assessment reliability also leads to the
hypothesis that, in nature, it may be relatively harder to ob-
tain accurate assessments for multiple patches while (briefly)
exploring for MHC than for the single (resident) home patch
for plasticity. We have not modeled this possibility, but if so,
in real systems, this constraint/greater cost may further re-
duce the probability that MHC evolves instead of plasticity.

To what extent the results are influenced by kin-competition
has not been quantified in either study. Kin competition can
be a major driver for the evolution of dispersal (Hamilton and
May 1977) and is able to operate in our model. MHC tends
to bring similar genotypes (including relatives) together again
in the same habitat patches, even if they all left the natal patch,
which might increase kin competition after dispersal. How-
ever, the great number of patches and of individuals per patch
as modeled here will reduce kin competition. It should also
be realized that less temporal variation and the evolution of
plasticity favor residency, which also increases kin compe-
tition. On balance, the exact relevance of kin competition
to these and other results is therefore unknown but is likely
to be small, although it might be interesting to investigate to
what extent kin competition may act as additional costs in
the evolution of plasticity and habitat choice and under which
conditions.

The type of habitat choice modeled here and in Scheiner
(2016) is MHC. Other types of habitat choice that could im-

prove local performance in relation to the phenotype are
habitat choice due to specific preference alleles or due to fa-
miliarity or imprinting. Berner and Thibert-Plante (2015)
highlight that, when investigated in isolation, the specific
mechanism underlying habitat choice can have large effects
on its likelihood to evolve and on its effect to promote adap-
tive population genetic divergence. These different types of
habitat choice may therefore also have different interactions
with plasticity. A next step to further model the simulta-
neous evolution of multiple solutions to single problems
could therefore be to investigate how each type of habitat
choice interacts with plasticity and how they all interact with
each other.

Conclusions

Based on our results and those of Scheiner (2016), we now
have a general idea of when to expect genetic differentia-
tion, plasticity, or MHC to be responsible for increasing the
fit between individual phenotypes and changing environ-
mental conditions in nature. Genetic differentiation via nat-
ural selection on nonplastic phenotypes is the default route
to phenotype-environmentmatchwhen environmental fluc-
tuations are small and costs of plasticity and dispersal are
considerable. However, as environmental heterogeneity in-
creases, plasticity and MHC are favored as long as their
costs are sufficiently small. However, of these two, plastic-
ity is the default evolving mechanism, especially when mis-
match remains after MHC. The evolution of plasticity may
be prevented (i) when there are high costs for any of the traits
required for plasticity, (ii) when the environment changes af-
ter development has already finished, or (iii) when rates of
environmental change are greater than the ability to plasti-
cally alter the phenotype. In those cases, MHC may evolve
as an alternative or additive mechanism for increasing local
performance. The evolution of MHC is in turn problematic
(i) when the costs for the underlying traits (including dis-
persal itself ) are too high, (ii) when it is hard to obtain accu-
rate information on performance in the environments avail-
able (e.g., environments far away, visited briefly, or involving
functional traits whose effect on local performance is hard to
perceive), (iii) when dispersal occurs before environmental
change, (iv) when adaptation is sought for several traits at
the same time (an optimal habitat for several traits less likely
to be found or even exist), or (v) when MHC is otherwise
constrained, such as when environments change quicker
than can be tracked (either for information collection or
for actual movement) or when strong territoriality prevents
free movement. This long list of inhibiting factors for MHC
may explain its apparent rarity in nature relative to plasticity.
But at the same time, it can be used to identify empirical sys-
tems in which plasticity is less likely and MHC should be
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expected, or at least should not be excluded a priori, as is of-
ten done.
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Top, two azure sand grasshoppers (Sphingonotus azurescens) and two distinct natural substrates: one substrate that matches a grasshopper’s
color and therefore provides protective crypsis, and another one that does not. Grasshoppers could increase crypsis by changing their color
(adaptive phenotypic plasticity) or by moving to a suitable substrate (matching habitat choice). Photographs by Pim Edelaar. Bottom, two
sibling tadpoles of the western spadefoot toad (Pelobates cultripes) with widely divergent phenotypes. The tadpole on the left was raised in the
presence of chemical cues from a predatory dragonfly and developed a rounder body, a deeper tail fin, and a more anterior insertion of the
tail than its sibling, which was raised in clean water (plasticity). Bottom photograph by Ivan Gomez-Mestre.
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