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#### Abstract

The Korea standard block cipher, SEED, is a 128 -bit symmetric block cipher with a more complex F function than DES. This paper shows that SEED is vulnerable to two types of side channel attacks, a fault analysis attack and a power analysis attack. The first one is a fault insertion analysis which induces permanent faults on the whole left register of 15 -round. This attack allows one to obtain the secret key by using only two faulty cipher texts for encryption and decryption processing respectively. The second attack is a more realistic differential power analysis. This attack requires about 1000 power traces to find the full secret key. The above two attacks use a reverse property of the F function to obtain secret key, where the reverse property is derived from the our research.
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## 1 Introduction

In September 1996, Boneh et al. announced a new cryptanalytic attack which could affect security of cryptographic modules [6]. They succeeded in breaking the RSA with CRT by using one correct signature and one faulty one. In this attack, hardware faults and errors which occur during the operations of a cryptographic device might leak information about the private key. Lenstra et al. improved this attack by finding two secret prime number using only one faulty signature of a message $[15,19]$. Consequently, many papers have been published concerning the resistance of RSA cryptosystems with CRT to fault attacks [2,

[^0]$26,27]$. Also the fault attack by optical illumination [23] or by spike generator [2] has been reported and is much more feasible and potential for breaking cryptosystems.

In addition, Biham and Shamir have published a paper [4] detailing a fault analysis attack which is applicable to secret key cryptosystems such as Data Encryption Standard (DES). Assuming the same register faults that Boneh et al. considered [6], they showed that DES could be broken. They combined two attack techniques differential cryptanalysis [3] and fault analysis. Dusart et al. showed how DFA (Differential Fault Analysis) works on Advanced Encryption Standard (AES) [9]. They implemented this attack on a PC, then found the full AES-128 key by analyzing less than 50 cipher texts. In 2002, Giraud also presented a paper describing two types of DFA attacks on AES [11] using between 50 and 250 faulty cipher texts.

On the other hand, Kocher et al. [17] firstly introduced power attacks including the simple and differential power analyses (referred to as SPA and DPA, respectively). In SPA, a single power consumption of a cryptographic execution is measured and a trace is analyzed to classify operations which are related to secret information. In DPA, an adversary measures hundreds of power signal traces, divides them into two groups using a classification criterion, and makes a differential computation between the two averaged values. Since the averaging and subtraction of two signal groups results in the amplification of small power differences which occur during the execution of an algorithm. In general, DPA is more powerful than SPA [7,12, 25]. In fact, it has been reported that secret key cryptosystems (AES and DES) as well as public key cryptosystems (RSA and ECC) are vulnerable to DPA [5, 17, 20, 21].

In this paper, we show that the SEED which is a national industrial association standard algorithm in Korea (TTAS.KO-12.0004, 1999) and an international standard candidate for ISO/IEC SC27 CD 18033-3 [14, 18] is vulnerable to both fault attack and power attack. This paper is mostly divided in two parts. In the first part, the SEED is vulnerable to a fault insertion analysis which induces permanent faults on a whole left register of 15 -round. This attack allows us to obtain the secret key by using only two faulty cipher texts for encryption and decryption processing respectively. The first reason having vulnerable property is that F function of SEED is recoverable, that is, if input and output are known, then adversary can find round key. The second reason is that if 1-round and 16round key are known, then he can completely find full secret key. In the second part, the SEED is also vulnerable to a DPA. By using this attack, we can get a output value of a F function of 1-round during a decryption processing. The rest of this attack is similar to fault attack. This paper shows our experimental results of DPA on SEED.

This paper is organized as follows. In section 2, we give a brief overview of SEED. In section 3, we present our fault analysis, including our assumptions and the theory behind the attack. Section 4 shows the DPA method on SEED and our experimental results. Finally in section 5 we briefly discuss the countermeasure against the two types of attack on SEED and make a conclusion.

## 2 SEED Algorithm

The Korea standard block cipher, SEED is a secret key block cipher with a 128bit data block and a 128 -bit secret key. This algorithm has a Feistel structure with 16 rounds and a 128-bit input-output data block. The following notations are used throughout this paper.
$\boxplus$ : addition in modular $2^{32}$
$\boxminus:$ subtraction in modular $2^{32}$
$\oplus$ : bitwise exclusive $\mathrm{OR}(\mathrm{XOR})$
\& : bitwise AND
$\ll n$ : left circular rotation by $n$ bits
$\gg n$ : right circular rotation by $n$ bits
$\|$ : concatenation

### 2.1 Structure of SEED

A input plain text of a 128 -bits is divided into two 64 -bit blocks. The right 64 -bit block $R_{0}$ is an input to the F function with a first 64 -bit round subkey which is generated from the round key generation processing. The output of $F$ function is XORed with the left 64 -bit block $L_{0}$. After 16 round encryption processings, the final 128 -bit output is a cipher text. The overview of SEED structure is shown in Figure 1.


Fig. 1. Structure of SEED.

The F function also has a 64-bit Feistel structure. The input block is divided into two blocks $(C, D)$ and XORed with two 32-bit subkeys $\left(K_{i, 0}, K_{i, 1}\right)$. After mixing subkeys, two blocks are passed through three layers of G function with addition in modular $2^{32}$. The structure of F function is shown in Figure 2.


Fig. 2. The F function.

As shown in Figure 3, the G function used in F function has two security layers. The first layer consists of two S-boxes generated from boolean functions $X^{247}$ and $X^{251}$. Here, S boxes can be represented by two lookup tables. The 32bit input of G function is divided into 4 blocks. Each 8-bit block pass through the $8 \times 8 \mathrm{~S}$-boxes, $S_{2}$ and $S_{1}$. The second layer consists of permutation processing of S-box outputs which is a computation by AND operation with four specific values from $m_{0}$ to $m_{3}$. After XOR processing of expanded 16 blocks, G function generates a final 32-bit output.

$$
\begin{aligned}
& Y_{3}=S_{2}\left(X_{3}\right), Y_{2}=S_{1}\left(X_{2}\right), Y_{1}=S_{2}\left(X_{1}\right), Y_{0}=S_{1}\left(X_{0}\right), \\
& Z_{3}=\left(Y_{0} \& m_{3}\right) \oplus\left(Y_{1} \& m_{0}\right) \oplus\left(Y_{2} \& m_{1}\right) \oplus\left(Y_{3} \& m_{2}\right), \\
& Z_{2}=\left(Y_{0} \& m_{2}\right) \oplus\left(Y_{1} \& m_{3}\right) \oplus\left(Y_{2} \& m_{0}\right) \oplus\left(Y_{3} \& m_{1}\right), \\
& Z_{1}=\left(Y_{0} \& m_{1}\right) \oplus\left(Y_{1} \& m_{2}\right) \oplus\left(Y_{2} \& m_{3}\right) \oplus\left(Y_{3} \& m_{0}\right), \\
& Z_{0}=\left(Y_{0} \& m_{0}\right) \oplus\left(Y_{1} \& m_{1}\right) \oplus\left(Y_{2} \& m_{2}\right) \oplus\left(Y_{3} \& m_{3}\right) .
\end{aligned}
$$

### 2.2 Round Key Generation

The round key generation function uses the $G$ function, addition in modular $2^{32}$, subtraction in modular $2^{32}$, and left (right) circular rotation by 8 bits.


Fig. 3. The G function.

A 128 -bit input key is separated into four 32 -bit blocks $(A, B, C, D)$. The two divided blocks perform addition (or subtraction) in modular $2^{32}$ and subtraction (addition) by the constant $K C_{1}$. The 1 -round keys $K_{1,0}$ and $K_{1,1}$ are generated using final G function operations. After an 8-bit right rotation of the left 64 -bits the second round keys $K_{2,0}$ and $K_{2,1}$ are generated by addition, subtraction by the constant $K C_{2}$, and G functions. The rest of the subkeys are generated in the same way, as shown in Figure 4.

## 3 Fault Analysis Attack on SEED

On a smart card, a fault may be induced in many ways, such as by a power glitch, by a clock pulse, or by radiation from a laser, etc. In this paper, the fault attack assumes that the permanent fault occurs on whole bit of a register. This attack is similar to one of two assumptions made by Biham and Shamir in fault attack for DES [4]. The other fault attack assumption is difficult to apply to our fault attack and is difficult to implement experimentally. One criticism against this second model, a differential fault analysis attack, is that the transient fault attack assumed by Biham and Shamir [4] is not realistic. Therefore, we assume a more practical fault model that will be less controversial. Our fault attack assumes that we can cut a wire or destroy a memory cell in a cryptoprocessor such as a smart card. As a result, the values in affected location can be considered to be permanently fixed. We assume that an adversary can insert these permanent faulty values into some memory cells. Some papers make similar assumptions in their work [1, 4, 22].

### 3.1 Fault Analysis Attack

We assume that SEED is implemented in hardware as 16 unrolled hardware rounds. For this attack, it suffices to destroy all the bits of the LSB of register $L_{15}$


Fig. 4. Round key generation.
or set them to known values. This attack assumes that we can destroy a memory cell in a register or cut a wire. As a result, we consider the memory cells to be fixed to known values. This attack is a pure cipher text only attack, which does not require any information about plain texts. Based upon this assumption, we can find the 16 -round keys, $K_{16,0}$ and $K_{16,1}$. The 16 -round in the implementation of SEED is shown in Figure 5.

Our attack to find out the 16 -round subkeys is composed of 4 steps as follows.

## Step 1

We induce the faults to destroy all the bits of the LSB register $L_{15}$ or set them to known values. In addition, we can see the final output of SEED, $L_{16}$ and $R_{16}$. Therefore, we can find the input and outputs of the F function. In the end, we want to find the 16 -round keys $K_{16,0}$ and $K_{16,1}$ when we know the input and output of the F function.

## Step 2

Given that inputs and outputs in F function of Figure $2\left(C, D, C^{\prime}\right.$, and $\left.D^{\prime}\right)$ are known, we want to find the keys $K_{16,0}$ and $K_{16,1}$. As for the addition in modular $2^{32}$, the inverse operation is subtraction in the same modular. So, based on the assumption that the output of $G$ function is known, if we can find the input of it, we safely say that we can extract the 16 -round keys.


Fig. 5. 16-round of SEED.

## Step 3

Let us attempt to find the inputs of G function given the outputs. In Figure 3 , we denote the 32 -bit inputs as $X_{0}, X_{1}, X_{2}$ and $X_{3}$, and the outputs as $Z_{0}$, $Z_{1}, Z_{2}$ and $Z_{3}$. It is enough to know the inverse values of function S by Sbox tables $S_{1}$ and $S_{2}$. Consequently, the outputs of S-boxes are the result of $S_{2}\left(X_{3}\right)\left\|S_{1}\left(X_{2}\right)\right\| S_{2}\left(X_{1}\right) \| S_{1}\left(X_{0}\right)$. An important point to emphasize is that the least significant bits $Z_{00}, Z_{10}, Z_{20}$ and $Z_{30}$ are determined by 4 bit inputs $S_{20}\left(X_{3}\right)\left\|S_{10}\left(X_{2}\right)\right\| S_{20}\left(X_{1}\right) \| S_{10}\left(X_{0}\right)$. Here, $Z_{i j}$ is a $j$ th bit of $Z_{i}$. By selecting 8 out of 16 inputs combined by $S_{20}\left(X_{3}\right), S_{10}\left(X_{2}\right), S_{20}\left(X_{1}\right)$, and $S_{10}\left(X_{0}\right)$ we can calculate the correct output bit $Z_{00}$. Similarly, by selecting 4 out of 8 inputs to check bit $Z_{00}$, we can calculate the correct output bit $Z_{10}$ and by selecting 2 out of 4 inputs to check $Z_{10}$ bit, we can calculate the correct output bit $Z_{20}$. Finally, by selecting 1 out of 2 inputs to check bit $Z_{20}$, we can calculate the correct output bit $Z_{30}$. As a result, if we know the outputs of the G function, then we can compute its inputs, that is, the G function becomes reversible; there is a reverse computational method to find the inputs for given outputs. We will use the notation $\mathrm{G}^{-1}$ function to represent this inverse computational algorithm for G function.

## Step 4

We know the inverse method for a G function and the addition function in modular $2^{32}$. Therefore, the reverse computation for a F function shown in Figure 2 is possible. Finally, given the input and output of F function, we can find the 16 -round keys, $K_{16,0}$ and $K_{16,1}$.

### 3.2 Secret Key Attack Using Two Round Keys

After fault insertion at 16 -round for encryption of plain text, we can calculate 16 -round keys by using the final cipher text. Additionally, after fault insertion at 16 -round for decryption of the cipher text, we can compute 1-round keys using the final plain text. Note that it is not necessary to use a genuine cipher text as an input. It is sufficient to use random data as an input because an adversary is only interested in the decryption operation.

Now, let us examine how to search the 128-bit secret key given a 1-round and a 16 -round keys. As you see in Figure 4, a 128 -bit input key is divided into four 32 -bit blocks, and then used to generate a 64 -bit round key at each
round. The round key generation algorithm uses four computational operations: circular rotation by 8 bits, addition (subtraction) in modular $2^{32}$ and G function. As has been noted, we can compute inverse values of function G and addition (subtraction) in modular $2^{32}$. Therefore, if we know the 1 -round keys $K_{1,0}$ and $K_{1,1}$ in Figure 4, then we know two temporary values $(A+C)$ and $(B-D)$ as follows.

$$
\begin{aligned}
A+C=G^{-1}\left(K_{1,0}\right)+K C_{1} & =T_{1,0} \\
B-D=G^{-1}\left(K_{1,1}\right)-K C_{1} & =T_{1,1} \\
A_{3}\left\|A_{2}\right\| A_{1}\left\|A_{0}+C_{3}\right\| C_{2}\left\|C_{1}\right\| C_{0} & =T_{1,0} \\
B_{3}\left\|B_{2}\right\| B_{1}\left\|B_{0}-D_{3}\right\| D_{2}\left\|D_{1}\right\| D_{0} & =T_{1,1}
\end{aligned}
$$

Note that the $A$ and $B$ used in 16 -round key generation are the same that were used in 1-round due to 8 right circular rotations by 8 bits. Furthermore, $C$ and $D$ used in the 16 -round key generation are the same that operated by only one right circular rotations by 8 bits for 1 -round $C$ and $D$.

$$
\begin{aligned}
& A+L((C \| D) \gg 8)=G^{-1}\left(K_{16,0}\right)+K C_{16}=T_{16,0} \\
& B-R((C \| D) \gg 8)=G^{-1}\left(K_{16,1}\right)+K C_{16}=T_{16,1} \\
& A_{3}\left\|A_{2}\right\| A_{1}\left\|A_{0}+D_{0}\right\| C_{3}\left\|C_{2}\right\| C_{1}=T_{16,0} \\
& B_{3}\left\|B_{2}\right\| B_{1}\left\|B_{0}-C_{0}\right\| D_{3}\left\|D_{2}\right\| D_{1}=T_{16,1}
\end{aligned}
$$

Here, $L()$ means the extraction of the left 32 bits from 64 bits data and $R()$ means right extraction. In order to compute the secret key, we subtract two equations as follows.

$$
\begin{aligned}
& T_{16,1}-T_{1,1}=D_{3}\left\|D_{2}\right\| D_{1}\left\|D_{0}-C_{0}\right\| D_{3}\left\|D_{2}\right\| D_{1} \\
& T_{1,0}-T_{16,0}=C_{3}\left\|C_{2}\right\| C_{1}\left\|C_{0}-D_{0}\right\| C_{3}\left\|C_{2}\right\| C_{1}
\end{aligned}
$$

As you know, if $C$ and $D$ are known, then $A$ and $B$ can easily be computed. Figure 6 describes the operation to subtract two temporary round keys. As shown in Figure 6 , knowing $T_{16,1}-T_{1,1}$ and $T_{1,0}-T_{16,0}$, we can compute 256 possible secret keys. Now, let $D_{0}$ be a random 8 bit value. Then we can compute $D_{1}$ as $D_{0}-R_{7-0}\left(T_{16,1}-T_{1,1}\right)$ where $R_{7-0}(K)$ denotes the bits from the LSB to the 7 th bit of $K$. Consecutively, we can compute $D_{2}$ from $D_{1}-R_{15-8}\left(T_{16,1}-T_{1,1}\right)$ as follows.

$$
\begin{aligned}
D_{1} & =D_{0}-R_{7-0}\left(T_{16,1}-T_{1,1}\right) \\
D_{2} & =D_{1}-R_{15-8}\left(T_{16,1}-T_{1,1}\right) \\
D_{3} & =D_{2}-R_{23-16}\left(T_{16,1}-T_{1,1}\right) \\
C_{0} & =D_{3}-R_{31-24}\left(T_{16,1}-T_{1,1}\right) \\
C_{1} & =C_{0}-R_{7-0}\left(T_{1,0}-T_{16,0}\right) \\
C_{2} & =C_{1}-R_{15-8}\left(T_{1,0}-T_{16,0}\right) \\
C_{3} & =C_{2}-R_{23-16}\left(T_{1,0}-T_{16,0}\right) \\
D_{0} & =C_{3}-R_{31-24}\left(T_{1,0}-T_{16,0}\right)
\end{aligned}
$$

Note that $D_{0}$ used to compute $D_{1}=\left(D_{0}-R_{7-0}\left(T_{16,1}-T_{1,1}\right)\right)$ is same with the final value $C_{3}-R_{31-24}\left(T_{1,0}-T_{16,0}\right)$. Finally, we can compute $256 C$ and $D$ from $256 D_{0}$. If $256 C$ and $D$ are known, then $256 A$ and $B$ can simply be computed. These 256 secret keys can always generate secret keys which satisfy the relationship between 1 -round and 16 -round keys. The final step to find a complete secret key is to do an exhaustive search of the 256 possible secret keys. Known plain text/cipher text pair (using the fault-inserted cipher text), a computer can find the unique secret key satisfied the text-pair from the 256 possible secret keys by an exhaustive software search. Thus, we can find the full secret key using only two faulty cipher texts, where one is the output for encryption processing, and the other is for decryption processing.

We assume that SEED is implemented as a single round, which is used 16 times. This is an iterated hardware implementation of SEED. In this case we generate a permanent fault in the left-half register, in which all of the bits are permanently fixed. At this point, it doesn't matter whether the value of the lefthalf register is zero or known values. In iterated implementations, we can also apply the proposed attack which can compute the 1 -round and 16 -round keys.


Fig. 6. Differential value between two temporary round keys.

## 4 Power Analysis Attack on SEED

Proposition 1. If both the input and output value of the $F$ function in $i$-round are known, i-round key can be computed using a reverse algorithm of the $F$ function.

DPA is a powerful attack in which an adversary collects a number of power traces from a hardware device as it repeatedly executes a cryptographic operation. In our DPA attack, an adversary must have knowledge of inputs processed by the device. Furthermore the same secret key is used in encryption (decryption) over multiple plain texts (cipher texts).

Our basic implementation of DPA is as follows. Assume that an adversary is able to input two 64 -bit plain texts $R_{0}$ and $L_{0}$, and measures power consumption traces. Now, an adversary would like to attack the 1-round keys $K_{1,0}$ and $K_{1,1}$ as shown in Figure 7. Since the input and output of F function are known, according to Proposition 1, he can extract the 1-round key.


Fig. 7. The DPA attack in 1-round of SEED.

For example, we will find the least significant bit (LSB) of the output of F function at the 1-round. First, the value of the right half input $R_{0}$ is fixed during attack processing. Then, the left half input $L_{0}$ is randomly selected. We use a left input value which sets the LSB of $L_{0}$ to 0 or 1 and then measure the power signal at register $R_{1}$ during encryption processing. Let $T_{i t}$ be a sampled type of the power consumed. The $i$ index corresponds to the $i$ th power signal and $t$ index corresponds to the time of the sample. Given the random $L_{0}$, the $T_{i t}$ are split into two sets according to the LSB of $L_{0}$ as follows.

$$
\begin{aligned}
& T_{0}=\left\{T_{i t} \mid \text { LSB of } L_{0}=0\right\} \\
& T_{1}=\left\{T_{i t} \mid \text { LSB of } L_{0}=1\right\}
\end{aligned}
$$

Let $T_{0}$ be the set of measured traces where LSB is 0 and $T_{1}$, the set where LSB is 1 . Both $T_{0}$ and $T_{1}$ will contain the same number of traces. Then we compute the average of the partitioning traces as follows:

$$
\begin{aligned}
& A_{0}[t]=\frac{1}{\left|T_{0}\right|} \sum_{T_{i t} \in T_{0}} T_{i t} \\
& A_{1}[t]=\frac{1}{\left|T_{1}\right|} \sum_{T_{i t} \in T_{1}} T_{i t}
\end{aligned}
$$

Here, the number of measurements in a trace, $N=\left|T_{0}\right|=\left|T_{1}\right|$, depends on sampling rate and memory capacity. The differential trace of $A_{0}(t)$ and $A_{1}(t)$ is defined for $t=1, \ldots, m$ as:

$$
\begin{gathered}
\triangle[t]=A_{1}[t]-A_{0}[t] \\
\lim _{N \rightarrow \infty} \triangle[t]=A_{1}[t]-A_{0}[t]= \begin{cases}0 & \text { if } t \neq t^{*} \\
\varepsilon & \text { if } t=t^{*}\end{cases}
\end{gathered}
$$

Assume that the register $R_{1}$ is stored at time $t^{*}$ and $t$ is equal to $t^{*}$. If the expected difference of power traces has a positive peak, $\varepsilon>0$, then the LSB of F function of the 1-round is 0 because the storing power consumption for bit " 1 " is more than for bit " 0 ". Similarly, if the difference between power traces has a


Fig. 8. Single power trace of an XOR operation which is $L_{0} \oplus 64$-bit of F function.
negative peak $\varepsilon<0$, then the LSB of F function of the 1-round is 1 . So, we can find the LSB bit of the output of F function at the 1-round. In addition, when $t$ is not equal to $t^{*}$, the power dissipation is independent of the LSB because the smart card is manipulating bits other than the LSB.

We show that SEED is vulnerable to our DPA by an experimental result. Our experiment was made on the 1-round implementation of SEED. Figure 8 shows a single power trace of an XOR operation to find the output of F function. Figure 9 illustrates the average difference between $A_{0}(t)$ and $A_{1}(t)$, in which we know whether the LSB of F function of the 1-round is 0 or 1. The signals in Figure 9 were obtained by averaging 5000 random power traces to observe a clear view of peak, but we have also been able to mount this attack with only 1000 power traces.

In our example, we have only discussed finding the LSB of F function at the 1-round. However, by a similar partition method to other bit using above measured traces, an adversary can steal all the bits of $F$ function of the 1-round. As an above result and Proposition 1, we can extract the 1-round key.

As mentioned above, if the 1-round key is vulnerable to DPA during the encryption processing, then the 16 -round key can also be revealed during decryption. Therefore, an adversary can be compute a complete secret key from the 1 -round and 16 -round keys. The rest of this attack is similar to the fault attack described in section 3.2.

## 5 A Remark on Countermeasures and Conclusion

In this paper, we have shown that SEED is vulnerable to both a fault attack and a power attack. The basic assumption of the two attacks is that we can induce the


Fig. 9. Differential power traces. In the case (a), a negative peak is observed since the LSB bit of F function is 1 , while in the case (b), a positive peak is observed since the LSB bit of F function is 0 . We can make a decision about the threshold value by many experiments.
output values of F function through the side channel attack techniques. Since F function of SEED is recoverable if input and output are known, this assumption is quite reasonable and realistic. To achieve the real attack, we demonstrated
by power analysis experiment described in section 4 . Our attacks is applicable to other block ciphers with Feistel structure. Furthermore, if target cipher has a recoverable properties for F function under our assumption, the round key is easily extracted by an adversary. Unfortunately, the SEED has a weakness to leak the full secret key by analyzing with only two round keys.

Countermeasures for resisting the fault insertion attacks can be implemented using both hardware [16] and software methods to detect any intrusions by external voltage variations, external clock variations, and physical fault induction attack. To defeat the power analysis, a power signal reduction technique, a selftimed dual-rail method, a sense amplifier based logic, a non-deterministic processor, etc., are needed $[8,10,13,24]$. Implementers need to consider these side channel attacks when designing secure smart card systems. It is also important to prove the validity of some countermeasures not given in this paper.
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