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Abstract

A signal detection method for delta-coded speech is
presented which exploits the redundancy. of. the source to
reduce the error rate due to additive Gaussian noise in
the channel. The method implements a Bayes' strategy. with:
dual decision boundaries selected by a 6th-order digital
predictor. Fixed decision boundary pairs are established -
which are appropriate for a wide range of input s.n.r.

This easily implemented technique is shown to result in an
error rate reduction of about 407 in coherent antipodal

and coherent and noncoherent orthogonal communications.



List of symbols

0. = component error probability
b = detector bias level
B, = detected nth binary signal element
R = component error probability
A = quantization interval
Ep = binary prediction of nth signal element
E[ ] = expected value of variant
8; = signal transmitted for symbol i
I, = zero-order modified Bessel function of the first kind
K = decision threshold
A = likelihood ratio
M = mean signal power
p = difference between expected values of x. for 6, and 6,
v = argument of modified Bessel function
Pg = predictor success probability
Pr = total error probability
Prg = fixed bias error probability
Pty = variable bias error probability
p = signal set cross-correlation coefficient
SNR; = received signal average signal-to-noise ratio
0 = r.m.s. channel noise level
O. = standard deviation of conditional distribution of correlator
output at end of integration period
T = signal element interval
X = received signal
X. = correlator output at end of integration period
xq = decision boundary for coherent signalling

X4y = decision boundary for noncoherent signalling

Xp = envelope detector output signal
Abbreviations
a.g.c. = automatic gain control
AM = delta modulation
f.m. = frequency modulation
f.s.k. = frequency shift keying
s.n.r. = signal-to-noise ratio



1 Introduction

The optimal fixed-structure predictors for speech encoded by

(1)

delta modulation have been determined for Markov process approximations
to the source of order 1 to 7. Their performance has been evaluated with
a view to implementing the classical channel encoder operation of
reduction of the 'natural' source redundancy by predictive coding(z),
followed by the addition of 'artificial' redundancy in the form of the

check digits of an error-correcting code.

As an alternative application, it is interesting to consider
exploiting the a priori information made available by such a predictor at
a receiver to optimise the signal detection of a normal AM message.

While the performance gains attainable in this way are less than when
channel encoding is implemented, the method can be very simply applied to
existing delta-coded speech circuits such as troposcatter 1inks(3) to
secure an error rate reduction without any change of the coding and

transmission procedure.

(4)

A AM receiver improvement has been proposed by Tanaka et al , who
show that for a sine wave signal an error rate reduction is achieved if
the channel signal is replaced by a simple l-element prediction (the
complement of the preceding element) when the former is in the vicinity of
the detector decision threshold. In this paper, a receiver structure is
presented which employs selection of the decision threshold itself by a

6-element predictor to achieve optimal (minimum error probability)

detection of speech messages.

2 Optimal receiver structure

For a AM receiver performing bit-by-bit detection of signal
elements from channel signals impaired by additive Gaussian noise, a
Bayes' strategy of minimizing the average risk is appropriate. Equal costs
may reasonably be assigned to the errors occurring when the received

signal x is judged to have been caused by transmitted signal 6, or 0,
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Optimal coherent receiver structure (pulse transmission case)




when the reverse is true, and the threshold K with which the likelihood

ratio

A = p(x|8,)

p(x|6,)
(D
is to be compared is then simply
_ p(8)
K = —_—
p(6)
(2)
Since in this case the total probability of error is minimized, the
strategy is also that of Siegert's 'ideal observer'(6).
In a typical coherent discrete communication System,fthe signals
B89, 6;, with cross-corxelation coefficient p, are either orthogonal
(p =0) or antipodal (p = -1). Their replicas, eiﬁher locally. generated .

or stored as the impulse responses df:two ﬁetched filters*,“are cross-
correlated 1n _the Bayes recelver structure w1th the signal dellvered by
tﬂehehennel. To the dlfference xc between the correlator outputs at the
end of each signal element interval T is added the negatlve of a bias
level b corresponding to the Bayes' test decision boundary and the sum is

limited and sampled to generate the detector output sequence.

Fig. 1 indicates this structure for the p = 0 case of on - off
pulse transmission, in which case only one correlator is required as
signal 6, = 0, and the probability density distributions p(xc|61), i=0,1,

are shown in Fig.2.

By considering average signal power M (i.e. 'mark' power = 2M), the
performance evaluation applies equally for the case of equi-energy
orthogonal signalling (e.g. coherent f.s.k.) in which a second correlator
is required for 8, and the distributions for x. are translated for

symmetry about the origin.,

* For white noise, the filters have impulse responses of the form of the

signals 0y, 6;, run backwards in time from t = T.
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Signal probability density distributions
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E[xc] for 0, transmitted is then

pozo2mlep) (3)

and for channel noise power 02 the conditional distributions, which
P

remain Gaussian because of the linearity of the correlation detector,

. = 04/2M(1-p) . “

have standard deviation

3 Decision boundary loci

From (1) and (2), the decision boundary xgq is found by setting

1 [__ (x4 - /“)z:I
pOale) _ fzma &Pl 2
(x| 8 1 _ X
P dl J—ZYO:: CXP[ decz ]

- op B (- &)

K = A(x—d) =

from which
2
'/;.— + %)ogeK
(6)

By means of a AM signal processor, state transition probability
matrices for Markov process approximations to AM speech have been
generated, and a representative example is shown in Table 1. The
processor, which is implemented with a hybrid configuration of dual
analog computers interfaced to a digital minicomputer, operates on real
speech messages which have been scaled in frequency by an f.m. magnetic
tape system. The vector state of the source at any time is defined by a
finite number of the symbols which have been generated prior to that
time. The operand and transform states are concisely identified in
Table 1 by the corresponding octal numbefs, while the conditional

probabilities are decimal fractions. For an unconstrained random signal



Table 1

4TH - ORDER TRANSITION PROBABILITY MATRIX FOR DELTA - CODED SPEECH

Sampling frequenéy = 96 kHz - Pk - pk message ampiitude = 128A

‘v 00 01 02 03 04 05 06 07 10 11 12 13 14 15 16 17
00 [0.895 0 0o O O 0O O 0 0.468 0 O 0O O O O O
or 0.105 0 o o ©o o0 O 00520 0 0 0 0 0 0
02 0 00963 0 0 O O 0 0 O .965 o 0 0 0 0 0
03 0 0,03 0 O O O O 0 00035 0 O0 0 -0 0 O
04 O 00437 0 0 ©0 O 0O O 0 0077 0 0 0 0 0
05 © 0 0530 0 0 0 0 0 00930 ‘0 0 0 0
06 0 0 0 0.832 0 0 0 0 o0 0 00830 0 0 o0
07 O O ©O0 0.168 0 0O O O O O ©0 0.183Z 0 0 0 O
10 O 0 ©0 00198 0 0 0 0 0 O 0 0.149 0 0 0
11 o o O 0 0.802 0 O O O O O O 0.81 0 0 0
12 o 0o o0 ©0 009230 0 0 0 0 0 0 0.579 0 0
13 o o O O0 00070 O O O O O O 0.421 0 O
14 o o o0 o0 O0 0003 0O O O O O O 0 0.037 O
15 o o O 0 O 0 0.96¢4 0 O 0O 0 O O 0 0.963 0
16 o 0 ©0 0 ©0 0 005230 0 0 0 0 0 0 0.09
17 6o 0 ©0 0 0. 0 0 0.477 0 ‘ o 0 ©O0 O 0 0 0.906




source, each operand state column vector of the matrix contains two
non-zero elements of value 0.5, while the greater and lesser transition
probabilities recorded fdrfAM speech messages reflect -the redundancy of
these signal sequences.
On the Basds of 'such‘a charhcterisation of the message source, it
is p0331b1e to process gqups of past detector output elements’ to. k
generate predlctlons ;(60), (64) for the following 6;. Using this
add1t10na1 a pmlorl 1nformat1on, the detector bias level can be switched
so.that - the‘decr31on_boundarx locatlpn*for each element corresponds to

comparison of the likelihood ratio with the optimal threshold.

From (3), (4) and (6), the normallsed boundary 1ocat10n for the

orthogonal case is given by

M 2 2 SNR SNK 03 P 9)
| )
in:which the input -average signal—to-no}se,ratlo '
SNR, = -
et (8)

>

and decision boundary loci for a range of ﬁ(eo)*and SNR{ are given

in Fig. 3.

To simplify the implementation, we can consider the use of a
predictor which makes only a binary estimate E, of the more probable

nth symbol. For example, a 6th-order predictor with average success

probability Pg =.0.898 is defined(l) by : : . e “

E, = Bn—6'Bn—5’Bn-4.Bn—2 +1Bn—4'Bn-1 + Bn—ZiBn-l'KBn-3+Bn-5)
*+ By Byo37(Byo*By_s) + By 3By 5By (Byg+Byos) (9

in which the order of reception of the binary digits is ...Bj_9, By-15 Bp...

In this case the bias level is switched between values

b A ) —— . |
Jx 2 — 25NR; 361'% (10)
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with sign + or - according as a 0 or 1 symbol is predicted. The bias
characteristics for Pg = 0.898 are shown in Fig. 4, in which the
apparent rather critical dependence of the optimum levels on SNRj is

removed by considerations which follow.

4 Error rates

For transmitted signal 6,, signal detection errors occur when

Xo > X4, which occurs with probability

-/ 1 _ Xe
x P (% J2n O, e"l"( 2 df) dx,
Xy ) (9

M 1
.E(, + SNK ,03 P(Q‘

1)
_ JSNR; ] p(6,)
[ ’-"J((""—"Z + T ] 3 P(ev)) (1)

—-—
—

1
2

While for 6,, error probability

. - ol WENRL 1 P(6,)
B ==l eff(“z 24/5NR; )°ﬂe p(e,))

- (12)

The total error probability is then

Pr = plB)x + p(8)pB

(13)
For the case of fixed bias detection of a AM signal with
p(8y)/p(B8,) =1, (13) becomes

SNR{
Prg = erJf—( )

(14)
which is shown in Fig. 5, together with the corresponding error
characteristic for 6 antipodal (p = -1 in (3) and subsequently).

Employing bias switching by (10), the total error probability
becomnes
N
Ry = 2|1 -Rerf[ = +(B-1)erf (5NR; log —2
Tv 2 e 2 ZJSNK;, je]-PS (15)
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For the 6th-order prediétpf, Pg is a function of the data error rate
which has been dktermined(l). éBy a set of igerations for a range of
channel SNRj, bias levels and data error rates are computéé from these
data by (10) and (15) and the results are shown in Figs. 4 and 5. The
use of bias switching is found to result in a lowergeérpr raté in
detection for all values of SNRj. B

The effect of the degradation of’ PS at low SNR; is to make the

normallsed decision boundary locatlons near constant, and detector bias

switching between levels

/% - . 0.34, 0.66 E =1, 0

L (16)
is found to be near optimal“for a wide range of SNRj. With these levels,
an error rate reductlon of 39 = 437 reSults over the typlcal range in the

cése of both orthogonal and ant1poda1 51gna111ng.

S
.

5 Noncohérééf signalling =~ 3 r
. h | {’

In $oméf&igital communicafions situations noncohereﬁt signalling
is dictated by equipment instabilities or transmission path fluctuations.
The optimal signal set is then restricted to an orthogonal pair, and
typically on - off transmitter modulation is employed, while at the
receiver Eépd-pass filtefing and envelope detection of the pulsed carrier.
is effécqed prior to thé threshold comparator. '

“

The probablllty den31ty dlstrlbutlon for the envelope detector

 ,

o@tpqt x, for a signal in noise has been studied by Rice

- 3 LT p-(:;»fm)

-

(17)

while

(18)

PRSI
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Hence for the Bayes' criterion decision boundary xg4p,

(8o)
I(/_ ® VINR;) exp(-SNR) - ,’:—(93

(19)
from which xqn/0 for switched bias detection may be determined by
iterative solution of the approximation
exp(V) 1 q 1+ (2P -1)
A1+ g5 + ) = exp (SNR,
2ny (l 8V 2(31’)‘) 1+ (1 -2P) P(one) (20)

in which v is the argument of the zero-order modified Bessel function
of the first kind in (19) and signs + or - apply for prediction

= 0 or 1 as before.

The conditional probabilities are then

o0

Xn dx, | 1 %Xdn
S exp( 25) S P Z( ) (21)

n

R
]

Xy

y

and

Xgn,

CH “I(«/— m>exp (26"+5NK> _C%?‘_r_\

..

(22)

in the computation of which the approximation I,(v) = exp(-v?/4)
may be used for the range of integration resulting in v < 1 and the
expansion of (20) for the remainder. (Both approximations incur an

exrror of about 27 at v = 1).

For decision boundary iterative solutions of (20) for trial values
of Py, total error probabilities are computed from (21) and (22). These
are used to revise the estimates by the known degradation of Py with error
rate, and by the repetitive application of this procedure the error
characteristic for noncoherent signalling shown in Fig. 5 is determined.
The improvement is found to approach the performance attainable by

coherent reception of the same transmitted signals, with less complexity



_16_

than that necessary for a phase-locked demodulator and without imposing

the equipment and path stability requirements of the latter.

E[%nleq in the noncoherent case is

P o= d\/"‘ exp(- 3—) (1+ 9Nk T (s”g) + SNR; I (5"?"‘(‘> ’

(23)

and when the optimal x4, are normalised to this level it is again
~.found that the decision boundary locations are not a sensitive function
of SNR;j, and remain close to
b _ 5 o "
< - O‘ O, 0'7' E = 1, O
M
(24)

over the typical range. Unlike those of (16), the bias levels are not
symmetric about HU/2 because the Rayleigh distribution of the detector
output for 6, -has non-zero mean. To maintain minimum error probability
reception during received signal strengtﬁ_fluctuations, the levels may
4readily be tapped in the ratios (24) from a potential divider chain
across which the mean detector output for 8; is developed by conventional

gated a.g.c. methods.
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