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Abstract 
 

Clustering process is an essential part of the image processing. Its aim to group the data according to having the same attributes or 

similarities of the images. Consequently, determining the number of the optimum clusters or the best (well-clustered) for the image in 

different color models is very crucial. This is because the cluster validation is fundamental in the process of clustering and it reflects 

the split between clusters. In this study, the k-means algorithm was used on three colors model: CIE Lab, RGB and HSV and the 

clustering process made up to k clusters. Next, the Silhouette Index (SI) is used to the cluster validation process, and this value is range 

between 0 to 1 and the greater value of SI illustrates the best of cluster separation. The results from several experiments show that the 

best cluster separation occurs when k=2 and the value of average SI is inversely proportional to the number of k cluster for all color 

model. The result shows in HSV color model the average SI decreased 14.11% from k = 2 to k = 8, 11.1% in HSV color model and 

16.7% in CIE Lab color model. Comparisons are also made for the three color models and generally the best cluster separation is found 

within HSV, followed by the RGB and CIE Lab color models. 
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1. Introduction 

Clustering is a common technique used to group data based on com-

mon patterns or similarities. Many clustering algorithms have 

emerged, and each algorithm is slightly different from each other in 

terms of input to the algorithm. For example, clusters can be mod-

eled using distance, density or statistical distributions. 

There are many approaches to clustering largely attributed to fields 

such as image analysis, bioinformatics, psychology, computer se-

curity and one of them is K-Means [1]. K-means is a typical clus-

tering algorithm and of unsupervised method [2]. It is commonly 

used to determine the natural grouping of pixels in an image [3-4]. 

This algorithm is interesting in that its implementation is quite 

straightforward and generally get executed very fast [3]. It is also 

one of the simplest and effective ways used in solving clustering 

problems [5]. 

Despite all that, the process of clustering an image using a specific 

algorithm raises a question of whether the number of clusters ob-

tained is optimal or most appropriate or well-clustered to the image 

[1]. In fact, this has triggered an invitation to another two funda-

mental issues. First, different algorithms or configurations of the 

same algorithm produce different cluster or partition, and none of 

them appears to be the best in all situations [6]. Another issue is 

many clustering algorithms cannot determine the best number of 

clusters for a given data and be used for future process [1]. Conse-

quently, in [6], at the initial stage of the clustering process, it must 

be supplied with the information, frequently known as the k param-

eters. Further on, all the clusters are evaluated to find and select the 

clusters that best fit the image. 

Many studies for image clustering based on K-means were con-

ducted by researchers for many years. For example, clustering was 

used to enhance the accuracy of skin detection [7]. Therein, K-

means clustering algorithm was used to cluster the image into 3 

clusters after using explicit rules. One of the three clusters contains 

skin regions, and the other two contain the background and the 

edges of the skin regions. However, the authors did not explain how 

their algorithm can select the cluster that represents the skin area 

which is a major issue of this algorithm.   

Another algorithm exploited K-means clustering for skin detection 

was proposed by [8]. In their algorithm, the image was first con-

verted into CIE Lab color space and then the image pixels are seg-

mented into three clusters based on a and b channels. Supposing 

one of the clusters will contain most of the skin pixels, the centroids 

of the three clusters are used to train an (Artificial Neural Network) 

ANN. The objective of the ANN is to detect which cluster has the 

probability to contain skin. Similar to [7], this study does not inform 

how the numbers of clusters selected are the most optimal or fit to 

the data. 

The research in [9], the authors proposed a new clustering method 

for the white blood cells from microscopic images. The method is 

based on the K-means clustering algorithm. The RGB test images 

are converted to the CIE Lab color space and then the two color 

components (a and b channels) are used as features to the K-means 

clustering algorithm. The proposed method was tested and evalu-

ated using blood cell images from publicly available dataset. Like-

wise to [7, 10], the number of best clusters that is fit for data was 

not disclosed. 

The process of estimating how well the clusters distribution fit the 

structure underlying the image is known as cluster validation [6]. In 

other words, the cluster validity problem involves determining the 
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optimal number of clusters which can be approximated by several 

different techniques [11-12]. There are many techniques that can be 

used for cluster validation such as Silhouette index, Dun index, Ca-

linski-Harabasz, Gamma Index, C-Index, Davies-Bouldin, Graph 

theory based on Dunn and Davies-Bouldin, Generalized Dunn In-

dex, CS Index, Score Function, Symmetry Index, Point Symmetry 

Distance-based index, COP index, SV-Index and OS-Index [n]. All 

these techniques rely upon cohesion (within or intra-variance of 

cluster) and separation (between or inter-intra-variance of cluster) 

and form the basis to clusters optimum [1, 6].  

2. Image database  

Image database used for this research was taken from the group of 

Professor Wang researchers from Pennsylvania State University. 

The database is a subset of the Corel database and is downloadable 

from the Internet site (http://www.wang.ist.psu/edu). The database 

contains 1000 color images that are categorized into 10 groups. 

Each group consists of 100 images and it size is either 384 x 256 or 

256 x 384 pixels. The semantic name for the group's image is Afri-

can People and Village, Beach, Building, Buses, Dinosaurs, Ele-

phants, Flowers, Horses, Mountain and Glacier and Food. Example 

images are presented in Figure 1. 

 

 
 

Fig. 1: An example of an images database 

3. Filtering image 

A filtering process which is also referred to as smoothing is used 

for reducing the noise to improve the quality of the image. For this 

purpose, the median filter is used because this filtering is perform-

ing better than the average filtering in the sense of removing im-

pulse noise [13-15]. Algorithm 1 performs the median filtering pro-

cess [14, 16]: 

Algorithm 1: Image filtering using median filter 

1 Begin 

2     Read the image and display it. 

3         Add noise to it (For example image A) 

4         For every pixel of image, n x n  

           (eg. 3 x 3, 5 x 5) neighborhoods with the pixel   

            (i,j)  and consider as a center.  

5         Sort the intensity values of the pixels in the 

           n x n neighborhoods into ascending order 

6         The value of the pixel (i,j) is replaced by the  

           Median of the pixel values in the n x n     

           neighborhood. 

7         Repeat the above process until all pixels of the  

           Image calculated 

8     Display and save the results. 

9 End 

4. Image clustering by K-means 

K-Means clustering, partitions the input image into k clusters [9, 
17]. Each cluster is represented by an adaptively changing center 

which is also called cluster center, starting from some initial values 
named seed-points. This cluster computes the distances between the 
input image and centers of image and assigns the input data to the 
nearest center. Clustering algorithm assumes that a vector space is 
formed from the data features and tries to identify natural clustering 
in them. The object are clustered around the centroids 𝜇𝑖  , ∀𝑖  = 
1 …k which are computed by minimizing the following objective 
function: 
 

V = ∑ ∑ (𝑥𝑗 − 𝜇𝑖)2𝑥𝑗∈ 𝑆𝑖𝑘𝑖=1                                           (1) 
 

where k is the number of clusters, i.e 𝑆𝑖, i=1, 2, 3…, k and 𝜇𝑖  is the 
centroid of all points 𝑥𝑗 ∈ 𝑆𝑗. In this research, the algorithm K-
means requires a color image as input. The algorithm of K-means 
clustering is given as follows [3, 17]. 

Algorithm 2: K-means clustering 

1 Begin 

2      Read an image 

3      Compute the distribution of the intensity  
        values (of the image). 
4      Using k random intensities initialize the 

        centroids. 
5      Repeat the step 5 until the labels of the    
        cluster does not change anymore. 
6      Cluster the image points based on the  
        distance of their intensity values from the   
        centroid intensity values, 𝑐(𝑖).  
 

        𝑐(𝑖) := arg min  ‖𝑥(𝑖) − 𝜇𝑗‖2                                         (2)
  

 7     Compute new centroid for each cluster, 𝜇𝑖 . 
 

        𝜇𝑖  := 
∑ 1{𝑐(𝑖)=𝑗}𝑥𝑖𝑚𝑖=1∑ 1{𝑐(𝑖)=𝑗}𝑚𝑖=1                                          (3) 

 

        where k is the number of clusters, i iterates   
        over all the intensity values, j iterates over    
        all the centroids (for each cluster) and 𝜇𝑖     
        is the centroid intensities. 
8 End 

 

Example results of K-Means clustering are presented in Figure 3. 

5. Cluster validation 

The aim of clustering process is to determine the number of clusters 

and the measurement to evaluate the quality of the clusters has been 

the main purpose of cluster validation [18]. Clustering validation 

evaluates the goodness of clustering results [19] and it is one of the 

major concerns and essentially important to the success of cluster-

ing applications [20]. 

Two measurement criteria have been proposed for evaluating and 

selecting an optimal clustering algorithm [21]. The criteria are com-

pactness and separation. The compactness ensures the member of 

the cluster to be as close to each other as possible and the variance 

is the common value used for compactness. Meanwhile, the separa-

tion requires the clusters to be separated as distant as possible 

among themselves. There are three common approaches to measur-

ing the distance between two different clusters. Firstly, compute the 

distance between the closest members of the clusters, followed by 

the distance between the most distant members and finally, the dis-

tance between centers of the clusters. This measurement has been 

widely used due to its computational efficiency and effectiveness 

for hyper sphere shaped clusters [22]. 
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6.  Silhouette index 

In this paper, the Silhouette Index (SI) is used for cluster validation 
because this technique is one of the well-known techniques [23-24]. 
Based on [1, 4], this index was found to be one of the best perform-
ing measurement in their research. It is capable of pointing out 
which objects were placed well within their cluster and which ones 
are merely somewhere in between clusters. 
To calculate SI, it is based on the partition (resulting from the 

cluster process) and the collection of all proximities between ob-
jects [25]. Figure 2 showed an example how to calculate SI. 
 

 
 

Fig. 2: Diagram to computer the SI 
 

For example, in Figure 2, there are 2 clusters and represented 

as cluster A and cluster C. These contain their own objects / 

pixels. In cluster A, take one object and label as i and calculate 

a(i); 

a(i)= average dissimilarity i to all other objects of A.   
This is an average length of all lines within A. Consider any cluster, 
for example cluster C and this cluster is different from A and then 
compute d(i,C), which indicates the average length of all lines going 
from i (in cluster A) to C.  
d(i,C)= average dissimilarity of i to all objects/pixels of C. 
Calculate all values d(i,C). Cluster A and cluster C are two different 
clusters (C≠ A) and select the smallest of those number and denote 
it by: 
b(i) = minimum d(i,C), C≠ A.  
The value of SI(i) is obtained by combining a(i) and b(i) as in (4): 
 

SI(i) = {  
  1 − 𝑎(𝑖)𝑏(𝑖)    𝑖𝑓  𝑎(𝑖) < 𝑏(𝑖)0                 𝑖𝑓  𝑎(𝑖) = 𝑏(𝑖)𝑏(𝑖)𝑎(𝑖) − 1      𝑖𝑓 𝑎(𝑖) > 𝑏(𝑖)}  

  
                                       (4)

   

and summarized as in (5): 
  

SI(i) = 
𝑏(𝑖)−𝑎(𝑖)max{𝑎(𝑖)−𝑏(𝑖)}                                         (5) 

 

Further observation, the value of mean SI (i) can be interpreted as 

follows [24]; Excellent Split is in the range of 0.71-1.00, Reasona-

ble Split is in the range of 0.51-0.70, Weak Split is in the range of 

0.26-0.5 and below this value in category Bad Split. 

7. Results and discussion 

The K-means clustering algorithm and cluster validation are 
implemented as per the discussion above. The experiments, firstly 
performed in HSV, followed by RGB and CIE Lab color models. 
Furthermore, the discussion is based on the number of clusters and 
SI values for each cluster in the color models. Figure 3 shows an 
example results of K-means clustering and its respective centroid 
based on the value of k. In this example, the value of k = 5. Figure 
4 shows an example graph of SI, for k = 4 in HSV color model. 
 

 
 

Fig. 3: An examples image for k = 5 clusters and their centroids 

 

 
 

Fig. 4: The SI graph for image id = 301.jpg in HSV color model 

7.1. K-means clustering image in RGB color model 

The first section, describes the results for the clustering images in 
RGB color model and is shown in Table 1. The result shows the k = 
2 contributes to the highest of average SI compare to others cluster. 
It indicates the excellent split of the clusters occur where k = 2.  

7.2. K-means clustering image in HSV color  model 

This section, discuss image clustering in HSV color model and the 
result potray in Table 2. The result shown the k = 2 is the highest of 
average SI compare to others cluster. According the result, it show 
the excellent split of the clusters when k = 2 compare the others.  

7.3. K-means clustering image in CIE LAB color model 

Clustering image in CIE Lab color model is discussed in this 
secction and the result is represented in Table 3. The k = 2 shows 
the highest value of average SI. It can concluded that the split of 
cluster is excellent when k = 2. 

7.4. Comparison the average SI of clustering in RGB, 
CIE LAB and HSV color model 

Figure 5 illustrates a comparison of the average SI for each cluster 
in a different color space. It is noticed that the average SI of the 
cluster k = 2 is better in CIE Lab compare to others color space, in 
the range of 11.61%. Starting from cluster k = 3 to 8, the highest 
average SI i found in HSV, followed by RGB and CIE Lab. For ex-
ample in cluster number 3, the highest average SI is in HSV, fol-
lowed by RGB and CIE Lab and the range between the highest and 
the lowest is between 4.5%. 
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Fig. 5: Comparison average SI for each cluster in difference color model 

 
Table 1: The SI of each cluster in RGB color model 

 
Number 

 

ID  

Image 

SI 

k = 2 k = 3 k =  4 k =  5 k =  6 k =  7 k =  8 

1 1.jpg 0.7154 0.6929 0.6788 0.6414 0.5969 0.5833 0.5612 

2 101.jpg 0.8685 0.7018 0.7043 0.587 0.6735 0.6564 0.6779 

3 201.jpg 0.8900 0.8459 0.8261 0.7637 0.7637 0.7466 0.7441 

4 301.jpg 0.8881 0.7938 0.7772 0.7549 0.7262 0.6988 0.6780 

5 401.jpg 0.9227 0.9214 0.9208 0.9143 0.7295 0.8775 0.7833 

6 501.jpg 0.6809 0.6531 0.6397 0.6212 0.5770 0.5939 0.5976 

7 601.jpg 0.7095 0.6848 0.6189 0.6105 0.6082 0.6207 0.6019 

8 701.jpg 0.6618 0.7216 0.6364 0.6277 0.5746 0.5248 0.5488 

9 801.jpg 0.8213 0.7670 0.7528 0.7154 0.683 0.6517 0.6405 

10 901.jpg 0.7044 0.7048 0.7062 0.7053 0.6491 0.6379 0.6173 

Average SI 0.7863 0.7487 0.7261 0.6941 0.6582 0.6592 0.6451 

 
Table 2: The SI of each cluster in HSV color model 

 
Number 

 

ID 

Image 

SI 

k = 2 k = 3 k =  4 k =  5 k = 6 k =  7 k =  8 

1 1.jpg 0.5737 0.5507 0.5137 0.5634 0.5582 0.5622 0.5691 

2 101.jpg 0.7662 0.6895 0.6534 0.6899 0.7183 0.7248 0.7079 

3 201.jpg 0.7413 0.7979 0.6717 0.6092 0.6495 0.6204 0.5856 

4 301.jpg 0.6762 0.7558 0.7248 0.6704 0.6734 0.6600 0.6285 

5 401.jpg 0.9074 0.8557 0.8788 0.4200 0.2951 0.3558 0.3201 

6 501.jpg 0.6264 0.6551 0.5427 0.5419 0.5848 0.5557 0.5619 

7 601.jpg 0.6576 0.6858 0.6220 0.5699 0.5798 0.5809 0.5571 

8 701.jpg 0.502 0.4772 0.566 0.5452 0.5174 0.5059 0.5204 

9 801.jpg 0.6576 0.6266 0.7253 0.6742 0.6240 0.6456 0.6212 

10 901.jpg 0.6431 0.5957 0.5893 0.5957 0.5805 0.5787 0.5752 

Average SI 0.6751 0.6690 0.6488 0.5879 0.5781 0.5790 0.5647 

 
Table 3: The SI of each cluster in CIE Lab color model 

 
Number 

 

ID 

Image 

SI 

k = 2 k = 3 k =  4 k =  5 k =  6 k =  7 k =  8 

1 1.jpg 0.7094 0.5306 0.5679 0.6307 0.6338 0.6392 0.5487 

2 101.jpg 0.8713 0.8633 0.8171 0.7933 0.5858 0.7534 0.7681 

3 201.jpg 0.8162 0.7499 0.7811 0.66 0.6432 0.5221 0.5248 

4 301.jpg 0.8964 0.7811 0.6652 0.7199 0.6602 0.6277 0.6275 

5 401.jpg 0.8913 0.8201 0.8405 0.8306 0.8211 0.8113 0.7921 

6 501.jpg 0.6890 0.6855 0.6588 0.631 0.5979 0.6167 0.6399 

7 601.jpg 0.9015 0.7075 0.6225 0.6053 0.5899 0.5986 0.5924 

8 701.jpg 0.6736 0.6174 0.6192 0.5942 0.539 0.5209 0.5432 

9 801.jpg 0.7467 0.7064 0.6835 0.6523 0.649 0.6299 0.5992 

10 901.jpg 0.7228 0.7680 0.686 0.6659 0.7027 0.6983 0.663 

Average SI 0.7918 0.7229 0.6941 0.6783 0.6422 0.6418 0.6298 

 

8. Conclusion and future work 

One way to compare the optimum number of clustering (k) that is 

obtained by clustering algorithm is using cluster validation. In this 

research, the SI is used to measure the validation of cluster resulting 

by K-means clustering method on different color model. The goal 

is to provide the best (well-clustered) or optimum clusters wherein 

to show the objects/pixels in the appropriate clusters. In addition, 

the comparison between the color models can also be done to 

determine which color model that generates optimal cluster. The 

results showed that the optimal cluster occurs when k = 2 and for 

the next k = 3 to 8, it generally becomes less optimal for each color 

model. The average value of SI is reduced from k = 2 to k = 8 by 

14.1% for RGB color model, 11.1% for model HSV color model 

and 16.2% for CIE Lab color model. In other words, the best cluster 

occurs when the images are clustered in two clusters only. Compar-

ison of the average value of SI shows at k = 2, the best color model 

is the CIE lab from the range of k. Generally, based on SI, the 
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conclusion can be made that the HSV color model is the best (well-

clustered), followed by the RGB color model and the latter is the 

CIE Lab.  

For the future works, the time to process clusters, adding some color 

model such CIE LUV, YCbCr, CMY and validation methods also 

need to be considered. 
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