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Abstract: A similarity transformation is obtained between genergydation matrices models of the Usher or Lefkovitch typed an
a simpler model, the pseudo-Leslie model. The pseudo Lesligel is a matrix that can be decomposed in a row matrix, wisich
not necessarily non-negative and a subdiagonal posititexn&his technique has computational advantages, simeeolutions of
the iterative problem using Leslie matrices are readilyaiigd . In the case of two age structured population modeés| efkovitch
and another Leslie, the Kolmogorov-Sinai entropies airfeidint, despite the same growth ratio of both models. Weeptioat Markov
matrices associated to similar population matrices ardasim
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This paper is dedicated to the memory of Professor The paper is organized in three sections, in the second

José Sousa Ramos. we introduce pseudo-Leslie matrices and prove the main
theorem. In the third section we present some
consequences of interest in population dynamics, namely

1 Introduction on the similarity of Markov matrices associated to similar
population dynamics matrices and obtain transformation

This article deals with classic discrete structured modelgules for corresponding stationary distributions.

for linear population dynamics2[8] such as Leslie

matrices and Lefkovitch or Usher matrices. GiviAga

non negativen x n matrix and a population vectary

which components are the fractions of the population at .

each age or stage, the dynamical system that gives thé Main theorem

population vector at any positive tinket- 1 is given by

X1 = AXi, With initial conditionxo. In age structured population dynamics one divides the

Obviously the solution is given by the powers/f population in cIassesZ[?]: When we consider size
classes or stage classes instead of pure age classes we
X = Akxo. have a structured population model with dynamics given

by the linear equation
In this paper we prove that there is a similarity
transform that converts the complicated dynamics of the
so called Usher or Lefkovitch matrices to the simpler
study of matrices which are Leslie matrices or
pseudo-Leslie matrices, a concept that we introduce irwherex;, is a non negative structured absolute population
this paper. vector, or a proportion of individuals in each class afd

Xn+l = an, (1)

* Corresponding author e-makioliv@math.tecnico.ulisboa.pt

(@© 2015 NSP
Natural Sciences Publishing Cor.


http://dx.doi.org/10.12785/amis/090504

2240 NS 2 J. Alves, H. M. Oliveira: Similarity of General Populationdtfices...

(-1 > GiCip-+-Gip fO < p<n—i
is a matrix such that N=1>ip>-->ip>i1 >
1 ifp=0
fi fo f3--- foo1 fn 0 ifn—i<p
b1 ct0--- O 0
Obycp--- 0O O For the products of the transition rateg ...,b,_; of £
L= ... . we use the notation
000-C2 O J.
0 0 O--- bp1Cp1 Al ﬂbkifiﬁjﬁn—l
usually called Usher (in the classic referen@) [or ' 1=| ifj—i—1 .

Lefkovitch matrix in [7]. The coefficientf; is called the
fertility rate of classj > 1, the coefficienby > 0O, for any
k=1,...,n—1, is the transition rate from clags- 1 to
classk and thec the rate of individuals that remain in
classl. Along this paper we assume thit> 0, assuring

Now we introduce an upper triangular mati$&and a
pseudo-Leslie matrik defined by

that.# is irreducible P]. 1s1283 - Sin-1 Sin
The coefficientf; can be decomposed i + ¢y, i.e., 0 1 3 Sn1 Sn
a fertility rate and a permanency rate. Since this S_ 00 1--sn1 Sn
decomposition has no influence on the similarity I A : '
transformation we do not split,. One must keep in mind T a1 '
X ; , . . 00 O 1 sy1n
the biological meaning of this coefficient. 00 0 0 1
The solution of the problem is given by the powers of
Z, given the non-negative initial conditioq with
_ pn [t
Xn = Z"Xo. Sj:ﬁ'forj>|
A Leslie matrix is a matrix of the type i
and
@
b(pll%...%o %1 G @@ h1th
Oby,-- 0 0 b 0 0--- 0 O
L= ) Ob,0-- 0 O
S L=|. . .. ;
00 bt 000 0 0
where all the entriegy are non-negative and afl; are 000--b10
strictly positive. The Leslie matrix can be decomposed in .
two matrices with
L=R+B, J j_k
where j:—F-f—Z 7fforj=1,.
@@ h-1th 00--- 0O
00-- 0 O bp 0--- 0 O We are now in position to state the main result of this work.
R=|00 0 0| gngg=|0b2--- 0 O
T T Theorem 1For any Lefkovitch matrix,.#’, one has
00--- 0 O 0 0--bp10 S1¥S=1L where S and L are the matrices defined

above.

When the entriegy of the first row ofR are real numbers,
not restricted to the non-negative case, we sayIthata The following lemma is used in the proof of theorem
pseudo-Leslie matrix. Obviously this class of matrix doesq
not have an immediate biological correspondence when
some of its entries are nggativg. Th_at poses no problem irllemma 11f % is a nx n Lefkovitch matrix, thef P+ —
the framework of this article, sindeis merely used as a P, p+l _ :
computational instrument. Ciali"+ 0% 7 forallp>0and n>i> 1.

To state the mainptheorem we define the sums of
products ofp factorsl:", wherei = 1,...,n denotes the Proof. As I_io _1, ,_il_ ’_11 — Gy and,—ip _ I—ip+l _

row index of a givem x n Lefkovitch matrix.Z 1 o= ] .
l',p1 =0 for p> n—1, the proof is obvious fop =0 or

rP= p>n—i.Sowemayassumedp<n-—i.
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If0 < p<n—i,then

= (P

- Ci, Ci, - ..Cip+l
N—1>ip1>>ip>ig>i—1
+1
= (—1)p CiyCi---Cipyq
N—1>ip 1> >ip>ig>i
—(-1)P Ci—1Ciy---Cip.y

nflzip+1>--->i22i
+1
=P —qar®.

Finally, assume that & p = n—i. In this case, af prl_
0, one gets

1_

= Ci,l(—l)pCiCiJrl...Cn,l-f— (_1)p+1

—0=r"".0

Ci_1Gi...Ch-1

We are now in position to prove the main result.
Proof of theorem 1. In order to prove the equality'S=
SL, we begin by computin§L Assj =1 ands,; = 0 for
i > j, one has

_ [sam it j=n
(Sbij = {s,ltpj +5,j+1bj if j<n
th ifi=1j=n
q01+811+1bJ ifi=1j<n
S,j+1bj |fn>12|>1
0 otherwise

Asl"=0 andA) = Alj_lbj one has

,—n n /-kn—k
¢h=-— An1+ 2 A1
n ,—n k
_ f,
1/\k “
and
b itk /'J'
. R — k 1y
@ +S1j1bj = — AJ 1+ZAJ 1 Alj bj
/-J i I—kJ -k I—j
= + — f+ 1_
AJ -1 kgl/\kj 1 Alj 1
J ._
z/\— k, for j <n,
finally we get
,—J+l| ,—J+1I
S,j+1bj = —bj = Jforn>j >i.
Jj+1Bj = Al j /\J T

Thus, we may write

I ri-
Z——fklh—l
k=1

(SD; . =< bj ifi=j+1

b s . .
|7F1_ ifn>j>i>1

0 otherwise

Notice that since;""1~' = 0 for alli, we finally arrive at

[

I .
X fifi=1
kgl/\li T Tk - |
(Sby; = l;jHH ifi=j+1 )
%q— if j>i>1
0 I otherwise

Next we computeZ’S. Ass; =1 ands j =0 fori > |,
one has

o ZE:lSK,jfk ifi=1
(£9)j = { bi-1§-1j+Ci-15,jifi>1
le( 1SKjfk ifi=1
_!b ifi=j+1
b| 1S-1j+Casjif j>i>1
0 otherwise
. I—] k .
zk_l——ffk ifi=1
_ )b ifi=j+1
- j—i+1 j—i
bi— 1[‘/\ — +Ci— 1£—|fl>|>1
i—1
otherwise

As /\ijfll = bifl/\ij_l for j >i>1, one has

b I—J I+l+ ,—IJ i ,-J '+1+ I—ij*i
i—1 1 Ci-1 1 1 Ci-1 1
A AT A A
B R g n!

ATt

and consequently

j—k

Shoy rfic =1
k
bj ifi=j+1
(Z905=1 phiyg o S )
/\J—Il if j>i>1
0 ' otherwise

Now, using lemmad. we see thatZ) and @) are the same,
which completes the proaf]

The dynamical systeml) can be solved using the
easily computable powers bf

Xn = sznXO = S_anS(O
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Since.Z andL are similar, they share the same spectrumthe stationary distribution of P¥ is
and the Perron-Frobenius Theorem still holds Eoin n? = [0.600598 039940%. The population
what concerns the existence of a simple dominant positiveSinai-Kolmogorov entropyq] is

eigenvalue. Using a generating function and formal power

series obtained in1] or the classic Jordan canonical 2 o o

form, it is always possible to obtain the powersLofThe He=- Z nfpij logpij .

eigenvectors ofZ will be studied in the next section. )

where p are the entries ofP? and 17¥ are the
. components of the stationary distributiarf of P< (the
3 Sinai Kolmogorov entropy, Markov left eigenvector associated with the Perron-Frobenius
matrices and stationary distributions eigenvalue 1 oP<, such thatt? P< = 1t%). Doing the
same computation fdr we have
In this section, using a simple example, we show that the
Kolmogorov-Sinai entropy 3, 4,5,6] is not an algebraic Ho— 2 L loa ok
invariant. We also establish that two Markov matrices L= _ZniniJ' o9 pij.
associated€] to population dynamics similar matrices ")
are similar. Finally, we .est'abli.sh a transformation rulg fo \whereP\ is the matrix with entriep , the Markov matrix
the two stationary distributions of Markov matrices jqqnciated th is )
associated with two similar population matrices.
Given two matrices, one of Lefkovitch type and the

pL_ 0.818671 0181329
other of Leslie typ& with the same growth rate, they can - 1 0 :
have different Sinai-Kolmogorov entropies as we see in the
following example. The stationary distribution of Pt is
n- = [0.846504 0153496 and the entropies of’ andL
Example 1Let ) are different, respectively Hy = 0.656027 and
@ 1 3 H_ = 0.400738.
~10.4055|" _ ,
o _ - The Markov matrice®- andP< associated th. and
we have the similarity matrix & are also similar, with the same eigenvalues as we will
) see below. This result can be stated in the general context
S— 1-1.375 of similar matriced under the following hypothesis, which
o 1 ) are assumed until the end of the paper:
and a Leslie matrix. similar to.#, which is 1.7 is non-negative and irreducible, therefore has the
dominant eigenvalud, and associated left and right
1.55 1625 positive eigenvectorisandw, respectively.
L= 04 0 2L and.Z are similar, related by the invertible similarity

matrix S, such that#S= SL
The Perron-Frobenius dominant eigenvalue is 3.L, not necessarily non-negative, has right and left
A = 1.89331 both for. and.Z. The Markov matrixP* eigenvectors, respectively and v, associated tol
[6], corresponding to a population matri is obtained with all entries positive.

using the relations The right eigenvector df associated to the dominant

&y eigenvalue\
is related to the right eigenvectow of ¥ by the

whereA is the dominant eigenvalue &f and the column  51sformation rulev —Su. since

‘‘‘‘‘ n > 0 is the Perron-Frobenius right

eigenvector ofA. (The left eigenvector will be called the LPU=AU LW =AW.
line vectorv = (vi);_; ). For the Lefkovitch matrix? _
we get the associated Markov matrix The same happens for the left eigenvestof L
p _ [0.528175 0471825 vL=Av
~ 1 0.709504 0290496 ’

and the left eigenvectar= vS 1 of %, since

l e
, Under vgry general condmons.. . . . VS 12 AvS e t 2=t
We consider a true non-negative Leslie matrix to establish
this conclusion. 3 Not necessarily Lefkovitch, Usher or Leslie matrices.
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The Markov matrix associated with [6] is given by its  or
entries . P- =U-1slwp?w1sy, (4)
L Lijuj
YT as desired.]

On the other hand, the Markov matrix associated with
is given by

of = Zij W
ij — .

)\Wi
The stationary distributiors] of P- is

= [V1U1 V2U2 ... Valn |

vu

wherevu is a compact notation for the inner product of

the line vectow and the column vectan. The stationary
distribution of & is

n? [t1W1 tows ... thn}
N tw '

It is possible to prove that the Markov matrid@sandP<
are similar.

Proposition 1P~ and PZ are similar if L and.# are
similar.

Proof. One defines the square matritésindW such that

Ui W1

Uz W2
U= W=

Un | Wn

with all u; # 0 andw; # 0, the inverses df andW are

With this notation consider the transformations
1 1
p- = Xu*ll_u andP? = Xw*zvv,
whereA #£ 0.

Now, it is straightforward to prove th&@ andP< are
similar

We can prove thatt? is a stationary distribution of
P< [6] using matrix notation.

Proposition 2The row vector %

distribution of PZ.

is a stationary

Proof. Using the left eigenvectar= [t1 to...
we define a diagonal matrix

ta] of 2,

t1
t2
T= )
tn
We have
nfpf:i[ll...l]TWV\rlfW
Atw
1
=— |1ty ... ¢
)\tw[l 2 .. th ] LW,

sincet is a left eigenvector afZ we have

G G 1
n’PY = Attt W

_TW
T tw

=n?.0

Using analogous techniques we obtain the relation
between the two stationary distributionsRif andP< .

Proposition 3 The stationary distributionsr? and i are
related by

nt = m?w-isu
Proof. From (@) we have

P-=z"1p?Z

whereZ =W~1SU. In that case the stationary distribution
T is given by the relationship

npt =t
pY = %W*lgw = %W*lsl_slw.
S0
On the other hand
1 nzP?z=n —=nzP =nz?
Pt = XU*lLU.
which means that
Therefore AQ andAP are similar, since both are similar i L
to L. Explicitly n? =n-z71,
L=ASwPWis=AupPu-?! as desired.]
(@© 2015 NSP

Natural Sciences Publishing Cor.


www.naturalspublishing.com/Journals.asp

2244 %N S F’)\ J. Alves, H. M. Oliveira: Similarity of General Populationdtfices...

RemarkAll the results in this section apply to the case of [6] Demetrius, L. A. (2013). Boltzmann, Darwin and

an irreducible Lefkovitch matrixZ and a similar pseudo- directionality theory. Physics reports, 530(1), 1-85.
Leslie matrixL, since any matrix of the form [7] Logofet, D. O., and Klochkova, I. N. (2002). Mathematics
of the Lefkovitch model: the reproductive potential and
O @ h-1 asymptotic cycles. Matematicheskoe Modelirovanie, 14(10
b 0--- 0 O 116-126. (Russian)
L— Oby--- 0 O [8] Pollard, J. H. (1973). Mathematical models for the grtowt

’ of human populations (Vol. 10). Cambridge: Cambridge

o University Press.
00--b, 10

with positive coefficientsb; and with the dominant _
eigenvaluel has the positive right eigenvector Jodo F. Alves prepared
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fr fo f3--- faor o
b1 ct0--- O 0
0bycz--- 0 0 Henriqgue M. Oliveira,
Lo : : prepared his PhD under
the supervision of José
Sousa Ramos in discrete
dynamical systems. At the
present time, he his “auxiliar
professor” with tenure at
Lisbon University, Portugal.
He has been publishing
in discrete dynamical
Acknowledgement systems, bifurcation theory and mathematical biology
and supervised PhD and master students on discrete

The authors were partially funded by FCT/Portugal dynamical systems and mathematics of music.
through project PEst-OE/EEI/LA0009/2013.

000 ¢ O
0 0 0 bn_l Cn_l
is always irreducible iff, > 0 and all theb; are positive,

[2]. Therefore, similar Lefkovitch and pseudo-Leslie
matrices,Z andL, satisfy conditiond, 2 and3.

References

[1] Alves, J., Bravo, A., and Oliveira, H. (2014). Populatio
Dynamics with Infinite Leslie Matrices - finite time
properties. Journal of Difference Equations and Applaagi
20(14), 1307-1318.

[2] Cushing, J. M. (1998). An introduction to structured
population dynamics (pp. 133-139). Society Industrial and
Applied Mathematics.

[3] Demetrius, L. (1974). Demographic Parameters and Matur
Selection. Proceedings of the National Academy of Sciences
71, 4645-4747.

[4] Demetrius, L. (1976). Measures of Variability in Age-
Structured Populations. Journal of Theoretical Biology 63
397-404.

[5] Demetrius, L. (1978). Adaptive Value, Entropy and
Survivorship Curves. Nature 275, 231-232.

(@© 2015 NSP
Natural Sciences Publishing Cor.



	Introduction
	Main theorem
	Sinai Kolmogorov entropy, Markov matrices and stationary distributions

