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Abstract—SIMON is a single-electron tunnel device and circuit
simulator that is based on a Monte Carlo method. It allows
transient and stationary simulation of arbitrary circuits consist-
ing of tunnel junctions, capacitors, and voltage sources of three
kinds: constant, piecewise linearly time dependent, and voltage
controlled. Cotunneling can be simulated either with a plain
Monte Carlo method or with a combination of the Monte Carlo
and master equation approach. A graphic user interface allows
the quick and easy design of circuits with single-electron tunnel
devices. Furthermore, as an example of the usage of SIMON, we
discuss the essential problem of random background charge and
present possible solutions.

Index Terms—Cotunneling, Coulomb blockade, master equa-
tion, Monte Carlo technique, random background charge, single
electron, tunneling.

I. INTRODUCTION

T HE first observations of the Coulomb blockade and thus
single electronics was made by Gorter in 1951 [1].

He studied granular thin-film structures, and discovered a
low-voltage suppression of the dc conductivity. He already
identified the reason for the conductivity suppression due to
charging of grains with single electrons. In the past decade,
knowledge and understanding of single electronics grew, due
to the available production processes for small structures.
It was then for the first time possible to study a single
grain or small tunnel junction, and thus one did not have to
deal with averaged characteristics of granular films consisting
of thousands of grains. A theory explaining quantitatively
charging effects and the Coulomb blockade appeared at the
end of the past decade [2]–[4]. Today, we see more and more
publications dealing with the circuit level of single electronics
[5]–[7], and the first applications have been developed [8], [9].

To support circuit level design, some simulators have been
implemented or are under construction. Among them are
SENECA by Fonsecaet al. [10] at Stony Brook State Uni-
versity of New York, MOSES by Chenet al. [11] at Stony
Brook State University of New York, Ancona at Naval Re-
search Laboratory, Washington [7], Kiriharaet al. [12] at
Osaka University, Fukuiet al. [6] and Amakawa at Tokyo
University, Kuwamuraet al. [13] at Osaka University, Kautz
at NIST Colorado and Ferry at Arizona State University, Masu
and Tsubouchi at Tohoku University, Amemiya at Hokkaido
University, and Simon [23] at TU-Vienna.
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Fig. 1. Single-electron tunnel circuit consisting of tunnel junctions, capaci-
tors, and voltage sources.

The basic working principle of single electronics is that one
needs Coulomb energy to charge a grain (island) with an
electron

(1)

where is the overall capacitance of the grain. If this
Coulomb energy is larger than the available thermal energy,
one can control the movement of electrons by controlling the
available energy supplied by voltage sources.

II. SINGLE-ELECTRON TUNNEL CIRCUITS

We are contemplating single-electron tunnel (SET) circuits
consisting of islands that are arbitrarily connected with tunnel
junctions and capacitors and which are driven by voltage
sources (see Fig. 1). Voltage sources are considered to be
ideal; thus, their internal resistance is zero. Electrons tunnel
independently from island to island through tunnel junctions,
changing the charge distribution in the circuit. Electron states
are localized on islands. To assure this, all tunnel resistances
must be larger than the fundamental resistance

(2)

III. T WO DIFFERENT SIMULATION METHODS:

MONTE CARLO AND MASTER EQUATION

Besides some analytical solutions for very simple or sym-
metric problems [3], [14], there are currently two simulation
approaches used for SET circuits. One is based on a Monte
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Carlo method, and the other on a master equation. The
Monte Carlo approach starts with all possible tunnel events,
calculates their probabilities, and chooses one of the possible
events randomly, weighted according to their probabilities (see
Section V). This is done many times to simulate the transport
of electrons through the network. Tunnel events are considered
to be independent and exponentially distributed.

The master equation, on the other hand, is a description
for the underlying Markov process [15] of electrons tunneling
from island to island, and thus the circuit occupies different
states. In order to do this, one needs the set of all possible states
of the circuit. A state is defined by the set of voltages of voltage
sources and the charge distribution in the circuit. Neglecting
induced background charge, which can be nonintegral, every
island has an integer number of elementary charges stored on
it. Therefore, in the case of constant voltage sources, the set
of states is a countable infinite manifold. In order to solve
the master equation, only a finite number of states can be
considered. This finite set of states together with the transition
probabilities of every state to any other state in the set lets
one solve the master equation. The result of the solution to
the master equation is the state probabilities.

IV. A DVANTAGES AND DISADVANTAGES

OF A MONTE CARLO APPROACH

We think a Monte Carlo method is superior to other ap-
proaches because of the following advantages.

• It gives better transient and dynamic characteristics of
SET circuits because it models the underlying micro-
scopic physics in a very direct manner. In real SET cir-
cuits, electrons tunnel from island to island as simulated
by the Monte Carlo method. The master equation deals
with average probabilities and transition rates, which paint
a more macroscopic picture.

• It is not required to find the relevant states before one can
start with the actual simulation as in the case of a master
equation. For an unknown circuit, noa priori knowledge
about relevant states is available. Thus, in the case of
the master equation approach, one needs to include many
more than relevant states to correctly simulate the circuit.
Considering more states means longer simulation time
and decreased numerical stability.

• It is easy to trade accuracy with simulation time, and
therefore one can quickly achieve approximate results
of very large circuits. To speed up the solution of the
master equation, one can only limit the considered states.
Because of the lack of knowledge of which states are
dominating the behavior of the circuit, a reduction of
states is very often impossible.

Nevertheless, there is one major disadvantage of the Monte
Carlo method. When it comes to simulating cotunneling, a
plain Monte Carlo approach has its limitations. Cotunneling is
a very rare process which is difficult to resolve by a Monte
Carlo method. It demands very long simulation times. We
tackled this problem by implementing a new algorithm that
combines the Monte Carlo and master equation methods (see
Section VI).

V. SIMULATION ALGORITHM

We extract the capacitance matrix from the circuit descrip-
tion

(3)

where is the capacitance matrix, is the known part of the
node voltages, is the unknown part of the node voltages,is
the known part of the node charges, andis the unknown part
of the node charges. For a particular node, either its charge or
its voltage is known. Hence, only a part of the node voltages
and a part of the node charges is known. One has to partially
invert the capacitance matrix to derive a relation between the
known and unknown data

(4)

Since the capacitance matrix is symmetric, only one half of
it has to be stored, and one can use efficient algorithms for
the inversion of . We implemented a Cholesky factorization
and an inversion of the resulting triangular matrix. Finally, the
inverted triangular matrix is multiplied by its transpose. It is
a good choice to explicitly invert because (4) has to be
evaluated very often, and usually the dimensions ofare
small, often below 100.

To simulate the tunneling of electrons from island to island,
one has to determine the rates of all possible tunnel events.
The normal tunnel rate for one tunnel junction is given by [14]

(5)

where is the change in Helmholtz’s free energy, is the
tunnel resistance, and is the thermal energy. Helmholtz’s
free energy is defined by the difference in electrostatic energy
stored in the circuit and the work done by the voltage sources

(6)

with

(7)

where is the electrostatic energy, the work done by
the voltage sources, the voltage of the th voltage
source, and is the current through theth voltage source,
respectively.

Once all tunnel rates are known, the actually occurring event
is determined with a Monte Carlo method. Tunnel events are
considered as independent and exponentially distributed pro-
cesses. Combining a Monte Carlo method with an exponential
distribution leads to an expression for a concrete duration to
the next tunnel event in a particular junction [16], [12]

(8)

where is an evenly distributed random number from the
interval [0, 1] and is the tunnel rate. The event, among
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Fig. 2. Cotunneling via a virtual intermediate state.

all possible ones, with the shortest duration is taken. After
a tunnel event, node charges and node voltages generally
change. Consequently, the free energy changes too, and one
has to calculate all possible rates again. This loop is performed
many times to simulate the transport of electrons through the
network.

VI. PROBLEMS WHEN SIMULATING COTUNNELING

The cotunnel effect is a quantum mechanical effect which
allows electrons to tunnel via an intermediate virtual state,
where normal tunneling would be impossible, or due to
missing thermal energy very unlikely (see Fig. 2). An electron
cannot tunnel directly from jail to ocean. Also, a normal
tunneling from jail to top is impossible because of missing
thermal energy. Nevertheless, an electron will escape to ocean
via an intermediate virtual state. One could also picture this
process in the following simplified way. An electron starting
at jail overcomes the energy difference to top for a very
short time allowed by Heisenberg’s uncertainty principle. If
a different electron from top tunnels in the same very short
time to ocean, then overall, an electron escaped from jail to
ocean. This process is called the inelastic cotunnel effect.
There is another usually negligible process, which is called
elastic cotunneling, where the same electron that tunneled first
from jail to top tunnels further to ocean. Cotunneling is a major
source of errors in single-electron logic devices.

The rate of second-order inelastic cotunneling can be written
as [17], [18]

(9)

where represents the tunneling amplitude through barrier
is the change in energy of the system for a tunnel

event through barrier, and and are the initial and final
energies of the system.

A cotunnel event has a very rare occurrence compared to
a normal tunnel event because it scales with , with

as the order of cotunneling. Thus, it poses a formidable
problem for a Monte Carlo (MC)-based simulator to resolve
such rare events. Standard variance reducing techniques [19]
do not work because in a typical MC simulation run, rare
states are very likely not even visited once. And therefore, the
trajectory splitting or multiplying schemes will not trigger.

Fig. 3. Partition of the state space into a frequent state domain and a rare
state domain.

The usual approach to overcome this problem is to use the
master equation (ME) method. The master equation is given by

(10)

where is the tunnel rate between statesand , and
is the occupation probability of state. Although the

ME gives theoretically accurate results, it has many other
impracticabilities that limit its accuracy and usability. The
starting point of the ME is the set of all relevant states a circuit
will occupy during operation. There is no straightforward way
to obtain this set. In order to achieve the desired simulation
goal, one has to include many more states than would be
relevant, which results in extremely long simulation times and
sometimes bad numerical stability. Fonsecaet al. [10] explain
an adaptive algorithm which alleviates this problem.

We have combined advantages of the MC and ME methods.
Consider all possible states as divided into two subspaces,
the frequent state space and the rare state space (see Fig. 3).
The MC kernel simulates only the frequent state space. The
convenient part is that the same MC simulation already gives
the occupation probabilities of frequent states that would result
from a ME calculation. The occupation probability is
calculated as the ratio of time spent in state to the time

spent in all states

(11)

(12)

is the solution to the stationary ME for the frequent states.
Instead of waiting for the MC simulator to step into the rare
state space, which would result in impractically long simu-
lation times, we directly calculate the contribution of events
leading to rare states by stepping through the event tree starting
at frequent states (see Fig. 4). The essential assumption is that
the rare states cause only a small perturbation to the frequent
state probabilities

(13)
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Fig. 4. Direct calculation of the contribution of rare events and states by
stepping through the event tree.

Fig. 5. Electron trap with read-out circuit.

where is the directly calculated time spent in the rare
state

(14)

is the number of times the rare state would be visited
from state and is the average time spent in state

for one visit. The occupation probability for a rare state is

(15)

The algorithm follows all possible events (rare and frequent)
starting at frequent states. If a frequent state is encountered,
the algorithm terminates the branch and continues with another
one because all relevant information is already included in the
known state probability. Once the probability of a state is lower
than a predefined limit, no further descent from this state is
made (see Fig. 4).

As an example of the benefits of this new simulation
algorithm, we simulate an electron trap with a read-out circuit
as shown in Fig. 5. A voltage pulse on transports one

Fig. 6. Leakage current versus input voltage, simulated with our new MC–
ME algorithm.

Fig. 7. Leakage current versus input voltage, simulated with a plain MC
algorithm.

elementary charge onto the “storage node.” This stored charge
influences via the read-out circuit which is a single-electron
transistor. The current through the read-out transistor depends
on the charge which is stored in the trap. We are interested
in the leakage current or, which is equivalent, the lifetime
of a stored electron. The lifetime and leakage current are
related by , where is the charge of an electron.
The leakage current is partly due to thermal fluctuations and
partly due to cotunneling. Our interest is in which simulation
algorithm gives better results. Hence, we simulated the same
circuit with a plain MC method and with our new MC–ME
method. Figs. 6 and 7 show the leakage current as a function
of . It can be clearly seen from Fig. 6 that our new MC–ME
algorithm produces in the same simulation time a much more
accurate result than the plain MC method (Fig. 7). One would
have to simulate many more tunnel events with a plain MC
method to achieve a similar accuracy. The reason for this is
that the read-out circuit consumes many tunnel events which
do not contribute to the accuracy of the leakage current. In
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bigger and more complicated circuits, this problem can be
much more pronounced, and render a plain MC method useless
for cotunneling simulations.

VII. M AKING THE SIMULATOR FAST

All SET circuits have an infinite state space, except some
very simple circuits without an island. Nevertheless, very of-
ten, only a limited number of states determine the behavior of
a circuit. This characteristic makes it possible to considerably
speed up an MC-based SET simulator. We calculate a tunnel
rate for every possible tunnel event. Since only a limited
number of states dominate the circuit, one will repeatedly
step into states that have been visited before. Instead of
calculating all possible tunnel rates again and again, one can
store calculated tunnel rates. Some form of hash table is a
good choice because it allows a quick and almost direct access
of already stored states. The hash table very often yields an
acceleration of a factor between five and ten.

The CPU time of a simulation mainly depends on the
number of tunnel junctions and the number of nodes a
circuit has. For normal tunneling, tunnel rates have to be
calculated for every simulated tunnel event. For cotunneling
with the order , one needs to calculate additionally
tunnel rates. Thus, altogether tunnel rates per event
have to be calculated. Matrix operations to calculate all node
voltages and node charges scale quadratically with the node
number. Hence, one could approximate the CPU time with
the following expression:

(16)

The acceleration algorithm usually drastically reduces the
CPU time. The CPU time is, for an accelerated simulation,
also a function of temperature and bias voltages. Increasing
temperature and increasing bias voltages increase the CPU
time. The reason for this is that with increasing temperature
and increasing bias voltages, the number of states the circuit
occupies during a simulation increases too.This means that the
acceleration algorithm loses its effectiveness more and more.

Fig. 8 shows typical CPU times versus the number of tunnel
junctions for simulations without cotunneling.

VIII. I MPLEMENTATION ISSUES

SIMON does not impose anya priori limitations such as
maximum number of islands, maximum number of tunnel
junctions, or that voltage sources have to be grounded. It
can deal with constant, piecewise linearly time-dependent and
voltage-controlled voltage sources.

SIMON features a graphical user interface and a graphical
circuit editor that is implemented in tcl/tk [20].

The graphical circuit editor allows a drag-and-drop assem-
bly of SET circuits. Parameters can be changed interactively,
and simulation results can be looked at in graphical form. Also,
all simulation parameters, such as simulation mode, cotunnel
order, and ambient temperature, are modifiable. For screen
shots of SIMON, see Fig. 9.

Fig. 8. Typical CPU times for106 tunnel events versus number of
tunnel junctions for a PC with 133-MHz Pentium processor and 48-Mbyte
RAM. The solid line shows the upper limit of the CPU time for
junctions arranged in one long line(n = j � 1) with the acceleration
algorithm switched off. (The coefficients of (16) for this hardware are:
c0 = 21; c1 = 25:7; c2 = 1:5; c3 = 0:83:)

IX. EXAMPLE: RANDOM BACKGROUND CHARGE

To give an example on the study of SET devices, we address
the problem of random background charge. Impurities and
trapped electrons in the substrate induce charges on islands
that usually destroy the correct device function. With today’s
processing techniques, one is not able to control the purity of
materials enough to meet conditions suitable for SET device
production. A single impurity atom located in an unfortunate
position most likely changes the desired device behavior. Take,
for example, the SET transistor (Fig. 10) at K, zero
gate voltage , and background charge
(Fig. 11). One observes the Coulomb blockade in the–
characteristic. The size of the blockade is

for (17)

where denotes the capacitance of the
island. If we consider a background charge, the Coulomb
blockade, depending on the amount of background charge,
decreases and vanishes completely for e (see Fig. 11
where ). Since one has noa priori knowledge
of the value of the background charge, one has to consider
the worst case, in which the Coulomb blockade vanishes
completely, thus destroying SET device behavior.

In the case of the electron pump which is used for metrology
[8], the background charge can be compensated manually.
Unfortunately, impurities and trapped electrons migrate on
a time scale of hours. Therefore, one has to adjust the
background charges about every hour. This is, of course, no
solution for large-scale devices.

As one can imagine, the random background charge problem
is crucial. It will decide the commercial usability of SET
devices.

Likharev and Korotkov [21] proposed a possible solution for
memory cells. They used in their design the current oscillations
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Fig. 9. Screen shots of SIMON.

of a single-electron transistor to determine the presence or
absence of charge on a floating gate. The frequency and
amplitude of these current oscillations are independent of
random background charge. Another very promising solution
is based on an array of islands (instead of only one island) for
a SET transistor. Such structures show a very good immunity
against random background charge. Connections of islands

are not crucial, which suggests easy process technologies for
granular films. We simulated a hexagonal mesh of tunnel
junctions consisting of 50 islands (five times ten islands)
connected by 124 junctions. This is what we call a multi-
island SET transistor (see Fig. 12). To model the different
sizes of grains, we randomized all capacitances and tunnel
resistances by 10%. A comparison between the multi-island
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Fig. 10. Circuit diagram of a SET transistor.

Fig. 11. I–V characteristic of a SET transistor for three different background
charges. The Coulomb energy decreases with increasingQb. ForQb = 0:5e,
the Coulomb blockade vanishes completely.

SET transistor and the single-island SET transistor is shown in
Fig. 13. The effect of the Coulomb blockade is essentially the
same; only the magnitude of the current is larger for the single-
island SET transistor because the multi-island SET transistor
has more resistances in series than in parallel, which reduces
the current. Interesting is that, in spite of having random
background charge on all islands in the range , the
Coulomb blockade does not change much. In one case, the
Coulomb blockade even increased. This is a clear sign that
the multi-island SET transistor is immune to randomly induced
background charge. We performed similar simulations with a
nonsymmetric mesh, which showed the same behavior; thus,
actual connections of islands are not crucial.

Chen and Ahmed [22] produced such structures in metal
with a grain size 2 nm, and Yanoet al. [9] used this approach
for their 64-bit SET memory chip, where they deposited an
undoped polysilicon batch with grains3 nm in size. Their
batch consisted of about 2000 islands. Our simulations show
that this batch could be easily reduced by a factor 10 or
even 100 without destroying the immunity against random
background charge. A further advantage is that at such small
grain sizes, the spatial confinement of electrons results in an
increased energy level spacing. Thus, the Coulomb energy
to add one electron is larger than a classical calculation would
give, which allows higher operation temperatures [see (1)]. It

Fig. 12. Multi-island SET transistor. Every island is connected with a
capacitor to the gate voltage and tunnel junctions to its nearest neighbors.

Fig. 13. Comparison ofI–V characteristics of single and multi-island SET
transistor withVg = 0.

is generally true for SET devices that downscaling improves
their characteristics.

X. CONCLUSION

We presented a multipurpose SET device and circuit simu-
lator capable of simulating transient and static behavior with
and without cotunneling. Cotunneling can be accounted for
with a plain Monte Carlo method or with a combination of
the Monte Carlo method and master equation method. Our
simulator is implemented with a graphical user interface and a
graphical circuit editor. It is currently used to test new circuits,
and to understand the underlying fundamental phenomena and
behavior, like Coulomb blockade and SET oscillations.

An early version, SIMON 1.1, is freely available by
ftp after registration. For more information, visit http://
www.iue.tuwien.ac.at/. For information on the most
recent versions, currently SIMON 1.3, visit http://
members.magnet.at/catsmeow/index.html.
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