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SIMPLE ALGEBRAIC AND SEMIALGEBRAIC GROUPS
OVER REAL CLOSED FIELDS

YA’ACOV PETERZIL, ANAND PILLAY, AND SERGEI STARCHENKO

Abstract. We continue the investigation of infinite, definably simple groups
which are definable in o-minimal structures. In Definably simple groups in
o-minimal structures, we showed that every such group is a semialgebraic
group over a real closed field. Our main result here, stated in a model the-
oretic language, is that every such group is either bi-interpretable with an
algebraically closed field of characteristic zero (when the group is stable) or
with a real closed field (when the group is unstable). It follows that every
abstract isomorphism between two unstable groups as above is a composition
of a semialgebraic map with a field isomorphism. We discuss connections to
theorems of Freudenthal, Borel-Tits and Weisfeiler on automorphisms of real
Lie groups and simple algebraic groups over real closed fields.

1. Introduction

This is the second of two papers analyzing definably simple groups which are
definable in o-minimal structures. These are groups G = 〈G, ·〉 definable in some
o-minimal structure M, which are nonabelian and have no G-definable nontrivial
proper normal subgroups.

In the first paper ([14]) we showed that if G is an infinite such group, then a
real closed field R is definable in M and G is definably isomorphic in M to a
semialgebraic subgroup of GL(n,R).

The main difference between the two papers is the category in which we are
working. While in the first paper we were interested in objects definable in the full
structure M (where, for example, a basis for the topology of M is definable), we
investigate now the abstract group structure of G and objects definable in it. As
we show here, there are strong connections between the two categories.

Before we state the main theorem we review some model theoretic definitions.
We say that a structureM is interpretable in a structure N ifM, is isomorphic to
a structure whose universe is a quotient of an N -definable set by an N -definable
equivalence relation, and its atomic relations are the images of N -definable sets
under this quotient (for example, a field of fractions of a given integral domain
is interpretable in this domain). If M and N are interpretable in each other via
the isomorphisms f and g, respectively, then the maps g ◦ f and f ◦ g give in a
natural way an interpretation of M in itself and of N in itself, respectively. M
and N are called bi-interpretable if f and g can be chosen so that g ◦ f is definable
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in M and f ◦ g is definable in N . This is a very strong form of identification
between two structures which are not necessarily in the same language. In general,
having the interpretations f and g does not guarantee that M and N are indeed
bi-interpretable: As is shown in [1], the group of unitriangular matrices over an
algebraically closed field K and the field K are interpretable in each other but not
bi-interpretable. For more on interpretations and bi-interpretations, see [8].

We say that an algebraic group defined over R is R-simple if it has no nontrivial
normal algebraic subgroups defined over R. Note that if R is a real closed field, then
its algebraic closure K = R(

√
−1) can be identified with R2 in a natural way and

thus algebraic subgroups of GL(n,K) can also be viewed as algebraic subgroups of
GL(2n,R). Our classification of definably simple groups in o-minimal structures
needs to take this into account.

The main theorem of this paper is:

Theorem 1.1. Let G = 〈G, ·〉 be an infinite, definably simple group which is de-
finable in some o-minimal structure. Then there is a real closed field k such that
one and only one of the following holds:

1. G and 〈k(
√
−1),+, ·〉 are bi-interpretable. G is definably isomorphic, in G, to

the k(
√
−1)-rational points of a linear algebraic group defined over k(

√
−1).

2. G and 〈k,+, ·〉 are bi-interpretable. G is definably isomorphic, in G, to the
semialgebraic connected component of a group Ĝ(k), where Ĝ is a k-simple
algebraic group defined over k.

Remark 1.2. (a) Cases (1) and (2) can also be characterized in model theoretic
terms, as in the cases where G is either stable or unstable, respectively. Since
every algebraically closed field of characteristic zero is the algebraic closure of some
real closed field, Theorem 1.1 gives a model theoretic characterization of simple
algebraic groups over algebraically closed fields of characteristic zero as precisely
those stable, simple groups which are definable in some o-minimal structure.
(b) Let G be a semialgebraic group over a real closed field R. Then we can define
in a natural way its Lie algebra L = L(G) over R (see [14]). If G is definably
simple then, as we show here, G does not have semialgebraic normal subgroups,
therefore (see [14]) L is a simple Lie algebra. We let L′ be the “complexification”
of L, namely the canonical extension of L to a Lie algebra over R(

√
−1). If L′ is

simple, then L is called absolutely simple. As we will show towards the end of this
paper, G is bi-interpretable with a real closed field if and only if L is absolutely
simple.
(c) Theorem 1.1 can be seen as a strong version of an o-minimal analogue of
Cherlin’s Conjecture. This conjecture states that any noncommutative (definably)
simple group of finite Morley rank is a linear algebraic group over an algebraically
closed field. Theorem 1.1 proves this conjecture for groups of finite Morley rank
definable in o-minimal structures and gives the best possible analogue for definably
simple groups which are unstable (in particular, not of finite Morley rank) and
definable in an o-minimal structure. For more on the current status of general
Cherlin’s Conjecture see [4].

We recall that if G is a semialgebraic group over a real closed field R, then it
carries a canonical topology induced from R. If R is the field of real numbers, then
G is a Lie group.
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The following is a corollary of the second clause of Theorem 1.1. As we prove,
it holds when G is replaced with any semialgebraic group which is bi-interpretable
with a real closed field.

Corollary 1.3. Let G be an unstable, semialgebraic, definably simple group over a
real closed field R. Then the following hold:

1. Every semialgebraic subset of Gn is G-definable;
2. Let H be any other semialgebraic group over a real closed field L. Then every

abstract group isomorphism f : G→ H is of the form f = g ◦ h where h is a
map induced by an abstract field isomorphism between R and L and g is an
L-semialgebraic isomorphism of groups. In particular, f is continuous, and
if R = L = the field of real numbers, then f is semialgebraic and therefore a
Lie isomorphism of G and H.

An analogue of the above for simple algebraic groups over any algebraically
closed field can be found in Poizat’s book on stable groups (see 4.16, 4.17 in [19]).

Remark 1.4. (i) Part (2) of the corollary above is related to a large body of mathe-
matical work on the connections between abstract group homomorphisms of certain
algebraic groups (or simple Lie groups) and algebraic homomorphisms (or analytic
maps) between these groups. (2) follows, in the R-isotropic case, from a theorem of
Borel-Tits ([3]) and in the R-anisotropic case, from a theorem of Weisfeiler ([22]).
However, our treatment is independent of those. Moreover, the bi-interpretability
results seem to shed new light on the strong connections between the abstract group
structure of G and the structure which G inherits from the ambient field. In [21],
J. Tits posed in somewhat intuitive terms the following question: Given a (simple)
algebraic group G defined over a field K, does the group G(K) of K-rational points
“carry with it the data of the field K and the algebraic structure of G”? Tits’
own idea for an answer was given in terms of homomorphisms of such groups. The
bi-interpretability theorem suggests, when K is a real closed field, a more explicit
answer to this question.
(ii) Since every simple Lie group is isomorphic, as a Lie group, to a semialgebraic
linear group, Corollary 1.3 together with Remark (b) preceding it, implies the
classical theorem of Freudenthal ([7]) (generalizing a theorem of Cartan, van den
Waerden on compact Lie groups): If G is a simple Lie group whose Lie algebra is
absolutely simple, then every abstract automorphism of G is analytic.

The paper is divided into two main parts. In the first part we show that a
field K is interpretable in the group structure G. By our earlier results, we may
assume here that G is a semialgebraic group over a real closed field R. We then
apply some theory of algebraic groups according to the R-isotropic, anisotropic
cases, and transfer results from the field of real numbers to an arbitrary real closed
field. We make use here of the work on compact groups from [11] and prove an o-
minimal analogue of a theorem by Zil’ber on the interpretation of fields in solvable,
nonnilpotent groups.

In the second part we show that the group G is definably isomorphic in the
sense of G to a linear group over the field K defined above, (or possibly another
field replacing K). We actually make no use here of the fact that G is semialgebraic
and develop some general model theoretic machinery, mainly in the general context
of geometric structures.
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Now we briefly introduce basic terminology: By “definable” we always mean
“definable with parameters”. We use the letters M,N ,X . . . to denote different
structures and M,N,X . . . to denote their universes. We use G to denote the
group structure 〈G, ·〉, but sometimes just use G or H to denote certain groups.
The structures in question change throughout the paper but we try to make this
point clear at the beginning of each section. We remind the reader that an o-
minimal structure is a densely ordered structure M = 〈M,<, · · ·〉 such that every
definable subset of M is a finite union of intervals with endpoints in M ∪ {±∞}.
For more on o-minimal structures, we suggest the article and book of L. van den
Dries [5], [6].

Definable groups in o-minimal structures have the Descending Chain Condition
on definable subgroups. Therefore, every definable group G has a minimal de-
finable subgroup of finite index, denoted by G0. If G = G0, then G is called a
connected group. However, since we refer here to definability with respect to sev-
eral different structures we will use terminology like “semialgebraically connected”
for semialgebraic groups without semialgebraic proper subgroup of finite index, or
“algebraically connected” for algebraic groups without proper algebraic subgroups
of finite index, etc.

We refer the reader to Section 1.2 in [14] for the basic facts on groups definable
in o-minimal structures.

Infinitesimal neighborhoods. Because of the topological setting, many of the
properties that we will obtain along the way are local in nature. One way to tackle
these issues is to use the notion of an infinitesimal group. This is a notion that is
used often, possibly under other names, in the theory of Lie groups. Model Theory
allows us to treat it more rigorously:

We start with a given o-minimal structure N and let N ∗ be an |N |+-saturated
elementary extension of N . If G is a definable group in N we denote by GN and
GN

∗
the points in N and N ∗ which lie in G, respectively. For g ∈ GN , we denote

by Vg the infinitesimal neighborhood of g in N ∗, namely the intersection of all
open neighborhoods of g (in the group topology) which are definable in N . By
continuity, for g, h ∈ GN , Vg · Vh = Vgh (hence Ve is a subgroup of GN

∗
), and

VVhg ⊆ Vgh . In the text that follows we use infinitesimal neighborhoods without
referring to a particular elementary extension of N . In all cases the results and
proofs are independent of N ∗.

2. Defining a field from the group

Our goal in this part of the paper is to show that given G which is infinite,
definably simple and definable in some o-minimal structure, one can interpret a field
in the group structure G. In [14] we see that such a field is definable in the language
of the o-minimal structure, and indeed we will make use of this fact when we come to
define the field in G. Before turning to the setting of the main theorem, we develop
some general tools for handling certain subgroups, not necessarily definable, of
definable groups in o-minimal structures.

2.1.
∨

-definable subgroups. We work here in an o-minimal structure N .

Definition 2.1. Let G be a definable group, {Xi : i ∈ I} a collection of definable
subsets of G. A subgroup H =

⋃
iXi is called a

∨
-definable subgroup of G if the

following hold:
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(i) For every i, j ∈ I there is k ∈ I such that Xi, Xj ⊆ Xk.
(ii) For every i, j ∈ I there is k ∈ I such that Xi ·Xj ⊆ Xk.
(iii) For every i ∈ I there is j ∈ I such that X−1

i ⊆ Xj .
IfH is a

∨
-definable subgroup ofG, we denote by dimH the maximum dimension

of the Xi’s.

Remark 2.2. We emphasize that the collection of Xi’s in the above definition is a
fixed collection rather than a definable, parameterized family of sets. This is crucial
for the theorem below. Also, since a

∨
-definable subgroup is a union of definable

sets its realization in every elementary extension N ∗ of N is well defined and is
again a subgroup of GN

∗
.

Proposition 2.3. Let 〈G, ·, e〉 be a definable group over a set B ⊆ N , H =
⋃
i∈I Xi

a
∨

-definable subgroup of G, where the Xi’s are definable over B.
1. There is i ∈ I, call it i0, such that dimXi0 = dimH and Ve ∩Xi0 = Ve ∩H.
2. Let He = Ve ∩ H. If Xi0 ⊆ Xj and g ∈ N is generic in Xj over B, then
He = g−1(Vg ∩Xj) = (Vg ∩Xj)g−1.

3. If H1 ⊂ H is another
∨

-definable subgroup of G in N , and dimH1 = dimH,
then Ve ∩H1 = Ve ∩H.

Proof. We first claim that under the above assumptions the following holds: For
i0 ∈ I, Ve ∩Xi0 = Ve ∩H if and only if for every Xi containing Xi0 there is (in N )
a definable open neighborhood Vi of e such that Vi ∩Xi0 = Vi ∩Xi.

Indeed, the “right to left” is immediate, since Ve is contained in everyN -definable
open neighborhood of e. As for the opposite direction, consider N ∗, an |N |+-
saturated elementary extension of N . If the statement on the right hand side fails,
then for some i ∈ I, the type x ∈ (Xi0 ∩Ve)\Xi can be realized in N ∗, thus leading
to a contradiction.

As the claim shows, we can prove the property Ve ∩ Xi0 = Ve ∩ H when the
ground model N is replaced by any elementary extension of it. We can therefore
assume that N is |B|+-saturated.

We choose Xi of maximal dimension. Now, if g ∈ N is generic in Xi over B,
then g is generic over B in every Xj containing Xi and therefore Vg∩Xi = Vg∩Xj .
Now take i0 such that X−1

i Xi ⊆ Xi0 and i1 such that XiXi0 ⊆ Xi1 . The set
g−1(Vg ∩Xi) is a subset of Ve ∩Xi0 and therefore, after multiplying on the left by
g, we have

Vg ∩Xi ⊆ g(Ve ∩Xi0) ⊆ Vg ∩Xi1 .

But the sets on both ends of the above inclusion are equal, hence Vg ∩ Xi =
g(Ve∩Xi0 ), and by symmetry we also have Vg∩Xi = (Ve∩Xi0 )g. We may conclude
then that

g−1(Vg ∩Xi) = Ve ∩Xi0 = (Vg ∩Xi)g−1.(1)

The above argument can clearly be repeated when i0 is replaced by any j ≥ i0;
therefore,

g−1(Vg ∩Xi) = Ve ∩Xj = (Vg ∩Xi)g−1.(2)

It follows that Ve ∩Xj = Ve ∩Xi0 for every Xj containing Xi0 . (1) and (2) of
the proposition clearly follow.

We now take H1 =
⋃
j∈J Yj ⊆ H a

∨
-definable subgroup of G with the same

dimension as H . Without loss of generality, H1 is definable over B as well. Let
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Xi0 and Yj0 be as given by (1) for H and H1, respectively. It is easy to see that
Ve ∩ H = Ve ∩ H1 if and only if there is in N a definable open neighborhood V
of e such that V ∩ Xi0 = V ∩ Xj0 . We therefore may assume again that N is
|B|+-saturated.

Note that (2) implies that for g generic in Xj containing Xi0 ,

Ve ∩H = g−1(Vg ∩H).

Let g be generic in Yj0 over B. Then, since dimH = dimH1, g is also generic in
any Xj containing it. Therefore, Vg ∩H = Vg ∩H1, Ve ∩H1 = g−1(Vg ∩H1) and
Ve ∩H = g−1(Vg ∩H). It follows that Ve ∩H = Ve ∩H1.

Note that if {Xi : i ∈ I} is any fixed collection of definable subsets of G over B,
all containing e, then the subgroup of G generated by all the Xi’s can be written
as a union of a directed collection of sets of the form A = Xε1

α(1) · · ·X
εm
α(m), for

α(1), . . . , α(m) ∈ I and ε1, . . . , εm ∈ {±1}. This union forms a group in any
elementary equivalent structure over B, and therefore, as easily seen, it remains a∨

-definable subgroup of G. In general, such subgroups may not be definable. For
example, if R is a nonarchimedean real closed field, then the subgroup of 〈R,+〉
generated by the interval [−1, 1] is a

∨
-definable subgroup which is not definable.

The following theorem can be seen as the o-minimal analogue of what is some-
times called Zil’ber’s Indecomposability Theorem.

Theorem 2.4. Let G be a definable group, {Xi : i ∈ I} a fixed collection of defin-
able subsets of G, all containing e. Let H be the subgroup of G generated by the
Xi’s. Then there are α(1), . . . , α(m) ∈ I and ε1, . . . , εm ∈ {±1} such that the set

X = Xε1
α(1) · · ·X

εm
α(m)

satisfies the following properties:
1. dimX = dimH.
2. For every open neighborhood U of e there is an open neighborhood V of e such

that (V ∩X) · (V ∩X) ⊆ U ∩X.
3. Ve ∩X = Ve ∩H.

Proof. (1) and (3) follow immediately from Proposition 2.3 and the remarks pre-
ceding the theorem. (2) follows from (3) since Ve ∩X is a subgroup of G.

In this paper we mainly use the following corollary to the above theorem.

Corollary 2.5. Let G be a definable group, {Xi : i ∈ I} a fixed collection of
definable subsets of G, all containing e. Then there are α(1), . . . , α(m) ∈ I,
g1, . . . , gm ∈ G and ε1, . . . , εm ∈ {±1} such that

Ve ∩ (Xε1
α(1))

g1 · · · (Xεm
α(m))

gm

is a normal subgroup of Ve.

Proof. Consider the collection {Xg
i : g ∈ GN } and the subgroup of G, call it

H , which is generated by this collection in N . Note that H is invariant under
conjugation by elements of GN . It is a

∨
-definable group and by Theorem 2.4,

there are α(1), . . . , α(m) ∈ I, g1, . . . , gm ∈ GN and ε1, . . . , εm ∈ {±1} such that
for X = (Xε1

α(1))
g1 · · · (Xεm

α(m))
gm , we have Ve ∩X = Ve ∩H.

As was claimed in the proof of 2.3, it follows that for every g (in GN ) there is a
definable neighborhood V (g) of e (in N ) such that V (g)∩X = V (g)∩Xg. This is
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now a first order property of N which remains true in every elementary extension
of N .

We now claim that for some g0 ∈ G there are definable neighborhoods W0 of g0

and V0 of e such that for every g ∈ W0,

V0 ∩X = V0 ∩Xg.

Indeed, since this is a first order property, we may assume that N is saturated
over the parameters defining X . If g0 generic is in G, then we can find a neigh-
borhood V (g0) of e such that V (g0) ∩X = V (g0) ∩Xg0 . Moreover, by shrinking
V (g0) if needed, we may assume that g0 is still generic over the parameters defining
V (g0). By genericity it now follows that for some neighborhood W0 of g0, for all
g ∈ W0, V (g0) ∩X = V (g0) ∩Xg, thus proving the claim.

We now take g0 in GN , W0 and V0 N -definable, all as in the last claim. Then
for all g ∈W0 we have V0 ∩X = V0 ∩Xg, and in particular (since Ve ⊆ V0), for all
g ∈ W0,

Ve ∩X = Ve ∩Xg.

To prove that Ve ∩X is normal in Ve, we take arbitrary h ∈ Ve and conjugate
both sides of the above equality for the case g = g0. h is of the form g−1

0 g for some
g ∈ W0, therefore (applying the above again for g) we have

(Ve ∩X)h = (Ve ∩Xg0)h = Vhe ∩Xg0h = Ve ∩Xg = Ve ∩X.

2.2. Defining a field in a solvable nonnilpotent group. In this section N is
an o-minimal structure with definable choice functions. Any o-minimal expansion
of an ordered group is such. We need definable choice functions in order to replace
any group interpretable in N with a definable one.

The following theorem is an o-minimal version of a theorem by Zil’ber (see 3.7
in [19]). Given a definable group A, we say that another definable group M is a
definable group of automorphisms of A if M acts on A as a group of automorphisms
and the map (α, a) 7→ α(a) from M ×A into A is definable.

Theorem 2.6. Let A be a definable abelian group, M an infinite definable abelian
group of distinct automorphisms of A. If A is M -minimal (i.e. there is no infinite
definable subgroup of A invariant under M), then there is a definable infinite field
K, such that A is definably isomorphic to 〈K,+〉 and M is definably isomorphic
to a subgroup of K×. Moreover, all the definable objects above are definable in the
structure containing the groups M , A and the action of M on A.

Proof. Unless otherwise stated we take all definability to be in the structure con-
taining the groups and their action. Since the group action is definable in N it
is easily seen to be continuous with respect to the o-minimal group topology on
M and A and the product topology on M × A (see for example the proof in [12]
that the topology of the underlying additive group of a definable ring makes ring-
multiplication continuous as well).

We denote by 0 the identity element of A. For a ∈ A and m ∈ M , we let ma
denote the action of m on a.

For every n, we consider the set M2n as a set of endomorphisms of A as follows:
Given m̄ = (m1, . . . ,m2n) ∈M2n and a ∈ A,

m̄a = (m1a−m2a) + . . .+ (m2n−1a−m2na).
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We let ∼ be the equivalence relation on M̄ =
⋃
l∈NM

2l which identifies equal
endomorphisms. We denote by [m̄] the equivalence class of m̄, and identify it with
the corresponding endomorphism of A. We also use α, β to denote these endomor-
phisms. The set R = M̄/ ∼ is easily seen to be a ring of definable endomorphisms
of A with respect to addition and composition of maps.

Lemma 2.7. Every nonzero α ∈ R is an automorphism of A.

Proof. Notice that by the commutativity of M , ker(α) is invariant under M , hence
since A is minimal, ker(α) is finite. But then dimαA = dimA, and again αA
is invariant under M and therefore α is surjective. It is thus left to show if α is
nonzero, then its kernel must be trivial.

Since every nonzero α is surjective, if ker(α) is nontrivial, then we get an in-
creasing chain of finite subgroups, all invariant under M ,

ker(α) ( ker(α2) · · · ( ker(αn) ( · · · .
As we now show, there are at most finitely many torsion elements in A, contra-

dicting the above.

Claim 2.8. Given a ∈ A, the following are equivalent:
(i) a is a torsion element of A.
(ii) There is m 6= 1 in M such that ma = a.
(iii) There is a nonzero α ∈ R such that αa = 0.

Proof. Assume that na = 0. A′, the collection of all elements in A whose order
is at most n forms a definable (abelian) subgroup of A of bounded exponent and
therefore it is finite (see [20]). A′ is invariant under M ; therefore, the orbit of a
under M is finite and thus Stab(a) is a definable subgroup of M of finite index. In
particular, there is m 6= 1 in M such that ma = a, thus (ii) follows from (i).

Clearly, if ma = a, then (m − 1)a = 0 and m − 1 ∈ R. Therefore, (ii) implies
(iii). We already pointed out that (iii) implies (i).

By the last claim, the subgroup of all torsion elements in A is definable and
therefore must be finite.

Notice that the proof of the lemma shows that A is torsion-free. It follows from
the lemma that R is an integral domain. Clearly, R itself may not be definable but,
as we will show, its field of fractions is definable.

We now fix a nonzero a ∈ AN and consider for every n, the subset of A, An =
M2na. The set H = Ra =

⋃
nAn is a

∨
-definable subgroup of A. Hence, by

Proposition 2.3, there is n0 such that V0∩An0 = V0∩H, call this set H0. For every
n ≥ n0 and every b generic in An we have H0 = (Vb ∩An)− b.

Given α ∈ R, α sends H into H . However, since αR could be a proper subset of
R, αH does not necessarily equal H .

Claim 2.9. (i) For every nonzero α ∈ RN , αH0 = H0.
(ii) For every nonzero α ∈ R, the restriction of α to H is an open map from H

into H .

Proof. Given a nonzero α ∈ RN , αH is a subgroup of H which itself is a
∨

-
definable subgroup of A. Moreover, since α is injective dimαH = dimH and hence
by Proposition 2.3, (αH) ∩ V0 = H0. By the continuity of α and α−1 and the fact
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that α ∈ N , we have αV0 = α−1V0 = V0, and therefore αH0 = α(H ∩ V0) = H0,
thus proving (i).

Note that since 0 is an interior point of An0 in H , we may conclude from (i) that
for every n and every nonzero α ∈MN 2n

/ ∼, 0 is an interior point of αAn0 in An0 .
This now is a first order property in the sense of N which holds for every α ∈M2n.
But then, for every nonzero α ∈ R, 0 is an interior point of αH in H . Since H is a
topological group, α|H is an open map.

Claim 2.10. For every nonzero α1, α2 ∈ R, there are nonzero β1, β2 ∈ M2n0/ ∼
such that α1β2 = α2β1.

Proof. We let R1 = {α ∈ R : αa ∈ H0}. R1a = H0 ⊆ M2n0a and since every
definable automorphism in R is determined by its value at a we haveR1 ⊆M2n0/ ∼.

If we now take nonzero α1, α2 ∈ R, then, since α1H0 and α2H0 both contain
open sets around 0, we have

α1H0 ∩ α2H0 = α1(R1a) ∩ α2(R1a) 6= {0}.
Therefore, there are nonzero β1, β2 ∈ R1 ⊆M2n0/ ∼ such that α1β1a = α2β2a and
hence α1β1 = α2β2 in R.

We now consider the field of fractions of R,

K = {α/β : β 6= 0, α, β ∈ R},
defined in the usual way. Even though K is not a-priori definable, or even inter-
pretable, by the above claim it is sufficient to consider all α/β such that α, β ∈
M2n0/ ∼, thus K is indeed an interpretable field. Moreover, K can be realized as
a field of definable automorphisms of A by letting α/β be the map αβ−1.

The map α/β 7→ α/β(a) is a definable embedding of 〈K,+〉 into 〈A,+〉 hence, by
the minimality of A, its image equals A. If we fix α = [(m1, . . . ,m2n0)] and β, then
the map d 7→ [(dm1, . . . , dm2n0)]/β is an embedding of M into the multiplicative
group of K. Thus, Theorem 2.6 is proved.

Before we prove the final proposition we need a small group theoretic fact.

Fact 2.11. Let N be a finite normal subgroup of a group H and assume that H has
no 〈H, ·〉-definable subgroups of finite index.

(i) If g ∈ H and gN is in Z(H/N), then g ∈ Z(H). In particular, N ⊆ Z(H).
(ii) If N = Z(H), then H/N is centerless and has no normal finite subgroups.

Proof. (i) Assume that gN ⊆ Z(H/N). Then the map h 7→ hgh−1g−1 takes ele-
ments from H into N . This map induces an injection from H/CH(g) into N , hence
CH(g) has finite index in H , thus is equal to H . (ii) follows from (i).

Theorem 2.12. Let G be a definable infinite group in an o-minimal structure
which is solvable and not nilpotent-by-finite. Then a field K is interpretable in
G = 〈G, ·〉; its additive group is definably isomorphic to a quotient of two definable
subgroups of G.

Proof. We choose H of minimal positive dimension which is solvable, not nilpotent-
by-finite, and can be obtained as the quotient of two G-definable subgroups of G.
We may assume that H has no G-definable subgroups of finite index. Since H
is solvable and not nilpotent so is H/Z(H) and therefore by minimality, Z(H) is
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finite. By replacing H with H/Z(H) we may assume (see Fact 2.11) that H is
centerless and has no normal finite subgroups.

We now take K to be a definable normal proper subgroup of H of maximal
dimension. We claim that K1 = H/K is abelian. If not, then since K1 is solvable
it has an abelian normal subgroup E; if E is infinite, then E1 = Z(CK1(E)) is a
definable abelian proper subgroup of K1 containing E. The extension of K by E1

is a normal proper subgroup of H which contradicts our choice of K. If E is finite,
then we replace K1 by K1/E and repeat the same argument.

By the minimality of H , K is nilpotent and therefore Z(K) is nontrivial and
normal in H . But H has no finite normal subgroups so Z(K) is infinite. We take
A ⊆ Z(K) to be a minimal G-definablenormal subgroup of H of positive dimension
and let H1 = CH(A), a normal G-definablesubgroup of H containing K. Since H is
centerless and has no definable subgroups of finite index, M = H/H1 is infinite. It
is an infinite abelian group of distinct automorphisms of A (acting by conjugation)
and, since every M -invariant subgroup of A is clearly normal in H , A is M -minimal.
Applying Theorem 2.6 we get a field interpretable in G.

2.3. Defining a field in a definably simple group. We return now to the
setting of Theorem 1.1. We have a real closed field R, and G a semialgebraic
subgroup of GL(n,R). We let G = 〈G, ·〉 and R = 〈R,<,+, ∗〉.

Our assumption is that G is an infinite, nonabelian group which has no G-
definable normal nontrivial proper subgroups. We want to show that a field is
interpretable in G.

We let K be the algebraic closure of R, i.e. K = R(
√
−1), and denote by G the

Zariski closure of G in GL(n,K). G might not be connected as an algebraic group
and we let H be its minimal algebraic subgroup of finite index. Note that G and
H (which we identify with G(K) and H(K)) are both defined over R.

We first state some generalities on algebraic groups.

Fact 2.13. (i) If k is a field of characteristic 0 and H is a connected linear algebraic
group defined over k, then H(k) is Zariski-dense in H .

(ii) Assume that G is an algebraic subgroup of GL(n,K). If G has no G-definable
subgroups of finite index, then it has no subgroups of finite index at all.

Proof. For (i) see [2], AG.13.3. (ii) is actually true for all groups of finite Morley
rank which are definable in o-minimal structures: If G is abelian, then for every n,
the group nG has finite index in G (since, as we noted already, a definable infinite
group has an unbounded exponent). Therefore, every subgroup of finite index is
contained in a definable one.

Assume that G is not abelian and H is a subgroup of G of finite index. By
Zil’ber’s Indecomposability theorem for groups of finite Morley rank (see 2.9 and
the proof of 2.11 in [19]) one can obtain a G-definable G1 ⊆ H which is normal in
G such that H/G1 is central in G/G1. It follows that Z(G/G1) has finite index in
G/G1 so its pull-back in G is G-definable of finite index and therefore, is equal to
G. Thus G/G1 is abelian so we can apply to it the previous argument.

Definition 2.14. Let H be a connected linear algebraic group defined over a field k
of characteristic zero. H is said to be k-isotropic if there is some k-defined algebraic
subgroup T of H which is rationally isomorphic over k to some nontrivial product
of copies of the multiplicative group of the field Gm; such a T is called a k-split
torus. If H is not k-isotropic, it is said to be anisotropic over k, or k-anisotropic.

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use



SIMPLE GROUPS OVER REAL FIELDS 4431

Remark 2.15. Suppose we are working in GL(n). The canonical copies of algebraic
tori are diagonal groups where certain entries are 1 and other entries are free to
range over nonzero elements. These are defined over Q and we call them standard
tori. Then, (see [2], 8.2), H is k-isotropic iff there is a ∈ GL(n, k) and some standard
torus T such that T a < H , equivalently T (k)a < H(k).

The proof that G interprets a field goes via two cases, depending on whether
H , the algebraic connected component of G, is R-isotropic or R-anisotropic. It
suggests three categories for a definably simple semialgebraic group G over a real
closed field R. When H is R-isotropic, G is bi-interpretable with an algebraically
closed field (e.g. PSL(2, R(

√
−1))), or with a real closed field (e.g. PSL(2, R)).

When G is R-anisotropic it is necessarily bi-interpretable with a real closed field
(e.g. SO(3, R)).

2.3.1. The R-anisotropic case. The main idea of this section is to transfer results
and arguments from the field of reals to the field R. To do so we first observe some
general facts about o-minimal structures.

We assume the following claim to be known and add a proof for the sake of
completeness.

Claim 2.16. Let T be an o-minimal theory. Given a formula φ(x, y) in the language
of T there is a formula ψ(y) such that for every model M of T , M |= ψ(a) if and
only if φ(x, a) defines a definably connected set.

Proof. We first consider a cell decomposition C1, · · · , Cn of the set defined by
φ(x, y), such that for every y = a and every cell Ci, the fiber (Ci)a is either a cell
or an empty set. We note also that if A,B are two definably connected sets, then
A∪B is definably connected if and only if either A∩B or A∩B are nonempty. Using
this fact and the above cell decomposition it is easy to find ψ(y) as needed.

Using a similar argument to the above, one can prove:

Claim 2.17. LetM be an o-minimal structure, S a definable set, and let {Ga : a ∈
S} be a uniformly definable family of definable groups (namely, the underlying sets
of the groups and the operations are given uniformly). Then the family {G◦a : a ∈
S}, of the M-definably connected components of e in these groups, is uniformly
definable in M.

Definition 2.18. An algebraic subgroup N of GL(n,K) is called unipotent if every
g ∈ N is a unipotent element, namely g− I is a nilpotent ring-element in M(n,K).
(In particular, then, (g − I)n = 0.)

A linear algebraic group, algebraically connected, is called reductive if it contains
no normal abelian unipotent subgroups.

The following is basically 4.8 in [2].

Fact 2.19. Let N be an algebraic subgroup of GL(n,K). Then
(i) N is unipotent if and only if there is g ∈ GL(n,K) such that g−1Ng is a

group of upper triangular matrices with 1 on the diagonal.
(ii) If N is unipotent, then every element ofN has an infinite order. In particular,

N is infinite.
(iii) N is a nilpotent group.
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Claim 2.20. Let {Ha : a ∈ S} be an R-definable family of algebraic subgroups of
GL(n,K). Then the following hold.

(i) The set of a’s for which Ha is a connected, reductive algebraic group is R-
definable.

(ii) The set of a’s for which Ha is R-isotropic is R-definable.

Proof. Since K = R(
√
−1), it can be identified with R2 in the usual way, and

so every algebraic set in Kn is identified with a semialgebraic subset of R2n. By
2.13(ii) an algebraic group over K is connected as an algebraic group if and only if
it is semialgebraically connected with respect to R. By Claim 2.16 we may assume
that for all a ∈ S, Ha is algebraically connected. As pointed out above, an element
g ∈ Ha ⊆ GL(n,K) is unipotent if and only if (g − I)n = 0 and therefore the
collection of unipotent elements in Ha is uniformly (in a) definable.

Note first that for every a ∈ S and every h ∈ Ha, if h is not in the center of
Ha, then hHa is infinite. Therefore, by Zil’ber’s Indecomposability theorem for
groups of finite Morley rank (see [19], 2.9) there is k ≤ 2n such that the k-product
(hHah−1) · · · (hHah−1) is a normal subgroup of Ha (possibly not a proper one).

On the other hand, the collection of all unipotent elements of Z(Ha), if any,
forms a normal abelian unipotent subgroup of Ha (see [2], 4.4(4) and 4.5).

Putting these two observations together we see that Ha is reductive if and only
if every central element in Ha is not unipotent and for all h /∈ Z(Ha), the group
(hHah−1) · · · (hHah−1) is not a unipotent abelian subgroup of Ha. By the previous
comments this is a first order condition on a.

(ii) follows immediately from the remarks regarding k-isotropic groups and the
fact that R is an R-definable subset of K.

The following fact, for the field R, is proved in Borel’s book ([2], 24.6(c)). By
the last claim, that result can be transferred to an arbitrary real closed field.

Fact 2.21. Let H be a (connected) reductive linear algebraic group over a real
closed field R. H is R-anisotropic if and only if H(R) is closed and bounded in
GL(n,R).

We now return to the main theorem, where G is a semialgebraic infinite non-
abelian group, with no G-definable normal subgroups, H the algebraic connected
component of its Zariski closure, G, and we assume that H is R-anisotropic.

Claim 2.22. G is closed and bounded in GL(n,R).

Proof. In order to apply 2.21 we will first show that H is reductive.
Notice that G(R) contains both H(R) and G and all have the same semialgebraic

dimension. It follows that H1 = H(R) ∩G has finite index in both G and in H1

Let N be the unipotent radical of H . That is, N is a unipotent normal connected
algebraic subgroup of H which contains all other such subgroups (see 11.21 in [2]).
Since H is defined over R and N , by maximality, it is fixed by all automorphisms
of H , the group N is also defined over R.

Now, if H is not reductive, then N is nontrivial and therefore (2.19) it is an
infinite nilpotent group. By 2.13 (i) N(R) is still an infinite group; it is also normal
in H(R). Since H1 = H(R)∩G has finite index in G, the group N1 = N(R)∩G is
a normal infinite nilpotent subgroup of H1. We let N2 = Z(N1), an abelian normal
subgroup of H1 which is unipotent and therefore infinite.
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If we now let N3 = Z(CG(N2)), then N2 is definable in G, abelian and contains
N2. Furthermore, it is normalized by H1, hence NG(N3), which is G-definable is
a group of finite index in G which therefore equals G. It follows that N3 is a G-
definable normal infinite, abelian subgroup of G, contradiction. Hence, H(R) is
indeed reductive.

By Fact 2.21, H(R) and hence H(R) ∩ G is closed and bounded, and so G is
closed and bounded.

One of the main difficulties in the arguments above was the fact that G is not
known yet to be semialgebraically connected. We are now ready to prove that.

Below, we let G◦ denote the semialgebraic-connected-component of e in G.

Claim 2.23. G is semialgebraically connected, namely G = G◦.

Proof. It is a known fact that if Ĝ is a compact Lie group over R and T̂ is a maximal
abelian subgroup of Ĝ, then

Ĝ◦ =
⋃
g∈G

gT̂ ◦g−1,(3)

where Ĝ◦ and T̂ ◦ are the connected components of e in Ĝ and T̂ , respectively (T̂ ◦

is a maximal topological torus in Ĝ).
We claim that (3) can be transferred now to any real closed field, when we con-

sider linear semialgebraic Ĝ and T̂ and when we replace the notion of “connected”
by “definably connected”. To see that, we use Claims 2.16 and 2.17 together with
the fact that T̂ is a maximal abelian subgroup of Ĝ if and only if Z(CĜ(T̂ )) = T̂ .

If we now return to our G and let T be a maximal abelian subgroup of G (there
is one by Zorn’s Lemma), then Z(CG(T )) = T , therefore, T is G-definable. By
2.22 and (3), we see that G◦ =

⋃
g∈G gT

◦g−1. But since T is abelian its definably
connected component T ◦ equals nT for some n hence it is G-definable as well, and
therefore G◦ is G-definable. G◦ is of finite index in G, therefore G = G◦.

Notice that one corollary of (3) above is that every g ∈ G is contained in an
infinite abelian subgroup of G and thus CG(g)is infinite. We will make use of that
later on.

Remark 2.24. As Corollary 1.3 will eventually show, when G is bi-interpretable
with a real closed field, every semialgebraic subset of G is G-definable, therefore G
is semialgebraically simple and connected in this case. When G is bi-interpretable
with an algebraically closed field, then it is a group of finite Morley rank and hence
its definable simplicity implies that it is abstractly simple (see [19]). In particular,
it cannot have any semialgebraic subgroups of finite index. Thus, in both cases our
final result implies that G is semialgebraically simple and connected.

In [11] Nesin and the second author analyze the model theory of compact Lie
groups. Our plan is to transfer some theorems and proofs from there to any closed
and bounded semialgebraic group. We do so in a sequence of lemmas.

Lemma 2.25. Let R be a real closed field. Assume that H1, H2 are semialgebraic
closed and bounded subgroups of GL(n,R), H2 normal in H1 and H1 is semialge-
braically connected. Assume further that B = H1/H2 is an infinite centerless group
such that for every a ∈ B, CB(a)◦, the semialgebraic connected component of the
centralizer of a is abelian, denoted by T (a). Then
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(i) B is covered by the T (a)’s and all are conjugate to each other.
For every a ∈ B,
(ii) CB(T (a)) = T (a) and |NB(T (a))/T (a)| = 2.
(iii) NB(T (a))− T (a) contains an involution, which acts on T (a) as x 7→ x−1.
(iv) T (a) has a unique involution and dim T (a) = 1.

Proof. The lemma is basically Claims 1–4 from [11], in the proof of Proposition
1.14 there. The assumptions on B in the lemma are exactly those which were used
in [11] to prove these claims, thus the lemma is proved there in the case where R
is the field of real numbers.

We now claim that it holds in any real closed field. In order to see that the
lemma can be transferred to any real closed field we need to verify that all the
notions mentioned in it are first-order expressible in the field language. By claims
2.16 and 2.17, one can formulate the assumptions of the modified lemma in a first
order way (i.e. as a first order property of the parameters used to define H1 and
H2). The conclusions of the lemma are clearly first order expressible, therefore the
lemma indeed holds in any real closed field.

Lemma 2.26. Let R be a real closed field. If B = H1/H2 is a quotient of two
linear semialgebraic groups over R and it satisfies the assumptions of Lemma 2.25,
then a real closed field is definable in 〈B, ·〉.
Proof. Notice that since T (a) = CB(a)◦ is abelian it is contained in an abelian
group A > CB(a) which is definable in the group language of B (i.e. the center
of centralizer of T (a) in CB(a)) and has the same dimension as T (a). But then
there is n such that n · A = T (a) and therefore T (a) is G-definable. We can then
use (i)-(iv), just like Claims 1-4 are used in the proof of Proposition 1.14 in [11] to
define a real closed field in the group language of B.

In R, every connected compact Lie group is an almost direct product of its center
and its derived group. However, since we do not have a way to define in R the
derived group in general, we cannot transfer this fact to an arbitrary real closed
field. Instead, we will use the following.

Lemma 2.27. Let R be a real closed field.
(i) If {Ga : a ∈ U} is a semialgebraic family of groups, then the collection of a’s

for which Ga is nilpotent and semialgebraically connected is semialgebraic.
(ii) Let H1, H2 be semialgebraic linear groups over R which are closed and

bounded. If G = H1/H2 is semialgebraically connected nilpotent, then it is abelian.

Proof. We may assume that for all a, Ga is semialgebraically connected of dimension
at most n.

For (i), it is sufficient to show that a definably connected group G of dimension
n is nilpotent if and only if Zn(G) = G (where Zn(G) is the n-th centralizer in the
upper central series of G).

By dimension considerations there is a first i ≤ n such that the dimension of
Zi+1(G) equals dimZi(G). It follows that G/Zi(G) has finite center and therefore,
by Fact 2.11, either G = Zi(G) in which case G is nilpotent and G = Zn(G), or
G/Zi+1(G) is infinite and centerless hence G is not nilpotent. Thus (i) is proved.

Since any compact connected nilpotent Lie group is abelian, (ii) holds when R
is the field of real numbers. We can use (i) in order to transfer this result to an
arbitrary real closed field.
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Proposition 2.28. Let R be a real closed field, G an infinite semialgebraic sub-
group of GL(n,R) which is closed and bounded. If G is not abelian-by-finite, then
a real closed field is definable in the group structure G.

Proof. By Lemma 2.26, it is sufficient then to show that one can define in G two
subgroups of G, H1 and H2, which satisfy the assumptions of Lemma 2.25.

By a G-definable section of G we mean a group of the form B = H1/H2 where Hi

are G-definable. Choose such a definable section which is infinite, semialgebraically
connected, noncommutative, of least possible dimension. Since G is closed and
bounded and H1, H2 are closed in G, they are also closed and bounded. By Lemma
2.27, B is not nilpotent. B has finite center, otherwise, by Fact 2.11, B/Z(B) is
again a nonabelian section of smaller dimension than B.

Since B is definably connected, B/Z(B) is centerless (2.11), hence by changing
H2, we may assume that B is centerless. Given a ∈ B, we have already seen
CB(a) is infinite, properly contained in B (B is centerless), and therefore by the
minimality of B, CB(a)◦ is abelian. We can now apply Lemma 2.26.

2.3.2. The R-isotropic case. Again, we assume here that R is a real closed field, G a
G-definably-simple linear group definable in the field R. G is still the Zariski closure
of G inside K, the algebraic closure of R; H the algebraic connected component of
G.

We assume now that H is R-isotropic. It is easy to see that H has no algebraic
subgroups defined over R which are infinite and normal, but we only use the fact
that H is reductive and has finite center. Our first goal is to find a connected,
solvable algebraic subgroup B of H , with finite center (in particular, nonnilpotent),
which is defined over R. This is well-known, but to actually extract it from the
literature requires a few words. All the references below come from [2]. We thank
Gopal Prasad for pointing those out to us.

An R-parabolic subgroup of H is an R-subgroup P such that H/P is complete.
Since H is R-isotropic, it contains a nontrivial minimal R-parabolic subgroup P
(see 20.6 (ii)), which itself contains some maximal R-split torus T . If L = CH(T ),
then L is a Levi subgroup of P (20.6), therefore P can be written as a semidirect
product L ·RuP where RuP is the unipotent radical of P . L and RuP have trivial
intersection and both of these groups are defined over R. Let B = T · RuP .

Claim 2.29. B is connected, solvable and has finite center. In particular, B is not
nilpotent.

Proof. As T and RuP are connected, so is B. Since RuP contains only unipotent
elements, it is a nilpotent group. T is commutative and acts by conjugation on
RuP so B is solvable.

We show that Z(B) ⊆ Z(H). Suppose that x ∈ Z(B). Then x centralizes T so
x ∈ L∩B, which is equal to T . But then x centralizes L and as x centralizes RuP
it also centralizes L ·RuP = P . Since H/P is complete, CH(P ) = Z(H), (see 11.4),
hence x ∈ Z(H).
B = B(K) is then an R-group which is solvable and has finite center, therefore

B(R) is solvable of finite center.

Since H(R)∩G has finite index in both H(R) and G it follows that D = B(R)∩G
is still solvable. We claim that D is not nilpotent-by-finite. If it were, then D0, the
semialgebraic connected component of D, is nilpotent. But then the Zariski closure

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use



4436 YA’ACOV PETERZIL, ANAND PILLAY, AND SERGEI STARCHENKO

of D0 is nilpotent as well, and has the same algebraic dimension as B, contradicting
the fact that B is not nilpotent-by-finite.

Using centers of centralizers one obtains aG-definable solvable subgroup contain-
ing D, which therefore is not nilpotent and moreover not nilpotent-by-finite (since
D is not). We thus found a G-definable solvable group which is not nilpotent-by-
finite.

By Theorem 2.12, a field is interpretable in G. We have thus completed the proof
that a field is interpretable in a semialgebraic, definably simple, infinite group.

Remark 2.30. In the last argument, in order to obtain a solvable, nonnilpotent
group, we only used the fact that the field R was of characteristic zero.

3. The bi-interpretability of G and K

So far we have shown how one can interpret a field K in the group structure
G = 〈G, ·〉, when G is an R-semialgebraic, definably simple group in some real
closed field R. By [12], char(K) = 0 and K is either algebraically closed or real
closed. Our goal now is to show that K can be replaced, if needed, by another
G-interpretable field k such that 〈G, ·〉 is bi-interpretable with k.

Our first claim is that we may assume that every G-definable subset of Kn is
definable in 〈K,+, ·〉.

Assume that K is a real closed field. G and hence K are semialgebraically
definable in R and therefore, by [12], there is a semialgebraic isomorphism between
K and R. It follows that every R-definable subset of Kn is already definable in
〈K,+, ·〉.

Assume now that K is algebraically closed. By [12], it is definably isomorphic in
R to R(

√
−1). Thus K = k(

√
−1), for a real closed field k definable in the field R.

Since the isomorphism between R and k is definable in R every R-definable subset
of kn is definable in the field k. If A ⊆ Kn is a definable set in G, possibly over
parameters outside of K, then it is semialgebraic in the sense of k. Consider the
expansion KA of K obtained by adding a predicate for A.

We can now apply a theorem of Marker (see [10]) to KA. The theorem states
that either every KA-definable subset of Kn is already definable in the field K, or
k itself is definable in KA. (Marker proves it for semialgebraic expansions of C but
exactly the same proof works when R is replaced by an arbitrary real closed field.)

If there is a G-definable set A such that k is definable in KA, then we replace
K with k, and continue as above. If not, then every G-definable subset of Kn is
definable in K.

As shown so far, we may assume in both cases that every G-definable subset
of Kn, n ∈ N, is definable in the field structure of K. We claim that the same
holds for K in any elementary extension of our structure. In the case that K is
real closed it is clear since K and R are still semialgebraically isomorphic. When
K is algebraically closed, if the above failed in some elementary extension, then by
Marker’s result a real closed field is definable in KA for a G-definable set A. By
quantifying over the parameters defining this field and A the same holds in our
ground model contradicting our assumption.

We may therefore use the compactness theorem to conclude that any G-definable
family of subsets of Kn is definable in the field K. More precisely, for every formula
φ(x, y) in the group language there exists a formula ψ(x, z) in the field language,
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possibly over parameters from K, such that

{φ(Kn, a) : a ∈ Gn} = {ψ(Kn, b) : b ∈ Kr}.
We now prove a general lemma on bi-interpretability.

Lemma 3.1. Let N1,N2 be arbitrary structures. Assume that N1 is interpretable
in N2 via the identity map, and that every N2-definable subset of Nk

1 , k ∈ N, is
N1-definable. Assume also that there is an N2-definable surjection from N r

1 onto
N2 for some r.

Then N1 and N2 are bi-interpretable.

Proof. Assume that σ : N r
1 → N2 is such an N2-definable surjection. Then there

is an N2-definable equivalence relation E and an N2-definable bijection f : N2 →
N r

1/E. f transfers the atomic relations of N2 to some N2-definable relations on
cartesian powers of N r

1/E. But by our assumptions every such relation is N1-
definable, therefore the map f is an interpretation of N2 in N1. Then id ◦ f is an
interpretation of N2 in itself, which is N2-definable, and f ◦ id is an interpretation
of N1 in itself, which is N2-definable and therefore, by the above, also N1-definable.

In order to prove the bi-interpretability of G and K it is thus left to prove
the existence of a G-definable surjection from Kr onto G for some r. To do so we
develop some general model theoretic machinery for o-minimal structures and more
generally, for geometric structures.

3.1. Geometric structures and A-minimal sets.

Definition 3.2. A first order structure M is called a geometric structure if al-
gebraic closure has the Exchange property and M satisfies the Uniform Bound
property: Given a formula φ(x, y) there is k such that for all a ∈Mk either φ(x, a)
has infinitely many solutions or no more than k solutions.

The notion of a geometric structure was introduced in [9]. o-minimal and strongly
minimal structures are geometric structures. So are p-adically closed fields, perfect
PAC fields and real closed rings.
Throughout this section M is a fixed geometric structure.

We refer the reader to Section 2 in [9] for more information on geometric struc-
tures. Here we will mainly use the existence of well behaved notions of dimensions
for definable sets and for tuples. Since acl(−) satisfies the Exchange principle, it
generates a pre-geometry with acl(−) as the closure operation, acting on subsets
of M . Given X ⊆ M and A ⊆ M , the dimension of X over A, dim(X/A), is
defined to be the size of any maximal acl-independent-over-A subset of X . If M is
ω1-saturated and D ⊆ Mn is definable over some finite set A, then one can define
the dimension of D as max{dim(d̄/A) : d̄ ∈ D}. This definition does not depend
on the set A that we choose. A point d̄ ∈ Dn is called generic in D over A if
dim(d̄/A) = dimD. We have the following dimension formula for a, b some tuples
in M and A ⊆M .

dim(a, b/A) = dim(a/bA) + dim(b/A).

As pointed out in [9], the notion of dimension for definable sets is itself definable
in M. Namely, given a definable set Y ⊆ Mk+n and a natural number r, the
collection of a ∈Mk such that dimYa = r is a definable set inM. For an equivalent
definition of dimension where M needs no saturation assumptions, see [9].
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Assume now that A is a structure which is definable in M. Namely, the un-
derlying set A is a definable subset of Mk for some k and the atomic relations in
A are M-definable sets. For example, A could be a group which is definable in a
structure M.

Definition 3.3. A definable set X ⊆ Ak is called A-minimal if it is infinite and
every A-definable subset of X is either finite or has the same dimension as X , in
the sense of M.

Suppose that X is a definable set in the structure A over parameter set B. We
denote by X the structure that A induces on X . Its universe is X and its 0-definable
sets are the intersection of all definable sets over B in A with Xk, for different k.

Lemma 3.4. If A is definable in M and X is an A-minimal set definable in A,
then X is a geometric structure.

Proof. SinceM is a geometric structure, it is easy to see that for every A-definable
family of subsets of Xn there is a natural number k such that every set in the family
is either infinite or has less than k elements. It follows that X has the Uniform
Bound property.

To see that algebraic closure in X satisfies the Exchange property, let a ∈ X
be in the A-algebraic closure of b ∈ X but not in the A-algebraic closure of ∅. It
is sufficient to show that b is in the A-algebraic closure of a. Let Y ⊆ X2 be a
0-definable set in X such that (a, b) ∈ Y and there are finitely many x ∈ X for
which (x, b) ∈ Y . If there are finitely many y ∈ X such that (a, y) ∈ Y , then we
are done. So we assume, towards contradiction, that there are infinitely many such
y’s.

Let π1, π2 be the projection maps on the first and second coordinates, respec-
tively. π1(Y ), π2(Y ) are infinite, since otherwise a is algebraic over the empty set,
therefore by assumptions on X these sets have the same M-dimension as X . By
the Uniform Bound property, we may assume that for every x ∈ π1(Y ) there are
infinitely many y ∈ X such that (x, y) ∈ Y . By definition of dimension in geometric
structures, the M-dimension of Y is strictly bigger than that of X .

On the other hand, by our assumption on (a, b), we may assume that for every
y ∈ π2(Y ) there are finitely many x ∈ X such that (x, y) ∈ Y . It follows that
dimY = dimX , contradiction.

We thus have two geometric structures present,M and X . We use dim and dimX
to denote the dimension of sets or tuples with respect to M and X , respectively.

Lemma 3.5. For A and X as above, if Y ⊆ Xn is a X -definable set, then dimY =
dimX · dimX Y .

Proof. We use induction on n.
For n = 1, the statement follows from the minimality of X . We assume it holds

for n and let Y ⊆ Xn+1 be definable in X . Let π : Xn+1 → Xn be the projection
map and let

Y1 = {a ∈ π(Y ) : Ya is finite},

Y2 = {a ∈ π(Y ) : Ya is infinite} = {a ∈ π(Y ) : dimYa = dimX},
(the last equality follows from the minimality of X).
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For i = 1, 2, let Y ′i = π−1(Yi) ∩ Y . Each Yi and Y ′i is definable in X , and by
properties of geometric structures we have,

dim Y ′1 = dimY1; dimX Y ′1 = dimX Y1,

and

dim Y ′2 = dimY2 + dimX ; dimX Y ′2 = dimX Y2 + 1.

By induction, dimYi = dimX Yi · dimX , i = 1, 2.
Since the dimension of Y , in M and in X , is the maximum of dimensions of Y ′1

and Y ′2 , we have
dimY = dimX Y · dimX.

The structure A which we are going to consider in this paper is not necessarily
definable in M but instead could be interpretable there. Similarly, we will con-
sider sets X which are obtained as quotients of A-definable sets by A-definable
equivalence relations. We therefore need to develop some general theory for such
quotients in geometric structures. We will assume that the reader is familiar with
the notion ofMeq.

As is shown in [16], the following property holds in every o-minimal structure.
Property E. For every definable subset U of Mn and a definable equivalence
relation E on U , if E has infinitely many classes, each of dimension at least k, then
dimU > k.

We assume now that M is a geometric structure satisfying Property E.
In M, one can define the dimension of definable quotients in exactly the same

way as in [13] for o-minimal structures. Given U ⊆ M r and a ∈ U we will use [a]
to denote the equivalence class of a, which is clearly a definable subset of U , and
let ȧ denote the element inMeq which corresponds to [a]. Given A ⊆Meq, we can
then define

dim ȧ/A = dim a′/A− dim[a],

where a′ is generic in the set [a] over a. If we assume thatM is ω1-saturated, then
an equivalent definition to the one in [13] is

dim
U

E
= max{dim ȧ : a ∈ U}.

Using Property E, it is shown in [13] that all expected properties hold for this
notion of dimension. The notion of dimension is a definable notion in Meq in the
same sense it was in M. From the dimension formula in M follows the dimension
formula inMeq. Assume that ȧ, ḃ ∈Meq, given via the equivalence relations E1, E2

respectively. Then (ȧ, ḃ) is again an element of Meq via E1 × E2. If A ⊆ M eq, we
then have

dim(ȧ, ḃ)/A = dim ȧ/ḃA+ dim ḃ/A.

Assume now that A is a structure which is interpretable in M, via the identity
map. That is, the universe of A is a definable quotient inM and its atomic relations
are the traces of definable sets in M on cartesian powers of A. Assume that X is
a definable quotient in A. We say that X is A-minimal if it is infinite and every
A-definable infinite subset of X (which is a definable subset ofMeq) has the same
dimension as X . X still denotes the structure which A induces on X as before.
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Lemma 3.6. If A is interpretable in M and X is A-minimal, obtained as a de-
finable quotient in A, then X is a geometric structure.

Proof. The Uniform Bound property follows from the definability of dimension in
Meq. The proof of the Exchange property is almost identical to the proof of Lemma
3.4 and we omit it.

The conclusion of Lemma 3.5 still holds for A and X as above, with identical
proof. Applying this lemma to the dimension of definable sets in X and to the
dimension of equivalence classes under definable equivalence relations in X we can
conclude that X itself has property E. We can now phrase a more general statement.

Lemma 3.7. Assume that A and X are as above. If Y is an X -definable subset
of Xeq, then dim Y = dimX · dimX Y.

We end this section with a technical lemma which we will use later on. It can
be seen as a weak version of elimination of imaginaries.

Lemma 3.8. Assume that E is a definable equivalence relation on Mn. Then,
there is a definable S ⊆ Mn such that for every x ∈ S, [x] ∩ S is finite ([x] is the
equivalence class of x), and dimS = dim(S/E) = dim(Mn/E).

Proof. Without loss of generality, all sets are definable over ∅. By the definition of
dimension inMeq, there is a definable set U ⊆Mn, such that the dimension of [x] is
fixed as x varies over U , call it l, and dimMn/E = dimU−l. Furthermore, if a ∈ U ,
then [a] ⊆ U . We fix b a generic element in U and take a = (a1, . . . , an) generic
in [b] over b, i.e. dim(a/b) = l. By reordering the coordinates we may assume that
a1, . . . , al are acl-independent over b and that there are finitely many x′ ∈ Mn−l

such that (a1, . . . , al, x
′) is E-equivalent to b (in particular, it is in U). Using

dimension equalities, a is itself generic in U over ∅, hence dim(a/a1, . . . , al) = k− l,
where k = dimU .

Let
Y = {(a1, . . . , al, x

′) ∈ U : x′ ∈Mn−l}.
Since a is generic in Y over a1, . . . , al we have dimY = k − l. Let

S = {(a1, . . . , al, x
′) ∈ Y : [(a1, . . . , al, x

′)] ∩ Y is finite}.
Since a ∈ S ⊆ Y and S is definable over a1, . . . , al, dimS = k− l = dim(Mn/E),

and by definition, if x ∈ S, then [x]∩S is finite. It follows that dimS = dim(S/E).

3.2. Definable infinitesimal subgroups and their Lie algebras. We assume
here that M is an o-minimal expansion of a real closed field.

We now return to the notion of a Lie algebra which is associated to certain
subgroups of a definable group G in an o-minimal expansion of a real closed field.
Most of this treatment was carried out in [14] and we refer the reader to it for
definitions and basic results. The only difference here is that we will work not with
definable subgroups of G but with

∧
-definable “infinitesimal subgroups” of G.

Definition 3.9. Assume that G is a definable group in M, Y ⊆ G a definable
subset. If H = Y ∩Ve is a subgroup of G, then H is called a

∧
-definable subgroup.

If H is a
∧

-definable subgroup of G, then we define the dimension of H to be
its dimension as a partial type. Namely, dimH is the minimum of dim(Y ∩ V ), for
V an M -definable open neighborhood of e.
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If G is a definable group in an o-minimal expansion of a real closed field R, then
for every p ≥ 0 it carries a definable Cp-manifold making the group operations
Cp-maps.

Lemma 3.10. Let H be a
∧

-definable subgroup of G of dimension k. Then there
is a definable set V ⊆ H containing e, V open in the topology induced on H by
G, and a definable function τ from V into Rk such that 〈V, τ, k〉 is a definable Cp

chart on V . V with this single definable chart is a definable submanifold of G. The
maps h 7→ h−1 and (h1, h2) 7→ h1h2 are partial Cp-maps (in this definable manifold
structure) from V into V , and from V × V into V , respectively.

Proof. Let 〈U, φ, n〉 be a definable Cp chart on G at e. We will assume that φ is
the identity. We may assume that U−1 = U , therefore the inverse map is a Cp-map
from U into U and group multiplication is a partial Cp-map from U × U into U .

Let H = Y ∩ Ve for a definable set Y . We assume that Y is ∅-definable of
dimension k and choose h ∈ U ∩ H which is generic in Y over M . There is then
a k-cell C ⊆ H ∩ U containing h and a definable bijection f between C and a
definable open D ⊆ Rk. We can choose C and f so that h is generic in C over
all mentioned parameters, therefore we may assume that f−1 is a Cp-map from D
into U and furthermore dx(f−1) is injective for every x ∈ D. The definable chart
〈C, f〉 makes C into a definable manifold which is a definable submanifold of G.

Now consider V = h−1 · C. Since C is an open subset of H in the subset
topology so is V . The map g 7→ f(hg) is a definable bijection between V and
D. The map g 7→ h−1g is a Cp-diffeomorphism from G to itself therefore the
map x 7→ h−1f−1(x) still has injective differential at every x ∈ D. Thus V has a
definable Cp-submanifold structure. It is easy to verify that the group operations
are Cp on V when defined.

As seen in [14], given a definable Cp-manifold X , one can define at every x ∈ X
the tangent space Tx(X). If G is a definable group, then Te(G) carries a Lie algebra
structure, denoted by L(G). To every definable subgroup G1 of G corresponds a
Lie subalgebra L(G1) ⊆ L(G). If G1 is normal in G, then L(G1) is an ideal in
L(G). We proved there (Corollary 4.3) the following (note that unlike [14], when
we use here “definably simple” we refer to definability in the sense of G).

Theorem 3.11. Let G be a definably simple group which is definable in M. Then
L(G) is a simple Lie algebra.

We now can prove the main corollary which we will use here.

Theorem 3.12. Let G be a definably simple group which is definable in M. If H
is a

∧
-definable normal subgroup of Ve, then either H = {e} or H = Ve.

Proof. First, by the results in [14], we may assume that G is semialgebraic over a
real closed field R. Assume that H is such a normal subgroup of Ve. By Lemma
3.10 there is a definable open neighborhood of e in H , call it V , which carries a
definable Cp-submanifold structure, making the group operations, as maps into V ,
Cp-maps when defined.

We can view Te(V ) as a subspace of Te(G). Consider the subgroup

G1 = {g ∈ G : Ad (g)(Te(V )) ⊆ Te(V )}.
Note that for every g ∈ Ve, since g leaves H invariant by conjugation, its differential
Ad (g) leaves Te(V ) invariant inside Te(G). Therefore, dimG1 = G and hence the
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Lie algebra of G1 equals L(G). By Claim 2.30(2) in [14], Te(V ) is an ideal inside
L(G). But, by 3.11, L(G) is simple, therefore, either dimH = 0 or dimH = dimG.
In the latter case, H contains an open set around 0 so, if H = Y ∩Ve for a definable
Y , then Y contains an open set around 0 and thus Ve ⊆ Y .

Corollary 3.13. Assume that G is a definably simple group which is definable
in M. Assume that Y ⊆ G is an M-definable infinite set containing e. Then
there are g1, . . . , gm ∈ G such that the set (Y ±1)g1 · · · (Y ±1)gm contains an open
neighborhood of e.

Proof. By Corollary 2.5, there are g1, . . . , gm ∈ G such that if we let X = (Y ±1)g1

· · · (Y ±1)gm , then X ∩ Ve is normal in Ve. By Corollary 3.12, X contains Ve.

Remark 3.14. For the rest of the proof of the bi-interpretability result, we use the
fact that G is definable in a geometric structure with property E, together with
Corollary 3.13. No other property of o-minimal structures is assumed. This raises
the question whether Corollary 4.7 holds when M is assumed to be a geometric
structure.

The following proposition and subsequent discussion will not be used in the rest
of the paper. A similar theorem, due to Riehm, is proved in [18] (see Theorem
3.3 there) for locally compact fields. It is noted there that the theorem is true in
every field in which the inverse function theorem holds, as indeed the case is here
for definable functions. A strong version of this theorem is proved in [17] for the
reals and p-adics (see 3.4 and 3.5 there).

Proposition 3.15. Assume that G is a definably simple group which is definable
in M. Then every normal subgroup of G (not necessarily definable) is open.

Proof. As we already pointed out before, G is G-definably connected. If H is a
normal subgroup of G and a ∈ H , then we consider its conjugacy class aG which is
definable in G. Since |aG| = |G/CG(a)| the set Y = a−1aG is an infinite G-definable
subset of H containing e. By Corollary 3.13, there are finitely many conjugates of
Y (or of Y −1) such that their product X , which is contained in H , has the same
dimension as G. But then X contains an open set and by standard arguments, H
must be open.

When we work over an arbitrary real closed field, then a definably simple group
might have open normal subgroups which are nontrivial. For example, the group
of infinitesimals in SO(3, R) when R is nonarchimedean is a normal subgroup.
However, when R is the field of real numbers this is impossible, as is shown in [17],
therefore a definably simple group over the reals is abstractly simple.

4. Internality in definably simple groups

In this section M is an ω1-saturated o-minimal structure.
We take G to be a definable group in M. Our interest here is with the group

structure 〈G, ·〉, or more generally, with some expansion of G by someM-definable
sets which we denote G.

Definition 4.1. For D and V definable sets in Geq we say that V is D-internal in
G if there is a finite set A ⊆ G such that V ⊆ dcl(D∪A), where dcl is taken in the
structure G.
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The following observation indicates why the notion of internality is of interest
to us.

Lemma 4.2. If X,Y are definable sets in Geq such that X is Y -internal, then
there is a definable map from Y r onto X for some r.

Proof. By the saturation ofM, there are finitely many formulas in the language of
G, such that every element in X is in the definable closure of some tuple from Y ,
via one of these formulas. It is easy to see that we can now find a G-definable map
from Y r onto X , for some r.

We say that a definable U ⊆ G is of full dimension if dimU = dimG. Our first
goal is to prove

Theorem 4.3. Assume that G is an infinite, definably simple group and G an
expansion of G by M-definable sets. If E is a G-definable equivalence relation on
Gn such that D = Gn/E is infinite, then there is a G-definable V ⊆ G of full
dimension such that V is D-internal in G.

Unless we specify otherwise, we use the word definable below for sets definable
in G. The following lemma will be used in the subsequent arguments.

Lemma 4.4. Let Y be a definable G-minimal subset of G. Then there is a definable
U ⊆ G of full dimension such that U is Y -internal in G. Moreover, there is a
definable finite-to-one map from an infinite definable S ⊆ Y k onto U .

Proof. By replacing Y with a translate of it we may assume that it contains e.
By Corollary 3.13, there are finitely many conjugates of Y and Y −1 whose group-
product, which we call U is of full dimension. It follows that U is Y -internal in G.
By Lemma 4.2, there is a definable function σ from Y k onto U .

If we let E1 be the natural equivalence relation on Y k which is induced by σ,
then dimY k/E1 = dimU . By Lemma 3.8 (applied to the geometric structure which
G induces on Y ), there is a definable S ⊆ Y k such that dimS = dimY/E1 = dimU
and such that the restriction of σ to S is finite-to-one. In particular, dim(σ(S)) =
dimU . We now can replace U with σ(S).

As a first step towards Theorem 4.3, we prove the following lemma.

Lemma 4.5. Let G, E and D be as in Theorem 4.3. Then there is a definable
U ⊆ G of full dimension, and a definable equivalence relation ∼ on U all of whose
classes are finite, such that U/ ∼ is D-internal in G.

Proof. Let X be a G-minimal subset of G. By Lemma 4.4, there is a definable
V ⊆ G of full dimension such that V is X-internal. By the definition of dimension
of quotients, we can find finitely many translates V1, . . . , Vk of V , (each Vi of the
form gi ·V for some gi ∈ G) such that dim(V1×· · ·×Vn/E) = dim(Gn/E) = dimD.
In particular, there is an infinite set D1 ⊆ D which is V -internal in G, and therefore
D1 is X-internal. As in the second part of the proof of Lemma 4.4, there is a
definable finite-to-one map σ1 from a definable X1 ⊆ Xk onto an infinite subset of
D.

We now take Y ⊆ X1 to be a G-minimal set. By Lemma 4.4, there is a definable
set S ⊆ Y r for some r, a definable U ⊆ G of full dimension and a definable finite-
to-one map σ2 from S onto U . Since S ⊆ Xr

1 , the map σ1 above restricts to a
finite-to-one map, which we call σ1 again, from S onto an infinite subset D2 of Dr.
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We thus have two definable finite-to-one surjective maps on S,

σ1 : S → D2 ⊆ Dr;

σ2 : S → U ⊆ G.
Given g ∈ U , we define the set Dg ⊆ D2 to be

Dg = {σ1(a) : a ∈ S&σ2(a) = g} = σ1(σ−1
2 {g}).

We obtain a definable family {Dg : g ∈ U} of finite subsets of Dr. We let ∼ be the
equivalence relation on U defined by g1 ∼ g2 if and only if Dg1 = Dg2 . Since σ1 and
σ2 are both finite-to-one, all ∼-classes are finite. We thus have found a definable
equivalence relation ∼ on U with finite classes and a definable one-to-one map π
on U/ ∼ which assigns to each ∼-class [g] the finite set Dg ⊆ Dr. It follows that
every [g] is in dcl(D) and therefore U/ ∼ is D-internal.

We point out that until now we only used the fact that G has no definable infinite
subgroups. To finish the proof of Theorem 4.3 we need the following lemma.

Lemma 4.6. Assume that G is a definable, infinite connected group with no finite
nontrivial normal subgroups. Assume also that U ⊆ G is a G-definable set of full
dimension and ∼ is a G-definable equivalence relation on U all of whose classes are
finite. Then there exists a G-definable V ⊆ G of full dimension which is (U/ ∼)-
internal.

Proof. We may assume that there is k such that every ∼-class has exactly k ele-
ments. We then have a definable k-to-one map from U into F = U/ ∼. We now
take m to be a minimal natural number for which there is a definable set V ⊆ G
of full dimension and a definable m-to-one map σ : V → F l, for some l. If m = 1,
then the lemma follows and we are done. We thus assume for contradiction that
m > 1.
STEP I. We will replace V by a set of full dimension containing e such that for
some finite subgroup H < G of size m, σ(g1) = σ(g2) if and only if g1 and g2 are
in the same H-coset.

Let E denote the equivalence relation on V induced by σ and let [g] denote the
E-class of an element g ∈ V .

Claim A. If g0 is generic in V over a ∈ G and ag0 ∈ V , then a[g0] = [ag0].

Proof. Let g0 be generic in V over a, ag0 ∈ V and a[g0] 6= [ag0]. Then there is a
set W of full dimension containing g0 such that aW ⊆ V and for every g ∈ W we
have |a[g]∩ [ag]| = m′ < m. We can now define an m′-to-one map from W into F 2

by g 7→ ([g], [ag]), contradicting our choice of m, thus proving Claim A.
We now fix g0 generic in V . Then the set {a ∈ G : ag0 ∈ V } has full dimension

in G. By the last claim, if a in this set is independent from g0, then a[g0] = [ag0].
We denote by {g0, . . . , gm−1} the set [g0] and let

H = {gig−1
0 : gi ∈ [g0]}.

Our goal is to prove that H is a subgroup of G.

Claim B. For every gi, gj ∈ [g0] there is gk ∈ [g0] such that gig−1
0 = gkg

−1
j .
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Proof. We take a generic in G over the set [g0] such that ag0 ∈ V . By assumptions
a[g0] ⊆ V and a[g0] = [ag0]. The element a1 = agig

−1
0 is also generic over the set

[g0] and a1g0 = agi ∈ V , therefore

a1[g0] = [a1g0] = [agi] = a[gi] = a[g0].

We can now find gk ∈ [g0] such that a1gj = agk, which implies that gig−1
0 =

gkg
−1
j , concluding the proof of Claim B.
Using Claim B, it is a standard argument to see that H is a group. Let

V1 = {ag0 : a ∈ G&[ag0] = a[g0] ⊆ V }.
Then every E-class in V1 is a coset of H and V1 is of full dimension.

If h0 is generic in V1 over g0, then h−1
0 V1 is a definable set of full dimension

containing H (and an open set around e). If we replace V by h−1
0 V1, calling it V

again we may assume that the number m is realized as the size of a finite subgroup
of G and the map which sends V into (U/E)l induces an injection on V/H .
STEP II. We will replace H by a finite normal subgroup of G.

We still use E to denote the equivalence relation induced by the cosets of H on
V . Given a, g ∈ G we let ga = aga−1.

Claim C. Assume that g is generic in V over a ∈ G and ga ∈ V , then [g]a = [ga].

Proof. The proof is exactly the same as that of Claim A.
If g is in V , then [g] is a coset of H , hence [g]a is a coset of Ha. If [g]a = [ga],

then a ∈ NG(H). By Claim C, dimNG(H) = dimG, therefore NG(H) = G,
contradicting the assumption that G has no normal finite subgroups.

We have shown that m = 1, thus completing the proof of the lemma, and with
it Theorem 4.3.

As we remarked in the last section, the proof of Theorem 4.3 relies on two
assumptions only. The first is that G is definable in a geometric structure with
property E, and the second that G satisfies the statement in Corollary 3.13.

Corollary 4.7. Let G be an infinite, definably simple group. Then G is X-internal
for every G-definable infinite set X ⊆ Geq. In particular, if K is a field interpretable
in G, then G is K-internal.

Proof. Since every infinite definable set contains a G-minimal set it is sufficient to
show, for the first part, that G is X-internal for every G-minimal set X .

By what was shown in previous sections, a field K is interpretable in G. As we
remarked earlier, we may assume that every G-definable subset of K is definable
in the field structure alone. If K is algebraically closed, then it has dimension 2
in M (see [12]). It is strongly minimal and therefore every G-definable subset of
K is either finite or co-finite. In particular, K is G-minimal. If K is real closed,
then it is of dimension 1 and therefore G-minimal. Therefore in either case, K is
G-minimal.

We claim first that it is sufficient to show that G is K-internal. Recall that if K
is either algebraically closed or real closed, then it has elimination of imaginaries.
Now, if G is K-internal and X is any other G-minimal set, then X is K-internal.
As we have observed several times already, there is a definable infinite X1 in Keq

which is X-internal. By elimination of imaginaries, we may assume that X1 is a
subset of Kn and therefore, by projecting onto K we may assume that X1 is a
subset of K. If K is algebraically closed, then X1 is co-finite in K and therefore K
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is X1-internal. If K is real closed, then X1 is a finite union of intervals in K. But
every such interval is definably (in K) bijective to K hence K is X-internal, and
therefore G is X-internal. It is thus left to show that G is K-internal.

By Theorem 4.3, there is a definable set U ⊆ G of full dimension which is K-
internal. It follows that there is a definable bijection between a definable U1 ⊆ U
of full dimension and Kn/E, for a definable equivalence relation E and some n.
We again denote U1 by U . By elimination of imaginaries, U is definably bijective
with a subset of Kr for some r. Without loss of generality, U is a neighborhood of
e. By replacing U with U ∩ U−1 we may also assume that U−1 = U .

Case 1. K is a real closed field.

We may assume now that U , together with the structure induced by G is a
definable subset of Kr. By projecting U on some of the coordinates and cutting it
down, if needed, we may assume that it is an open subset of Km for some m.

As in 3.2.2 in [14], U together with the induced group structure from G can
be equipped with a differentiable structure, with respect to the field K. Namely,
we may assume that the group operation is differentiable in a neighborhood of e.
It follows (see [14]) that for every g ∈ G the map x 7→ xg is differentiable (with
respect to K) at a neighborhood of e. The map which sends g into de(x 7→ xg) is
then an embedding of G into GL(r,K). In particular, G is K-internal.

Case 2. K is algebraically closed.

Let m = dimG = dimU (where the dimension is taken in the sense of M). We
may assume that U is a subset of Kr and hence, by Lemma 3.5, as dimK = 2, we
have dimK(U) = m/2. But K is a strongly minimal structure, therefore dimK(U)
equals the Morley Rank of U . If we now replace U with a definable subset of the
same Morley rank but of multiplicity 1, then again by Lemma 3.5, this set has
dimension m in M. We thus may assume that U has multiplicity 1. Let

H = Stab(U) = {a ∈ G : dimK(aU ∩ U) = m/2}.
As we pointed out at the beginning of Section 3, the family {aU ∩ U : a ∈ G}

is definable inside K. Since dimension is definable in K, the set H is G-definable.
Moreover, if dimK(aU ∩ U) = m/2 = dimK U , then because of the multiplicity of
U , we have dimK(U r aU) < m. It easily follows that H is a subgroup of G.

If we take a in a sufficiently small neighborhood of e, a ·U ∩U contains an open
neighborhood of e, so its K-dimension is m/2 and a ∈ H . Thus, dim(H) = m =
dimG and so H = G. It follows that G = U · U , so in particular G ⊆ dcl(K).

Let K be the field interpretable in G, which we assume carries no other structure
induced from G other than that given by the field operations. By Corollary 4.7, G
is K-internal. By Lemma 4.2 and Lemma 3.1 G and K are bi-interpretable.

We have thus proved the bi-interpretability statements in Theorem 1.1. Be-
fore finishing the proof of the theorem we prove a general proposition from which
Corollary 1.3 immediately follows.

Proposition 4.8. Let G be a semialgebraic infinite group over a real closed field
R. If G is bi-interpretable with a real closed field, then the following hold.

1. Every semialgebraic subset of Gn is G-definable.
2. Let H be any another semialgebraic group over a real closed field L. Then

every abstract group isomorphism f : G→ H is of the form f = g ◦h where h

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use



SIMPLE GROUPS OVER REAL FIELDS 4447

is a map induced by an abstract field isomorphism between R and L and g is
an L-semialgebraic isomorphism of groups. In particular f is continuous, and
if R = L is the field of real numbers, then f is semialgebraic and therefore a
Lie isomorphism of G and H.

Proof. Let R1 be a real closed field interpretable in G, and let σ be a G-definable
isomorphism between G and an R1-definable group.

By [12], R and R1 are isomorphic by an R-definable map, say g1. It follows that
every R-definable subset of Rn1 , n ∈ N, is also R1-definable. Now, if S ⊆ Gn is R-
definable, then σ(S) is clearly R-definable and therefore R1-definable. Hence, σ(S)
is G-definable and since σ is G-definable, we may conclude that S is G-definable,
thus proving (1).

It follows from (1) that the map which g1 induces on G, call it g∗1 , is G-definable.
Let G1 = g∗1(G).

Now let H be a semialgebraic group over a real closed field L and let f : G→ H
be an abstract group isomorphism. Then, as R1, G1 and g∗1 are G-definable, f takes
R1 to a field L1, takes G1 to a (L1-definable) group H1 and takes g∗1 to a group
isomorphism g∗∗1 between H and H1, where L1, H1 and g∗∗1 are all H-definable. We
have

g∗∗1 (x) = fg∗1f
−1(x),

(where of course f acts on tuples coordinatewise and, if the objects are interpretable,
on equivalence classes).

Again, by [12], there is a (unique) L-definable isomorphism from L to L1, call it
g2. (g∗2)−1 is the map which g−1

2 induces on H1. Let H2 = (g∗2)−1(H1). If we now
let σ = g−1

2 ◦ f ◦ g1, then σ is a field isomorphism between R and L which induces
the isomorphism σ∗ = (g∗2)−1fg∗1 between G and G3. But then, by the above,

f(x) = (g∗∗1 )−1g∗2σ
∗(x),

and (g∗∗1 )−1g∗2 is a semialgebraic isomorphism between H2 and H .

Remark 4.9. The proposition above applies not only to definably simple groups.
For example, the canonical semidirect product of R∗ and 〈R,+〉 is bi-interpretable
with R, as is the semidirect product of S0(2,R) and 〈C,+〉. Every abstract auto-
morphism of these groups is therefore a Lie automorphism.

We are now ready to finish the proof of Theorem 1.1.
If G is bi-interpretable with an algebraically closed field K, then in particular

it is interpretable in K and therefore by what is known as the Weil-Hrushovski
Theorem (see 4.13 in [19]), it is definably isomorphic in K to an algebraic group
over K. By the bi-interpretability, this isomorphism is G-definable.

Assume now that G is bi-interpretable with a real closed field. First note that
we have sufficient information to deduce, as in the remark following Claim 2.23,
that the group G is semialgebraically simple and connected. We let H denote
its Zariski closure in the algebraic closure R. But then G is the semialgebraic
connected component of H(R) and so H does not have algebraic subgroups of
finite index defined over R. If H is not R-simple, then it has an algebraic normal
nontrivial subgroup N defined over R. Since G is semialgebraically simple we have
G∩N(R) = {e} and because both groups are normal in H(R), G centralizes N(R).
As the centralizer of N(R) in H is algebraic over R, we must have CH(N(R)) = H ,
i.e. N ⊆ Z(H). The center of H must be finite since otherwise it has a nontrivial
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intersection with G. Therefore (see 2.11) H1 = H/Z(H), which is itself a linear
algebraic group defined over R, is centerless. The quotient map, call it π : H → H1,
is G-definable and sends G injectively into H1, which still does not have algebraic
subgroups of finite index defined over R. By dimension considerations, H1 is the
Zariski closure of π(G). Since H1 is centerless, the above argument shows that it
is also R-simple.

We now prove a corollary which we promised in Remark 1.2 (b).

Corollary 4.10. Let G be a definably simple, infinite semialgebraic group over a
real closed field R. Then the following are equivalent:

(i) G = 〈G, ·〉 is a stable group.
(ii) G is G-definably isomorphic to H(K), where H is an algebraic group and K

isomorphic (in R) to R(
√
−1).

(iii) The Lie algebra of G over R, L = L(G), is not absolutely simple.

Proof. By Theorem 1.1, if G is not bi-interpretable with an algebraically closed
field, then a real closed field is definable in G and hence it is unstable. Thus (i)
implies (ii).

We assume now that G is semialgebraically isomorphic to an algebraic group H
over R(

√
−1). Let L(G) be the Lie algebra of G over R and let L(H) be the Lie

algebra of H over R(
√
−1). L(G) and L(H) are isomorphic, as Lie algebras over

R. But L(H), being a Lie algebra over R(
√
−1) cannot be absolutely simple, as a

Lie algebra over R; its complexification can be shown to be isomorphic, as a Lie
algebra over R(

√
−1) to a direct sum of two Lie algebras isomorphic to L(H) (this

is usually done in the literature for R and C but the same argument works here).
Thus (ii) implies (iii). Note that the simplicity of G was not used here.

We now want to show that (iii) implies (i): We let L′ be the extension of L to
K = R(

√
−1). Since L is simple, L′ is a semisimple Lie algebra over K. If L′ is

not simple, then, by the decomposition theorem for semisimple Lie algebras, it is
the direct sum of simple Lie algebras L1, . . . , Lk over K. The projection map from
L′ onto each of the Li’s is a homomorphism of Lie algebras over R hence, since
L is simple, it is isomorphic as a Lie algebra over R to one of the Li’s. We have
shown then, that L admits a structure of a linear space over K (compatible with
its R-structure) under which it is a Lie algebra over K. We denote by LR and LK
the two structures. We have dimLR = 2 dimLK .

We now repeat in sketch an argument similar to the one given in [14]: Since LR
and LK are simple Lie algebras over fields of characteristic zero, we have dimLR =
dim Aut(LR) and dimLK = dim Aut(LK), where the dimension is taken as vector
spaces over R and K, respectively. But then, as vector spaces over R, we have
Aut(LR) ⊆ Aut(LK) and the two have the same dimension.

Since Aut(LR) and Aut(LK) are definable in R the group Aut(LR) has finite
index in Aut(LK). As is pointed out in [14], G is isomorphic (in R) to G1, the semi-
algebraic connected component of Aut(LR), which is thus also the semialgebraic
connected component of Aut(LK). However, since LK is a Lie algebra over K its
automorphism group is an algebraic group over K, and therefore its semialgebraic
connected component is the irreducible component containing the identity, hence
an algebraic group over K. We showed then that G is (abstractly) isomorphic to
an algebraic group and therefore must be stable.
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We conclude with an observation that the field which we interpreted in G can be
chosen to be interpretable without parameters (other than the ones used to define
G).

There are two cases to consider. Assume first that the field we defined is real
closed. Then there are formulas φ(x, y), φ+(x̄, y) and φ·(x̄, y) in the group language,
such that for every a ∈ G, φ(G, a) is a real closed field, call it ka, whose operations
are given by φ+(x̄, a) and φ·(x̄, a). By [12], for every a1, a2 there is an R-definable
isomorphism between ka1 and ka2 . By o-minimality, this isomorphism is unique,
denote it by σa1,a2 . Using the compactness theorem, we can find finitely many
formulas ψi(x1, x2, y1, y2) such that every σa1,a2 is given by one of the ψi’s.

It is now easy to show that one can interpret a field k isomorphic to the ka’s
without parameters. Its universe is obtained as the quotient of the (x, y)’s by
the equivalence relation (x1, y1) ∼ (x2, y2) if and only if σy1,y2(x1) = x2. Its
operations are induced from the field operations of the ka’s. k is interpretable
without parameters.

If G is bi-interpretable with an algebraically closed field K, then one can repeat
the same argument with k replaced by K, using the isomorphism theorem of Poizat
(4.15 in [19]).

Remark 4.11. Even though K may be interpreted in G without parameters, K and
G are not bi-interpretable without parameters. That is, for otherwise any definable
automorphism of the group G would give rise to a definable automorphism of K,
but G has many definable automorphisms (namely inner ones) while K has none.

Added in proof. We recently realized that, in the “R-anisotropic case” (Section
2.3.1), one can replace our current argument which uses the structure of compact
Lie groups by a model theoretic argument.

After observing that G in this case is closed and bounded in GL(n,R) we proceed
as follows: We first prove that in G one can define uniformly a basis for the group
topology. Indeed, if we take h inG, then, by 3.13, a finite product of h−1hG contains
an open neighborhood of e. Because G is closed and bounded, as h approaches e
these neighborhoods get as small as we wish.

Using this topology we can now define in G a set D ⊆ G whose dimension
is 1. Moreover, we can definably in G equip D with a linear ordering such that
the structure induced on D by G, call it D, is o-minimal. We then can use the
Trichotomy theorem for o-minimal structures (see [15]) to deduce that a real closed
field is definable in D and therefore in G.
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