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ABSTRACT
Research and development of signal processing algo-
rithms for UMTS Long Term Evolution (LTE) requires a
realistic, flexible, and standard-compliant simulation en-
vironment. To facilitate comparisons with work of other
research groups such a simulation environment should
ideally be publicly available.

In this paper, we present a MATLAB-based down-
link physical-layer simulator for LTE. We identify differ-
ent research applications that are covered by our simula-
tor. Depending on the research focus, the simulator of-
fers to carry out single-downlink, single-cell multi-user,
and multi-cell multi-user simulations. By utilizing the
Parallel Computing Toolbox of MATLAB, the simula-
tor can efficiently be executed on multi-core processors
to significantly reduce the simulation time.

1. INTRODUCTION

In Release 8, Long Term Evolution (LTE) [2] was stan-
dardized by 3GPP as the successor of the Universal
Mobile Telecommunication System (UMTS). The tar-
gets for downlink and uplink peak data rate require-
ments were set to 100 Mbit/s and 50 Mbit/s, respec-
tively, when operating in a 20 MHz spectrum alloca-
tion [3]. First performance evaluations show that the
throughput of the LTE physical layer and MIMO en-
hanced WCDMA [4] is approximately the same [5–9].
However, LTE has several other benefits of which the
most important are explained in the following.

The LTE downlink transmission scheme is based
on Orthogonal Frequency Division Multiple Access
(OFDMA) which converts the wide-band frequency se-
lective channel into a set of many flat fading subchan-
nels. The flat fading subchannels have the advan-
tage that—even in the case of MIMO transmission—
optimum receivers can be implemented with reasonable
complexity, in contrast to WCDMA systems. OFDMA
additionally allows for frequency domain scheduling,
typically trying to assign only “good” subchannels to
the individual users. This offers large throughput gains
in the downlink due to multi-user diversity [10, 11]. An-
other feature of LTE is the X2-interface between base-
stations. This interface can be used for interference
management aiming at decreasing inter-cell interference.
The standard only defines the messages exchanged be-
tween the base-stations while the algorithms and the
exact implementation of the interference mitigation re-
main vendor specific and are currently a hot topic in
research, see for example [12–14].

Realistic performance evaluations of LTE require
standard compliant simulators. For that reason, com-
mercially available simulators have been developed, for
example [15–17]. Also, probably all of the large mo-
bile communication equipment vendors have implemen-
ted their own proprietary simulators. However, only a
few universities (for example [18]) have done so, due to
cost and implementation effort reasons. The simulator
of [18] is based on the C++ WM-SIM platform which
potentially offers better performance but less flexibil-
ity than a Matlab implementation. Unfortunately, the
source code of this simulator is not publicly available
since it was developed in an academic-industrial coop-
eration.

To the best of the authors’ knowledge, no free open-
source LTE simulator is available up to now. In this
paper, we present a Matlab-based [19] LTE physical
layer simulator and investigate the gains in execution
time when parallelizing the simulation. The simulator
currently (May 2009) implements a standard compli-
ant LTE downlink with its main features being Adap-
tive Modulation and Coding (AMC), MIMO transmis-
sion, multiple users, and scheduling. It is available [1]
for free under an academic, non-commercial use license
and allows researchers to compare algorithms in a stan-
dardized system. Most parts of the LTE simulator are
written in plain Matlab-code. Only computationally
intensive functions like soft-sphere or channel decoding
are implemented in ANSI-C as MEX functions. Since
the source code of all functions is also provided, highest
flexibility for changes and additions as well as support
for different platforms is guaranteed.

This paper is structured as follows: in Section 2 we
describe several simulation scenarios that are covered
by the LTE simulator. The structure of the simulator is
described in detail in Section 3. Section 4 explains the
parallel processing utilized. Physical layer simulation
results are presented in Section 5.

2. POSSIBLE APPLICATIONS IN
RESEARCH

In this section, we elaborate on possible applications of
the LTE simulator in research. Depending on the ap-
plication we distinguish between three different classes
of simulations that differ greatly in computational com-
plexity, as shown in Figure 1. Furthermore, the simu-
lation code can be utilized to perform real-world mea-
surements with a testbed [20].
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Figure 1: Overview of different possible simulation scenarios
in the LTE simulator.

2.1 Single-Downlink

The single-downlink simulation only covers the link be-
tween one base-station and one user-equipment. Such a
set-up allows for the investigation of
• channel estimators,
• channel tracking,
• channel prediction,
• synchronization algorithms, for example [21, 22],
• MIMO gains,
• AMC feedback including feedback mapping opti-

mization, for example [23],
• receiver structures [24], neglecting interference and

impact of the scheduling1,
• modeling of channel encoding and decoding [25], and
• physical layer modeling [26, 27] crucial for system

level simulations.
All these simulations require standard compliant imple-
mentations of channel coding, MIMO-schemes, transmit
signal generation (including pilot and synchronization
sequences), as well as channel modeling.

2.2 Single-Cell Multi-User

The single-cell multi-user simulation covers the links be-
tween one base-station and multiple users. This set-up
now additionally allows for the investigation of
• receiver structures, taking the influence of the

scheduling into account,
• multi-user precoding [28],
• resource allocation and scheduling, and
• multi-user gains.

Supplementary to the requirements of the single-
downlink scenario, these simulations need a fully func-
tional AMC. In case of receiver structure investigations,
the computational complexity of the simulation can be
reduced by only evaluating the user of interest. For all
other users only the AMC feedback has to be calculated
to enable a functional scheduler.

1Note that the scheduler in a multi-user system will change
the statistics of the individual user’s channel, thus influencing the
receiver performance.
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Figure 2: Overall simulator structure.

2.3 Multi-Cell Multi-User

The multi-cell multi-user simulation is by far the most
computationally demanding scenario and covers the
links between multiple base-stations and multiple users.
This set-up allows for the realistic investigation of
• interference-aware receiver techniques [29, 30],
• interference management, including cooperative

transmissions [31], and
• network based algorithms like joint resource alloca-

tion and scheduling.
Note that the last two proposed investigations require
vast amounts of computational effort. This effort can
be greatly reduced by employing system-level simula-
tors [32, 33] in which the physical layer is described by
an analytic model. For validation reasons, however, it
is still necessary to compare system-level to link-level
simulation results.

2.4 Testbed Measurements

The LTE simulator can also be used to provide the
signal processing part for a testbed [34–37]. There-
fore, in the LTE simulator the transmitter and receiver
sub-functions are clearly separated required for real-
world measurements utilizing physically separated test-
bed transmitters and receivers. Such measurements
have been previously performed at our institute for
WiMAX [20, 38] and HSDPA [39, 40] systems. Since
in measurements timing and frequency have to be syn-
chronized and the channel has to be estimated, a proper
implementation of synchronization and pilot channels is
also required. Whereas single-downlink simulations can
directly be repeated in measurements, it is very diffi-
cult for single-cell multi-user scenarios and even more
difficult for multi-cell multi-user scenarios.

Testbed measurements also inherently offer another
desirable degree of realism. The impact of RF impair-
ments on the LTE link performance can be investigated
easily for different components. In simulations, such an
analysis would require a very detailed RF modeling, like
in [41].

3. SIMULATOR STRUCTURE

3.1 Overall Simulator Structure

The LTE link level simulator consists of the following
functional parts: one transmitting eNodeB, N receiver
User Equipments (UEs), a downlink channel model over
which only the Downlink Shared Channel (DL-SCH) is
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Figure 3: Structure of the LTE transmitter.

transmitted, signaling information, and an error-free up-
link feedback channel with adjustable delay. The ele-
ments of the simulator are shown in Figure 2.

3.2 Transmitter

The structure of the transmitter is depicted in Figure 3.
As already mentioned in the introduction, LTE down-
link transmission is based on OFDMA. The LTE down-
link physical resources can thus be represented by a
time-frequency resource grid in which each resource el-
ement corresponds to one OFDM subcarrier during one
OFDM symbol interval. These resource elements are
grouped into Resource Blocks (RBs) that consist of six
to seven OFDM symbols (depending on the cyclic prefix
length utilized) and twelve consecutive subcarriers cor-
responding to a nominal resource block bandwidth of
180 kHz. This allows for a very flexible resource alloca-
tion in a multi-user scenario.

In the first step of the transmitter processing, the
user data is generated depending on the previous Ac-
knowledgement (ACK) signal. If the previous user data
Transport Block (TB) was not acknowledged, the stored
TB is retransmitted using a Hybrid Automatic Repeat
reQuest (HARQ) scheme. Then a Cyclic Redundancy
Check (CRC) is calculated and appended to each user’s
TB. The data of each user is independently encoded us-
ing a turbo encoder with Quadrature Permutation Poly-
nomial (QPP)-based interleaving [42]. Each block of
coded bits is then interleaved and rate-matched with a
target rate depending on the received Channel Quality
Indicator (CQI) user feedback. Similarly to HSDPA,
the rate-matching process in LTE already includes the
HARQ process. Due to the high data rates involved,
the structure of the turbo encoding and rate matching is
slightly different in LTE to ease parallelization [43]. The
turbo encoder implementation in our simulator utilizes
the convolutional encoder from [44], available under the
GNU Lesser General Public License [45]. The CRC is
calculated by code generated with [46], available under
the Massachusetts Institute of Technology license [47].
Time-intensive operations such as loops and code which
was difficult to vectorize are implemented in C via MEX
functions [48], including bit interleaving, convolutional
encoding/decoding, rate matching, and symbol demap-
ping.

The encoding process is followed by the data modu-
lation, which maps the channel-encoded TB to complex
modulation symbols. Depending on the CQI, a modula-
tion scheme is selected for the corresponding RB. Possi-
ble modulations for the DL-SCH are 4-QAM, 16-QAM,
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LTE RX
user i

resource block
disassembling

received signal

resource block grid

decoded
data bits

user
feedback

channel
estimation

MIMO RX and OFDM demapping
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Figure 4: Structure of the LTE receiver.

and 64-QAM.
The modulated transmit symbols are then mapped

to up to four transmit antennas. This antenna mapping
depends on the Rank Indicator (RI) feedback and pro-
vides different multi-antenna schemes: transmit diver-
sity (TxD), Open Loop Spatial Multiplexing (OLSM),
and Closed Loop Spatial Multiplexing (CLSM). In ad-
dition, a pre-coding matrix is applied to the transmit
signal. The optimum precoding matrix is selected from
a code book depending on the Pre-coding Control In-
formation (PCI) that is fed back from the UE to the
transmitter.

Finally, the individual symbols to be transmitted
on each antenna are mapped to the resource elements.
Downlink reference symbols and synchronization sym-
bols are also inserted into the OFDM time-frequency
grid. The assignment of a set of RBs to UEs is carried
out by the scheduler based on the CQI reports from the
UEs. The downlink scheduling is carried out on a sub-
frame basis with a subframe duration of 1 ms. Currently,
the scheduling is based either on a static resource block
assignment matrix or a simple Round Robin scheduler.
More realistic, dynamic schedulers will be implemented
in the future.

3.3 Channel Model

For comparison purposes, the frequency-selective chan-
nels are modeled by the ITU [49] and 3GPP [50] Power
Delay Profiles (PDPs). Time-variant fading is gen-
erated using a sum-of-sinusoids statistical simulation
model [51]. Due to the large operating bandwidths of
LTE, the standard ITU models show an apparent peri-
odicity in their frequency response. Hence, we also im-
plemented extended versions of the ITU-R models [52],
which add more taps to the channel model while keeping
the same mean delay and almost the same RMS delay
spread. In order to resample the channel impulse re-
sponse to the required sampling frequency for each LTE
bandwidth, sinc-interpolation has been used [53–55].

Ongoing work involves the integration of the 3GPP
Spatial Channel Model (SCM) [56, 57], the SCM
Extended (SCME) [58], and the WINNER channel
model [59] into the LTE link level simulator.

3.4 Receiver

The receiver structure is shown in Figure 4. Each UE
receives the signal transmitted by the eNodeB and per-
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forms the reverse physical-layer processing of the trans-
mitter. First, the receiver has to identify the RBs that
carry its designated information. The estimation of the
channel is performed using the reference signals avail-
able in the resource grid. Based on this channel estima-
tion, the quality of the channel may be evaluated and
the appropriate feedback information calculated. The
channel knowledge is also used for the demodulation and
soft-demapping of the OFDM signal. In case of MIMO,
a C implementation of a soft-output sphere decoder with
a single tree search [60] is used.

Finally, the UE performs HARQ combining and
channel decoding. In order to cut down processing time,
at every turbo iteration a CRC check of the decoded
block is performed and if correct, decoding is stopped.
The impact of the additional CRC checks is negligible,
as a turbo decoder iteration requires a computation time
three orders of magnitude bigger than the CRC check.

After each evaluation, the receiver provides the infor-
mation necessary to evaluate the figures of merit, includ-
ing user and cell throughput, Bit Error Ratio (BER),
and Block Error Ratio (BLER).

3.5 Implementation Status

The current (Version 1.0r400, May 2009) implementa-
tion status of the LTE physical layer simulator is sum-
marized in Table 1. In the near future, the main focus
will lie on the implementation of the channel adaptation,
especially the calculation of the CQI, the PCI, and the
RI at the receiver. The simulator, however, is already
prepared for channel-adaptive simulations, that is, the
feedback channel as well as all MIMO schemes are fully
implemented; only methods for calculating the feedback
are missing.

4. EXPLOITING PARALLELISM

Modern communication systems become more and more
complex and consequently also simulation time of such
systems increases. This holds in particular for LTE due
to its design towards multi-user support. Accordingly,
not only the scheduler but also the physical layer pro-
cessing of multiple users have to be simulated, thus sig-
nificantly increasing the computational burden. This
can partly be compensated by the faster processors in
new computers. However, in recent years CPUs became
equipped with multiple cores while the clock frequency
was only increased slightly. An efficient use of multi-
ple cores therefore requires parallel processing in simu-
lations.

A very convenient way to parallelize Matlab simu-
lation code is to utilize Mathworks’ Parallel Computing
Toolbox. This toolbox allows to execute Matlab on
several cores on a single computer2. Since almost all
simulations carried out in the LTE physical layer simu-
lator are performed over varying signal-to-noise ratios,
we decided to utilize the parfor (parallel for) loop. This
requires the individual loop iterations to be independent
of each other because every iteration will be executed on

2For distributing parallelized Matlab code onto several com-
puters, Mathworks offers the Matlab Distributed Computing
Server which has to be purchased in addition to the Parallel Com-
puting Toolbox.

Basic Features

Multi-user implemented

HARQ implemented

AMC
all MCS available, but

dynamic assignment of

MCSs is work in progress

CQI feedback work in progress

MIMO Modes

Transmit diversity implemented

OLSM implemented

CLSM
Tx and RX implemented,

feedback is work in progress

Scheduling

Round Robin implemented

Proportional fair work in progress

Best CQI work in progress

Channel Models

AWGN implemented

Flat Rayleigh implemented

Block fading implemented

Fast fading [51] implemented

ITU-R models [49, 52] Ped A/B, Veh A/B

3GPP [50]
Typical Urban, Rural Area,

Hilly Terrain

3GPP SCM [57] work in progress

3GPP SCME [58] work in progress

WINNER model [59] work in progress

Table 1: Implementation Status of the LTE Simulator.

a separate core. Also, the number of cores that should
be used by the simulation, has to be initialized. For this,
Matlab provides the command matlabpool() specify-
ing the number of cores and file dependencies.

When implementing the parfor loop, care has to be
taken about the repeatability of the simulation. Usu-
ally in every iteration of a loop, random number gener-
ators are invoked. In our case of an SNR loop, we need
random number generators for data, noise, and chan-
nel generation. In a serial execution on a single core
it is sufficient to set the seed of the random number
generators to a predefined state at the beginning of the
simulation. If the same simulation is started again on a
different computer, exactly the same result is obtained.
However, in a parallel execution it is not clear in which
order the iterations of the SNR loop are executed. Thus,
the random numbers and also the result may differ. This
problem can be easily avoided by setting the seed of the
random number generators within the parfor loop to a
predefined state.

The parfor loop requires some overhead for dis-
tributing the code to individual cores of a processor and
also for collecting the results. Therefore, the execution
time of one loop iteration should not be too small. The
performance increase due to the parallel execution was
tested on an Intel Core 2 Quad Q6600 (2.4 GHz) proces-
sor. We simulated a SISO LTE downlink transmission
over an AWGN channel (1000 subframes transmitted in
an SNR range of 0 to 15 dB with 0.5 dB steps). Such
a simulation (which runs rather fast because of its low
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Parameter Setting
Transmission scheme SISO

Bandwidth 1.4 MHz
Nr. of users 1

Simulated TBs 10 000
Channel knowledge perfect

Max. HARQ retransmissions 0, 1, 2, and 3

Table 2: SISO AWGN Simulation Settings.

complexity) takes about 1.3 hours when utilizing only
one core of the quad core processor. The simulation
speeds up by a factor of 1.9 and 3.7 when two and four
cores are used. Thus, almost perfect parallelization is
achieved.

5. LTE PHYSICAL LAYER
PERFORMANCE RESULTS

In this section, we present some exemplary simulation
results that were obtained using the standard compliant
LTE link level simulator described in Section 3. These
results are provided for comparison reasons to other sim-
ulators and also to show that the simulator is fully func-
tioning. The common simulation settings for the results
presented in the next two sections are summarized in
Table 2. The SNR in the simulator is defined as the
subcarrier SNR (that is the sum of the data subcar-
rier signal powers divided by sum of the noise powers
received on all data subcarriers).

5.1 BLER Results

To obtain the Block Error Ratio (BLER) and through-
put for the Modulation and Coding Scheme (MCS) cor-
responding to each CQI value, AWGN simulations were
performed. The MCS determines both the modulation
alphabet and the Effective Code Rate (ECR) of the
channel encoder. Figure 5 shows the BLER results of
CQIs 1-15 without using HARQ. Each curve is spaced
approximately 2 dB from each other. When allowing re-
transmissions, BLER curves as shown in Figure 6 are
obtained.

In LTE, adaptive modulation and coding has to en-
sure a BLER value smaller than 10 %. The SINR-to-
CQI mapping required to achieve this goal can thus be
obtained by plotting the 10 % BLER values of the curves
in Figure 5 over SNR, like it is shown in Figure 7. Us-
ing the obtained line, an effective SINR can be mapped
to a CQI value that is signalled to the eNodeB. Besides
the CQI mapping on the physical layer, AWGN BLER
curves are utilized in system level simulations to obtain
the error probability of a received block as a function of
the SINR and the MCS. When working with frequency-
selective channels, an SINR averaging algorithm is re-
quired in order to compress the subcarrier SINR values
into an effective SINR which is subsequently mapped to
a CQI. Non-linear averaging methods such as the Ex-
ponential Effective SINR Mapping (EESM) [61–63] are
usually employed to perform this compression.
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Figure 5: BLER curves obtained from SISO AWGN simu-
lations for all 15 CQI values. From CQI 1 (leftmost) to CQI
15 (righmost)
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Figure 6: Resulting BLER at CQI=7 for different number
of allowed retransmissions.

5.2 Throughput Results

In this subsection, the throughput results are compared
to the system capacity3 C of an AWGN channel calcu-
lated according to

C = FB log2(1 + SNR). (1)

Here, SNR is the Signal to Noise Ratio, B the bandwidth
occupied by the data subcarriers, and F a correction
factor. The bandwidth B is calculated as

B =
Nsc ·Ns ·Nrb

Tsub
, (2)

where Nsc = 12 is the number of subcarriers in one RB,
Ns is the number of OFDM symbols in one subframe
(usually equal to fourteen when the normal Cyclic Prefix

3We define as system capacity the Shannon capacity adjusted
by the inherent system losses.
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Figure 7: CQI mapping. BLER=10% points from the
BLER curves (left) and SINR-to-CQI mapping function
(right)

-25 -20 -15 -10 -5 0 5 10 15 20 25
0

1

2

3

4

5

6

7

8

SNR [dB]

th
ro

ug
hp

ut
 [
M

bi
t/

s]

CQIs 10-15, 64-QAM 
CQIs 7-9, 16-QAM 

CQIs 1-6, QPSK

system capacity

Figure 8: Throughput performance over an AWGN channel
for individual CQIs without HARQ.

(CP) is set), Nrb is the number of RBs that fit into the
selected system bandwidth (for example 6 RBs within a
1.4 MHz system bandwidth), and Tsub is the duration
of one subframe equal to 1 ms. The transmission of an
OFDM signal requires also the transmission of a CP to
avoid inter-symbol interference and the reference sym-
bols for channel estimation. Therefore, the well-known
Shannon formula is adjusted in Equation (1) by the fac-
tor4 F . This factor F accounts thus for the inherent
system losses and is calculated as

F =
Tframe − Tcp

Tframe︸ ︷︷ ︸
CP loss

· Nsc ·Ns/2− 4
Nsc ·Ns/2︸ ︷︷ ︸

reference symbol loss

, (3)

where Tframe is the fixed frame duration equal to 10 ms
and Tcp is the total CP time of all OFDM symbols within
one frame.

In Figure 8, the throughput curves are plotted for
every CQI value. Here, HARQ is switched off and no
retransmissions are performed. The SNR gap from the

4Note that the loss in the transmission efficiency due to the
synchronization signal is negligible as it does not appear in every
subframe. We therefore do not consider it here.
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Figure 9: Throughput performance with AMC and HARQ
over an AWGN channel.

achievable capacity is around 2 dB for most of the CQI
values. The distance from the capacity curve is increas-
ing with increasing CQI value which is explained by
the non-Gaussian QAM constellations. The throughput
with AMC is depicted in Figure 9 for one user that ob-
tains all the available resources. This user reports the
actual CQI obtained by mapping the measured SNR
according to Figure 7. Note that the performance in
Figures 8 and 9 looks very similar, although a maxi-
mum number of three retransmissions is allowed for the
simulation in Figure 9. The reason for the similar per-
formance is that in an AWGN channel the switching be-
tween the modulation and coding schemes can be done
perfectly and hardly any retransmissions are required
(although allowed if necessary).

5.3 MIMO Throughput Results

In Figure 10, the data throughput of SISO, 2×1 trans-
mit diversity (TxD), 4×2 transmit diversity, and 4×2
Open Loop Spatial Multiplexing (OLSM) is compared
when transmitting over an uncorrelated ITU Pedestrian
B channel. In this simulation we set the CQI to a fixed
value of seven and the maximum number of HARQ re-
transmissions to three. The maximum throughput val-
ues achieved by the different MIMO schemes in Fig-
ure 10 depends (1) on the number of transmit anten-
nas and (2) on the number of data streams (layers).
If more transmit antennas are utilized for the trans-
mission, more pilot symbols are inserted in the OFDM
frame and thus lower maximum throughput can be
achieved. In the case of OLSM, two spatially separated
data streams are transmitted thus leading to twice the
maximum throughput of the 4×2 TxD system. Note
that the results in Figure 10 were obtained without
channel adaptive precoding. An additional gain of the
TxD schemes can therefore be expected when the PCI
is utilized.
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