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Abstract Analysis of simulations with seven coupled
climate models demonstrates that the observed varia-
tions in the winter North Atlantic Oscillation (NAO),
particularly the increase from the 1960s to the 1990s,
are not compatible with either the internally generated
variability nor the response to increasing greenhouse
gas forcing simulated by these models. The observed
NAO record can be explained by a combination of
internal variability and greenhouse gas forcing, though
only by the models that simulate the strongest vari-
ability and the strongest response. These models sim-
ulate inter-annual variability of the NAO index that is
significantly greater than that observed, and can no
longer explain the observed record if the simulated
NAO indices are scaled so that they have the same
high-frequency variance as that observed. It is likely,
therefore, that other external forcings also contributed
to the observed NAO index increase, unless the climate
models are deficient in their simulation of inter-decadal
NAO variability or their simulation of the response to
greenhouse gas forcing. These conclusions are based on
a comprehensive analysis of the control runs and
transient greenhouse-gas-forced simulations of the se-
ven climate models. The simulations of mean winter
circulation and its pattern of inter-annual variability
are very similar to the observations in the Atlantic half
of the Northern Hemisphere. The winter atmospheric
circulation response to increasing greenhouse gas
forcing shows little inter-model similarity at the re-
gional scale, and the NAO response is model-depen-
dent and sensitive to the index used to measure it. At
the largest scales, however, sea level pressure decreases
over the Arctic Ocean in all models and increases over
the Mediterranean Sea in six of the seven models, so

that there is an increase of the NAO in all models when
measured using a pattern-based index.

1 Introduction

The North Atlantic Oscillation (NAO, Walker 1924; van
Loon and Rogers 1978) has been an important driver of
circum-Atlantic climate variability during the extended
boreal winter, especially over recent decades (Hurrell
1995; Wanner et al. 2001). The NAO is relevant, there-
fore, to seasonal predictability during the wintertime in
these regions (e.g. Rodwell et al. 1999). The fact that it
has also exhibited strong multi-decadal variations dur-
ing the twentieth century means that the NAO has also
become relevant to climate change issues (e.g. Hurrell
1996; Osborn et al. 1999; Gillett et al. 2000, 2003).
Figure 1a shows a winter NAO index time series derived
from Jones et al. (1997), updated through winter 2002/3
(data courtesy of Phil Jones). The multi-decadal varia-
tions that have been strong since 1900 are clear,
including the strong trend from the low-index 1960s to
the high-index early 1990s. Recent winters have an
average NAO index that is only slightly above the 1961–
1990 mean, and the trend from the 1960s to the early
1990s has not continued. Nevertheless, it is important to
understand the causes of the multi-decadal variations,
particularly whether they are related to anthropogenic
forcing of climate or are an expression of natural climate
variability.

Results from an analysis of forced and unforced
coupled climate model simulations are reported here,
focusing on the two issues of (1) whether the internally
generated variability exhibited by the climate models is
sufficiently strong to be a possible explanation of recent
NAO changes; and (2) whether these climate models’
responses to increasing greenhouse gas concentrations
include a change in the NAO index that might have
contributed to recent changes and that might continue
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into the future. Analyses along these lines have been
undertaken before (e.g. Osborn et al. 1999; Ulbrich and
Christoph 1999; Fyfe et al. 1999; among others, see re-
view by Gillett et al. 2003), but the advance made here is
that seven different climate models (Table 1) have been
utilised, with very similar experiments being available
from each, and all models are analysed using exactly the
same methods. This enables a multi-model comparison
that is quantitative rather than just qualitative in nature.

Results from the average of the seven model analyses
have been published in Gillett et al. (2003), but full re-
sults from the individual models are presented here for
the first time, together with additional analyses of
changes in the characteristics of inter-annual NAO
variability under enhanced greenhouse forcing. Ste-
phenson and Pavan (2003) have also published an
analysis of NAO variability in a multiple-model com-
parison, but based only on control simulations and using

Fig. 1 Observed winter NAO
indices: a anomalous Gibraltar
minus Iceland SLP (hPa), and
b PC time series scaled to
represent maximum pressure
difference anomaly (hPa). Bars
show individual winter values.
Curves show decadally-
smoothed values, which are
repeated for comparison in
panel c
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surface air temperature patterns to define the NAO.
Thus, the study reported here is complementary to their
paper and both are necessary to obtain a comprehensive
view of current model simulations of the NAO.

The observed and simulated data are described in
Sect. 2, together with methods for measuring the NAO
in a consistent way. Recent variations in the observed
NAO index are considered in Sect. 3, followed by a
comparison with the internally-generated NAO vari-
ability of the climate models in Sect. 4. The influence of
increasing greenhouse gas forcing is reported in Sect. 5,
considering first changes in the mean NAO index and
then changes in the spatial structure and temporal var-
iability of winter circulation in the perturbed climate
states. Finally, the implications of these results and the
possible contribution of other forcing factors are dis-
cussed in Sect. 6.

2 Data and methods

2.1 Observed data

Monthly mean sea level pressure (SLP) from 1873 to
2001 on a 5� latitude by 10� longitude grid covering
much of the Northern Hemisphere were used. This data
set is derived from the UK Met Office analyses (Jones
1987; see Basnett and Parker 1997 for further discussion,
though note that their GMSLP data set was not used
here because it does not extend beyond 1998). A
December to March (DJFM) average is formed from the
monthly data to provide the mean winter SLP used here
(this four month seasonal mean is used throughout this
study for reasons outlined by Osborn et al. 1999). All
winters are referenced in the figures and text by the year
in which the January falls (i.e. 1874 is the winter from
December 1873 to March 1874).

2.2 Simulated data

Monthly sea level pressure fields, averaged across the
December to March season, were taken from the seven
different coupled ocean-atmosphere climate models
listed (with acronyms and references) in Table 1.
Data from five of these models were obtained from
the Intergovernmental Panel on Climate Change
(IPCC) Data Distribution Centre (http://ipcc-
ddc.cru.uea.ac.uk/), while data from the HadCM2
and HadCM3 simulations were obtained from the
Climate Impacts LINK Project (http://www.cru.uea.a-
c.uk/link/); all the modelling centres are gratefully
acknowledged for allowing their data to be distributed
for research use.

For each model, data were taken from control inte-
grations with unchanging external forcing, varying in
length from 200 to 1400 years (Table 1). Winter SLP was
also taken from integrations with increasing greenhouse
gas (GHG) concentrations, forced with historic levels
prior to 1990 and thereafter by a compounded 1% per
year increase in effective carbon dioxide. For one model
(HadCM2), an ensemble of four such integrations was
available, each with identical forcing but begun from
different initial conditions (Mitchell et al. 1999).

Table 1 also lists brief details about the resolution of
each model, including some qualitative information
about stratospheric resolution, because stratospheric
processes may be important for simulating variations in
the NAO (Shindell et al. 1999). As indicated, none of
these models have sufficient levels to resolve the strato-
sphere in detail.

Not all models (notably HadCM2 and HadCM3)
conserve mass perfectly. This can manifest itself as a
trend in global-mean SLP (see Fig. 1a of Osborn et al.
1999). In all models and simulations used here, any such
artificial variations in globally averaged sea level

Table 1 Climate model acronyms, references, resolution of atmospheric component and simulation lengths used (years)

Acronym Centre and reference Resolution Simulations

Horizontala Vertical Stratosohereb Control 1%/year

CCSR/NIES CCSR and NIES, Japan
Emori et al. (1999)

T21 (finer ocean) 20 levels medium 210 1890–2099

CGCM1 CCCMA, Canada
Flato et al. (2000)

T32 (finer ocean) 10 levels low 200 1900–2099

CSIRO Mk2 CSIRO, Australia Gordon and
O’Farrell (1997)

R21 9 levels low 210 1890–2099

ECHAM4 DKRZ, Germany Bacher
et al. (1998)

T42 19 levels medium 240 1870–2099

HadCM2 Hadley Centre, Met Office,
UK Johns et al. (1997)

3.75�, 2.5� 19 levels medium 1400 1860–2099 (4 runs)

HadCM3 Hadley Centre, Met Office,
UK Gordon et al. (2000)

3.75�, 2.5� (finer ocean) 19 levels medium 240 1860–2099

NCAR PCM NCAR, USA Washington
et al. (2000)

T42 (finer ocean) 18 levels medium 300 1961–2098

aHorizontal: finite difference model resolution in degrees of longi-
tude then latitude; spectral model resolutions are approximately
equivalent to: T21 � 5.6�, 5.6�; T32 � 3.8�, 3.8�; T42 � 2.8�, 2.8�;
R21 � 5.6�, 3.2�

bStratosphere: a qualitative description of model resolution of
the stratosphere, based on the number of model levels above
200 hPa
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pressure are removed by making a geographically uni-
form adjustment to the pressure at each grid box.

2.3 Measuring the North Atlantic Oscillation

Osborn et al. (1999) discuss and illustrate (see their Fig. 2)
a range of indices of the observedNAO, and find that they
are all quite highly correlated (in the range 0.83 to 0.98).
Twodistinct approaches are to use (1) pressure differences
between station pairs; or (2) a pattern-based measure of

the NAO. The station-based approach has the advantage
of producing a longer observed record; for the Gibraltar
and Iceland stations, Jones et al. (1997) produce a winter
series from 1823 to the present (Fig. 1a shows a post-1874
series derived from this record). A disadvantage is that
circulation variability that is unrelated to the NAO (i.e.
with a different spatial structure) can have an influence on
either or both stations used, and hence contaminate the
NAO index with other signals. Osborn et al. (1999) point
this out when analysing the HadCM2 simulations under
enhanced greenhouse forcing: the simulated NAO index
decreases during the simulation, but it is noted that this is
due to a long-term trend pattern in atmospheric SLP that
does not resemble the NAO pattern.

Because of these disadvantages with the station-based
index, a pattern-based approach is mainly used here,
identifying the pattern with principal component anal-
ysis (PCA) and then projecting time series of SLP
anomaly fields on to this pattern (i.e. computing the
scalar or dot product between field and pattern) to ob-
tain an index time series. PCA (using the covariance
matrix and with no rotation) is always performed on the
Atlantic half (110�W to 70�E) of the Northern Hemi-
sphere SLP field and the leading empirical orthogonal
function (EOF) is retained as the NAO pattern. If SLP
from the entire hemisphere had been used, then the
resulting pattern might resemble the Arctic Oscillation
(Thompson and Wallace 1998) rather than the NAO.
Nevertheless, it is of interest to know whether the NAO
is related to anomalous atmospheric circulation in the
Pacific half of the hemisphere. Having obtained an
Atlantic EOF pattern and corresponding principal
component (PC) time series, a pattern covering the en-
tire hemisphere is generated by computing the regression
slope coefficients between the PC time series and the
time series of winter SLP from each point in the data set,
and then scaling this pattern of regression slopes to
resemble an EOF (see discussion of scaling later).

One possible approach would be to use the same
pattern to define the NAO in all data sets, perhaps the
EOF of the observed data or from one particular model
simulation (e.g. Gillett et al. 2001). A disadvantage is
that the EOF used will be optimised to one particular
data set (explaining, by definition, the maximum amount
of variance for that data set), but will not be the optimal
pattern for the other simulated data sets, resulting in an
artificial suppression of their temporal variance. The
alternative, used in the present study, is to use the EOF
from each model simulation to define the NAO index for
that simulation. This makes allowance for small varia-
tions in the EOF patterns between simulations, though
the comparison would lose its validity if the pattern
differences were large. Using different patterns requires
care to be taken with the scaling of the EOF patterns, to
ensure that the associated principal component time
series can be compared on a like-with-like basis.

In this study, EOF patterns are scaled so that they are
unit vectors (i.e. the sum of all squared values is equal to
one) and the corresponding PC time series are scaled so

Fig. 2 Long-term mean December-March SLP from a average of
seven control simulations, and b observations. Contour interval is
3 hPa
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that their value at time t is equal to the dot product of
the EOF pattern and the SLP field at time t (and, thus,
the original SLP data set can be reconstructed by mul-
tiplying each EOF pattern by its PC time series, and
summing over all EOFs). This scaling is inappropriate,
however, if the number of space points in one data set is
higher than in another (i.e. due to different model res-
olutions, see Table 1) because the more points there are,
the smaller the value they will be given to ensure that the
sum of squared values still equals one. The smaller the
values in the EOF pattern, the larger the values in
the PC time series, thus hindering a comparison of the
temporal variance of the PC time series without addi-
tional reference to the EOF patterns. Scaling could be
applied relating to the density of grid points (and
therefore the area of their grid boxes), but we instead
follow the alternative of re-gridding (using Gaussian-
weighted re-sampling) all model output data sets onto
the coarser (5� latitude by 10� longitude) grid of the
observed data set (which is adequate since we are only
interested in the large-scale NAO phenomenon), prior to
PCA. Thus a unit deviation in any PC time series cor-
responds to an SLP anomaly field whose root-mean-
squared value is 1 hPa.

While the scaling described allows PC time series to
be inter-compared in absolute units, equal PC time series
deviations can still be related to different magnitudes of
pressure gradient anomalies across the North Atlantic
region. This is because, as shall be shown later, some
climate models simulate a leading mode of variability
(i.e. EOF) that has stronger positive and negative load-
ings in the Atlantic sector than other models. For
example, a unit deviation in the HadCM2 PC time series
corresponds to an increase or decrease in the Azores to
Iceland pressure difference of 0.20 hPa, compared with
0.15 hPa for a unit deviation in the CGCM1 PC time
series. In addition to the standard ‘‘EOF scaling’’,
therefore, we also use ‘‘pressure difference scaling’’,
scaling each PC time series by the difference between the
maximum and minimum values in the Atlantic sector of
its corresponding EOF pattern. Under this scaling, a
unit deviation in any PC time series corresponds to a
maximum pressure difference anomaly of 1 hPa.

2.4 Estimating the range of internal variability

For each of the three ways of measuring the NAO
(Gibraltar minus Iceland SLP, or principal component
time series with either EOF scaling or pressure difference
scaling), the observed variations are compared with the
range of variability simulated during each of the seven
model control integrations. The focus here is on 30-year
trends in the NAO index, since Osborn et al. (1999) and
others have already suggested that 30-year trends
beginning between 1960 and 1967 are unusually strong.
From each model control integration, the distribution of
30-year trends is obtained by computing all overlapping
trends during the run. From each of these distributions,

the 2.5 and 97.5 percentiles are estimated, to obtain a
range encompassing 95% of the internally generated
NAO trends.

Some of the control simulations are only about 200
years long (Table 1), resulting in considerable uncertainty
(and some bias) in the estimates of the 95% range of
variability. Monte Carlo simulation has been used to
quantify this, generating long white noise time series and
attempting to estimate the 2.5 and 97.5 percentile 30-year
trends from short sections of them. For a 200-year control
run, these estimates could be between 30% lower and 36%
higher than the true value, a range that is reduced to 25%
lower to 29% higher for the 300-year NCAR PCM run,
and to ±12% for the longest simulation (1400 years for
HadCM2). The use of short control simulations also
produces a bias towards too small a range of variability
(similar to the bias in the sample standard deviation sta-
tistic when computed using a small sample). For a 229-
year control run, 200 overlapping 30-year trends are
computed, but because of the overlaps they are not inde-
pendent. The fifth largest of the 30-year trends will not,
therefore, be the fifth largest of 200 independent trends
(thus representing an estimate of the 97.5 percentile), but
will instead be the largest of some smaller number of
effectively independent trends (thus representing some-
thing smaller than the 97.5 percentile). The Monte Carlo
simulation demonstrates that even for the shortest control
run used here, however, the bias is nomore than 5%of the
true value and it is ignored in this study.

3 Recent North Atlantic Oscillation variations

Figure 1 shows the variations in the winter NAO index
since 1874, comparing an index based on the Jones et al.
(1997) Gibraltar minus Iceland pressure difference with
the principal component time series of the leading EOF
of the Atlantic SLP field, under pressure difference
scaling (see Sect. 2.3). The index presented in Fig. 1a
uses the SLP difference computed in absolute values (i.e.
the values are not normalised either before or after dif-
ferencing) and then the mean difference over the 1961–
1990 reference period is subtracted. The use of absolute
rather than normalised values is preferred here, because
normalisation would mask differences in standard
deviation between different data sets. For a similar
reason, the covariance matrix rather than the correlation
matrix was used to generate the series in Fig. 1b.

The two series are well correlated (r = 0.83), but are
certainly not identical. The difference is most important
at the multi-decadal time scale (Fig. 1c): while both ex-
hibit a similar upward trend from the 1960s to the early
1990s, the 1989–1995 period is only moderately higher
than the 1903–1913 and 1920–1925 period in the station-
based record, yet the recent values are much more
prominent in the pattern-based record (which is more
similar to the Arctic Oscillation series in this respect,
Thompson and Wallace 1998). Ostermeier and Wallace
(2003) show that this different behaviour is because large
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trends in SLP during the 1920–1969 period are restricted
to a smaller region (over the Atlantic) than the large
trends that occurred since 1969; the pattern-based index
reacts more strongly to the widespread trends of the
latter period. This has immediate consequences for the
unusualness of the recent period, though note that if the
trend from the low NAO 1960s to the high NAO 1990s is
considered, then this recent trend is indeed unusual in
the context of the past 100 years or more, even in the
station-based record (Osborn et al. 1999).

The trend from the 1960s to the early 1990s is of
particular interest, due both to its magnitude and to the
contemporaneous warming of Northern Hemisphere
land in winter. The cause of each trend and their pos-
sible inter-relatedness are the subject of much current
research, initiated in part by the studies of Hurrell (1995,
1996; but see also Fig. 6a of Osborn et al. 1999). It
should be pointed out, however, that the NAO trend has
not been continued through to the present. The
Gibraltar minus Iceland pressure difference has been
updated from Jones et al. (1997) by Phil Jones (personal
communication, June 2003), to the winter of 2002/3
(Fig. 1a) and shows that the recent winters have not had
such strongly positive NAO anomalies as the 1989–1995
period.

4 Internally generated variability of the North Atlantic
Oscillation

4.1 Spatial structure of simulated North Atlantic
variability

The first question to be asked is whether the climate
models adequately simulate the mean present-day winter

circulation in the Northern Hemisphere. Averaging the
winter sea level pressure fields over the full length of
each control integration, and then across all seven cli-
mate models, gives an overall indication of the simulated
atmospheric circulation (Fig. 2a) and it can be seen to
capture the major observed features (Fig. 2b). Listed in
Table 2 are the pattern correlations and root-mean-
squared (RMS) errors between the individual simula-
tions and the observations. There is some inter-model
variation in mean winter circulation, with HadCM3
showing the lowest pattern correlation (r = 0.80, due
mainly to a weak Iceland Low and a weak and spatially
noisy Siberian High) and CGCM1 showing the worst
RMS error (5.4 hPa, due to greater amplitude of spatial
variation than observed, with too strong subtropical
highs and too deep Aleutian and Iceland Lows). The
average of all seven model simulations outperforms any
individual model (behaviour that has been noted before
for other variables: Lambert and Boer 2001) with a
pattern correlation of r = 0.94 and RMS error of just
2.0 hPa.

The leading mode of Atlantic-sector inter-annual
variability, defined by the leading EOF of the SLP field
(see Sect. 2.3 for details) explains between 40 and 66% of
the variance in the Atlantic half of the Northern Hemi-
sphere (Table 2), compared to 40% for the observed
data. In Fig. 3, these EOF patterns are intercompared
and also extended to show associated variations over the
North Pacific Ocean using the procedure described in
Sect. 2.3. In the Atlantic sector, all models show a north-
south dipole of variability in the Atlantic sector, and
therefore a North Atlantic Oscillation, though with some
variation in the position or amplitude of the centres of
action. When extended over the hemisphere, most mod-
els show anomalies south of the Aleutian Low that are

Table 2 Mean circulation and NAO variability statistics from control and GHG simulations and observations

Model Mean SLP pattern Atlantic sector SLP EOF#1 Gibraltar – Iceland

ra RMSEb (hPa) % variancec rd r_controle (hPa) r_GHGf (hPa) r_controlg (hPa) r_GHGh (hPa)

Observations – – 40 – 6.0 – 6.4 –
CCSR/NIES 0.81 4.8 66 0.88 11.9** 12.2 10.2** 9.5
CGCM1 0.81 5.4 56 0.90 6.0 5.1 5.6 3.0**
CSIRO Mk2 0.88 3.5 40 0.94 5.2 5.5 5.5 4.8
ECHAM4 0.92 2.7 55 0.97 8.0** 6.8 8.1** 6.2**
HadCM2 0.87 3.3 41 0.91 6.4 6.8 6.8 7.3
HadCM3 0.80 3.6 48 0.96 6.3 6.5 6.8 6.4
NCAR PCM 0.84 4.7 53 0.90 8.9** 9.4 7.2 6.6
Mean of 7 models 0.94 2.0 – 0.97 – – – –

aPattern correlation between simulated and observed mean SLP
pattern, weighted by grid box area
bRoot-mean-squared error between simulated and observed mean
SLP pattern, weighted by grid box area
cPercent of Atlantic sector SLP variance captured by the leading
EOF
dPattern correlation between simulated and observed EOF pattern,
weighted by grid box area
eStandard deviation of leading PC under pressure difference scal-
ing; ** indicates significantly different to observations with 95%
confidence

fStandard deviation of leading PC under pressure difference scaling
from 2050–2099 of GHG
gStandard deviation of Gibraltar minus Iceland SLP difference; **
indicates significantly different to observations with 95% confi-
dence
hStandard deviation of Gibraltar minus Iceland SLP difference
from 2050–2099 of GHG; ** indicates significantly different to
control with 95% confidence

610 Osborn: Simulating the winter North Atlantic Oscillation: the roles of internal variability and greenhouse gas forcing



out of phase with the Iceland Low SLP. Thus, these
models (notably CCSR/NIES, ECHAM4, HadCM2,
HadCM3 and NCAR PCM; Figs. 3a, d, e, f, g) show an
Arctic Oscillation type pattern (Thompson and Wallace
1998) even though the pattern is defined using only
Atlantic-sector SLP. Indeed, the NCAR PCM simula-
tion shows a southern centre of action that is stronger
over the Pacific Ocean than over the Atlantic Ocean. The
Pacific teleconnection is not present in the observed SLP

(Fig. 3i), and represents the largest difference between
observations and the mean of the seven model EOF
patterns (Fig. 3h).

Differences between the model simulations and the
observations, particularly the teleconnection with the
North Pacific, but also seemingly more minor differences
such as the zonal nature of the zero line in Fig. 3h
compared with the southwest–northeast orientation of
the observed Atlantic EOF zero line (Fig. 3i), may

Fig. 3 SLP patterns associated with the leading PC of Atlantic
sector SLP variability in the control simulations of a CCSR/NIES,
b CGCM1, c CSIRO Mk2, d ECHAM4, e HadCM2, f HadCM3,
and g NCAR PCM. The average of patterns a–f is shown in h, and

the observed pattern is shown in i. Blue contours are negative, zero
is black, and positive are red. The black diameter line marks the
Atlantic half of the hemisphere from which the PC was defined
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reflect important errors in the models’ physical and
dynamical behaviour. For example, Castanheira and
Graf (2003) show that the teleconnection between the
North Atlantic and the North Pacific is present in the
observed winter climate, but only during winter months
with a strong northern polar vortex in the lower
stratosphere (i.e. strong zonal westerlies). Some models
(e.g. ECHAM4) are biased towards a too strong polar
vortex and thus their climate nearly always reflects
behaviour that is only observed during strong vortices.
Castanheira and Graf (2003) point out that this may not
be an explanation for all models, and that other expla-
nations for differences in behaviour must be investi-
gated.

The inter-model variation in the EOF patterns, and
the differences between these patterns and the observed
EOF (Fig. 3i), might raise concern about the compara-
bility of the NAO indices defined by using each model’s
own EOF pattern. The NAO indices are defined using
only the Atlantic sector of the patterns (marked on each
panel of Fig. 3), and in this region the pattern correla-
tions between simulated and observed EOF vary from
0.88 to 0.97 (Table 2). To determine the impact of these
pattern variations, we compare the NAO index time
series obtained by projecting the observed SLP data set
onto the observed EOF (Atlantic sector only) with the
time series obtained by projecting the same observed
SLP data set onto each of the different model EOFs
(Atlantic sector only). The temporal correlation between
the observed EOF time series (i.e. first PC) and the ob-
served projection onto each model EOF only ranges
from 0.94 to 0.97. Thus the use of a slightly different
pattern to define the NAO index for each model makes
virtually no difference to the shape of resulting time
series. The temporal standard deviation of the time
series is affected by the EOF pattern used to define it,
ranging from 88% to 98% of the observed standard
deviation when model patterns are used instead of the
observed EOF. That these are lower than 100% simply
reflects the fact that the model patterns are not opti-
mised to capture the maximum possible variance of the
observed SLP, supporting the decision to use the EOF
from each model simulation to define the NAO index for
that simulation (similarly, the observed EOF is used to
define the observed NAO index).

As discussed in Sect. 2.3, the difference between the
maximum and minimum values in the Atlantic sector of
the EOF patterns (Fig. 3) varies from about 0.17
(CGCM1 and CSIRO Mk2) to 0.21 (CCSR/NIES). The
PC time series (i.e. the NAO index) for each model can
be scaled (pressure difference scaling) so that a unit
deviation corresponds to a maximum pressure difference
anomaly of 1 hPa, rather than to an SLP anomaly field
whose RMS value is 1 hPa (EOF scaling). The standard
deviations of the PC time series under pressure differ-
ence scaling are compared in Table 2. The control sim-
ulations of CGCM1, CSIRO Mk2, HadCM2 and
HadCM3 have similar interannual standard deviations
to the observed NAO index, while CCSR/NIES, EC-

HAM4 and NCAR PCM all exceed the observed NAO
standard deviation by a margin that is statistically sig-
nificant with 95% confidence (using a two-tailed F test).
Using the Gibraltar minus Iceland SLP difference as an
alternative NAO index yields a very similar result (also
Table 2), except that, while the NCAR PCM index still
has greater interannual variance than observed, it is no
longer a statistically significant difference. The reason
for this change is evident from Fig. 3g, because Iceland
is not close to the minimum value in the NCAR PCM
pattern, and thus the Gibraltar to Iceland pressure dif-
ference has less variance than the peak variance of the
EOF pattern.

4.2 Internally generated North Atlantic Oscillation
trends

Figure 4 shows trends in the observed NAO indices,
computed in 30-year sliding windows, compared with
the 2.5 and 97.5 percentiles of the control simulation
distributions of 30-year trends. There is a wide scatter
amongst model estimates of the percentile values,
reflecting the difference in NAO index standard devia-
tions (Table 2) and the uncertainty in estimating distri-
butions of trends from limited samples of data
(Sect. 2.4). Nevertheless, both pattern-based indices
(under EOF scaling, Fig. 4b, and pressure difference
scaling, not shown) have 30-year trends that exceed the
97.5 percentile of all seven models (1965–1994 and 1966–
1995). A longer run of trends are significant when
compared with the mean of the individual model control
run 97.5 percentiles (see Fig. 2 of Gillett et al. 2003). No
trend in the station-based index (Gibraltar minus Ice-
land SLP) exceeds all control run 97.5 percentiles
(Fig. 4a), though some exceed all but the CCSR/NIES
threshold.

The results in Fig. 4a,b appear to indicate only
marginal significance of the recent observed NAO trends
at the 95% confidence level. Significance is greatly en-
hanced, however, by two further considerations. First,
later results will indicate that the expected sign of the
NAO index trend under greenhouse gas forcing is po-
sitive. This applies to the pattern-based NAO indices for
which the signal is of consistent sign across all seven
models, but does not apply to the station-based NAO
index for which the sign of the GHG signal is less con-
sistent. For the pattern-based NAO indices, therefore, it
is reasonable to apply a one-tailed test to positive trends
rather than the two-tailed test applied in Fig. 4b; under
a one-tailed test, the critical thresholds are the 95 per-
centiles rather than the higher 97.5 percentiles that are
shown.

The second consideration is that the two models
with the highest trend percentiles are those whose inter-
annual NAO variability is significantly higher (two to
three times the variance) than that observed (Table 2).
It is likely that this excess variance has resulted in an
overestimated frequency of strong trends in these
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model simulations. The analysis has been repeated with
all NAO index time series from observations and
models first scaled so that when they are filtered with a
10-year high-pass filter, they all have unit variance.
Fig. 4c shows the result for the pattern-based index. All
trends between 1961–1990 and 1970–1999 now exceed
all model 97.5 percentiles; similar results are obtained
for the station-based index. The results in Figure 4c
must be interpreted with care, however, because they
are no longer addressing the simple question ‘‘are ob-
served trends unusual in comparison to those simulated
in model control runs?’’ By forcing model and observed

series to have the same high-frequency variance, we are
instead asking whether the spectral shape (e.g. the ratio
of 30-year trends to intra-decadal variance) of the
control run indices is sufficiently red to explain the
occurrence of the observed trends (the observed trends
have previously been shown to be significant in com-
parison with white noise and first-order autoregressive
noise models by Stephenson et al. 2000; Thompson
et al. 2000; Gillett et al. 2001). Figure 4c demonstrates
that the control run spectra are not sufficiently red to
explain the observed trends as internally-generated
variability.

Fig. 4 The 30-year trends (thick lines) in the observed NAO index
time series, computed in a sliding window and plotted against the
central year of the window, for a Gibraltar minus Iceland SLP
difference, b pattern-based index under EOF scaling, and c pattern-
based index scaled so that 10-year high-pass filtered series has unit
variance. Units are ‘‘hPa (decade)–1’’ in a–b and ‘‘standard

deviations (decade)–1’’ in c. Horizontal lines indicate the 2.5 and
97.5 percentiles of the distributions of 30-year trends of the
equivalent indices simulated during the control simulations of
CCSR/NIES (solid), CGCM1 (long dashed), CSIRO Mk2 (medium
dashed), ECHAM4 (short dashed), HadCM2 (dotted), HadCM3
(dot-dashed) and NCAR PCM (dot-dot-dashed)
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5 Simulated response of the North Atlantic Oscillation
to greenhouse gas forcing

5.1 Trends in atmospheric circulation and the North
Atlantic Oscillation

Under enhanced greenhouse gas forcing, all models
simulate some changes in atmospheric circulation,
represented in Fig. 5 by the trend in winter SLP fields

over the Northern Hemisphere. The trends are ex-
pressed as changes per K of global and annual mean
temperature increase. The patterns are almost identical
to the temporal trend in SLP, except that the magni-
tudes are different because Fig. 5 removes the influence
of different amounts of warming due to different model
climate sensitivities. None of the simulated trends ex-
hibit a pattern identical to the NAO pattern, so it
would be a simplification to say that there is a shift in

Fig. 5 Trend in SLP under increasing greenhouse gas forcing,
expressed as hPa per K of global-mean temperature increase,
simulated by a CCSR/NIES, b CGCM1, c CSIRO Mk2,
d ECHAM4, e HadCM2, f HadCM3, and g NCAR PCM. Blue

contours are negative, zero is black, and positive are red; blue and
red shading indicates regions with statistically-significant trends
(95% confidence)
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the phase of the NAO with increasing greenhouse gas
concentrations. There is, however, a clear correspon-
dence between the SLP trends and the NAO patterns
(represented by the EOF of SLP) for CCSR/NIES
(Figs. 5a and 3a) and ECHAM4 (Figs. 5d and 3d), and
over the Atlantic half of the hemisphere for HadCM3
(Figs. 5f and 3f). The pattern correlations between
trend pattern and EOF pattern over the Atlantic half
of the hemisphere are about 0.75 for these three
models. Even for the other models, with weaker de-
tailed agreement between NAO pattern and climate
change pattern, there are decreases in SLP over most of
the Arctic Ocean.

There is clearly little agreement between the models
concerning the detailed regional-scale changes in winter
atmospheric circulation. This limits the certainty with
which regional-scale climate change can be estimated,
whether directly from climate models or via statistical
downscaling models driven by these uncertain changes
in regional circulation. At the largest scale, however,
there is some semblance of inter-model agreement
(Fig. 6), with the mean of all seven model patterns
showing a decrease in SLP over the Arctic Ocean of 0.5
to 1.0 hPa K–1 and an increase in SLP over the
Mediterranean Sea of 0.25 hPa K–1 . Both these
changes are consistent across all seven model simula-
tions. All show in increase over at least part of the
Mediterranean Sea (Fig. 5), with six out of seven
models agreeing on the sign of SLP change over the
shaded regions of Fig. 6. At least six, and mostly all

seven, models exhibit negative SLP trends over each
Arctic Ocean grid box under increasing greenhouse-
gas-induced warming.

Over the Atlantic half of the hemisphere, the seven-
model-mean SLP trend pattern (Fig. 6) is highly posi-
tively correlated (r = 0.86) with the mean of the seven
model EOF (i.e. NAO) patterns (Fig. 3h). If the EOF
patterns are used to define the NAO index, therefore, it
is not surprising that there is a general tendency for a
shift towards the positive phase of the NAO (Fig. 7a).
This is regardless of the scaling used (EOF scaling or
pressure difference scaling). The strongest increases are
in the ECHAM4 and CCSR/NIES simulations, and the
weakest are CGCM1 and CSIRO Mk2. There is,
therefore, inter-model agreement on the sign of the
NAO change under greenhouse forcing, though little
agreement on the magnitude of the shift towards the
positive phase.

If the station-based NAO index is used instead, then
there is not even agreement on the sign of the NAO
response (Fig. 7b). Using this measure, the NAO index
decreases significantly in HadCM2 (as found by Osborn
et al. 1999) and slightly in CGCM1 and CSIRO Mk2.
Overall, the station-based NAO index (Fig. 7b) gives a
much wider scatter of results than does the pattern-
based NAO index (Fig. 7a), and the pattern-based index
is, therefore, preferred. The reasons for the wider scatter
can be identified by inspection of the SLP trend patterns
in Fig. 5. In HadCM2 (Fig. 5e), for example, SLP de-
creases slightly over Iceland (–0.25 hPa K–1) but more
strongly over Gibraltar (–0.75 hPa K–1), leading to a
reduction in the Gibraltar to Iceland pressure gradient
and a reduction in that measure of the NAO index.
Thus, regional-scale variations in SLP can have more
influence over the selected stations than the ‘‘common’’
model signal (Fig. 6) that corresponds more closely with
the NAO pattern.

The observed NAO indices are also overlaid on
Fig. 7, and indicate absolute values that fall outside the
group of model simulations for the pattern-based index
(Fig. 7a) though the ECHAM4 and CCSR/NIES mod-
els do simulate values as high as those observed under
the enhanced greenhouse gas forcing prescribed in the
second half of the twenty first century. For the station-
based index (Fig. 7b) the observations are less clearly
separated from the group of model simulations. These
comparisons of absolute NAO index values are depen-
dent upon what the ‘‘zero’’ index value represents (i.e.
what is the baseline from which these deviations are
measured?). In all simulations, the SLP data that were
used to compute the NAO indices were expressed as
anomalies from their respective control run means.
Thus, a simulated zero index value would represent
normal control run conditions, which are effectively
‘‘pre-industrial’’ conditions because the increased
greenhouse gas concentrations are applied as increases
from the control run forcing (though, of course, other
forcing factors which are neglected in this study com-
plicate the issue of assigning the baseline to be truly

Fig. 6 Contours show the mean of the seven simulated SLP trend
patterns (hPa K–1) shown in Fig. 5, induced by increasing
greenhouse gas forcing. Blue contours are negative, zero is black,
and positive are red; blue and red shading indicates regions where at
least six of the seven models show a decrease or an increase,
respectively
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‘‘pre-industrial’’ climate). The observed SLP data are
expressed as anomalies from their long-term mean, be-
cause we do not have ‘‘pre-industrial’’ observations.
Given the relative weakness of the climate change signals
shown in Fig. 7, the difference between the 1874–2001 or
1874–2003 means and the ‘‘pre-industrial’’ mean might
be expected to be rather small. Nevertheless, it is this
uncertainty in determining appropriate baseline values
that led us to attempt detection of unusual trends (Sects.
2.4 and 4.2) rather than detection of unusual mean
values.

Figure 7c addresses whether the different magnitudes
of NAO response shown in Fig. 7a are due to different
rates of climate change in the model simulations (al-
though the forcing is very similar in each experiment, the
temperature response, i.e. sensitivity, of these models
ranges from 1.7 K to 4.3 K for a doubling of CO2

concentration, Cubasch et al. 2001). Plotting the
smoothed NAO index changes against smoothed global
and annual mean temperature change (DT) shows that
the scatter is at least as wide (Fig. 7c) as when they are
plotted against simulation year (Fig. 7a). The model

Fig. 7a–c Time series of NAO indices (hPa) as observed (black)
and simulated under increasing greenhouse gas concentrations
(CCSR/NIES: blue, CGCM1: green, CSIRO Mk2: red, ECHAM4:
orange, HadCM2: brown, HadCM3: purple, NCAR PCM: yellow).
a Pattern-based index under pressure difference scaling; b Gibraltar

minus Iceland SLP difference; and c same as a, but plotted against
the observed or simulated global and annual mean temperature
anomaly (with respect to the 1961–1990 mean). All series have been
smoothed with a 30-year low-pass filter. Gaps in the HadCM3
series are due to missing years in the data archives
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that warms most (CGCM1) is not one of the models
with the greatest NAO change and the model that
warms least (NCAR PCM) is not one of the models with
the smallest NAO change.

Linear trends fitted to the NAO–DT relationships are
given in Table 3 (note that both records are smoothed
before constructing Fig. 7c and fitting the trends, and
note that the trends do not demonstrate a cause–effect
relationship between NAO and global-mean tempera-
ture, but rather are expressing the NAO as a change per
unit measure of climate response). All trends are positive
when the pattern-based NAO index is used. Statistical
significance is difficult to assess because of the smoothed
series and uneven sampling of the temperature range,
but providing there are at least ten effectively indepen-
dent samples in each smoothed series, then all are sig-
nificantly correlated with DT except for CSIRO Mk2,
and this seems reasonable from inspection of Fig. 7c.
The observed trend is likely to be only marginally sig-
nificant because of the limited sampling of the temper-
ature range, and the strength of the observed NAO–
temperature relationship is not significantly different to
any of the model-based trends. Repeating this exercise
with the station-based NAO index (data not shown, but
trends are given in Table 3), yields three negative and
four positive relationships amongst the models, though
neither the CGCM1 nor the CSIRO Mk2 trends are
likely to be significant (again, assuming about ten de-
grees of freedom in the smoothed series). The negative
trend for HadCM2 is statistically significant (Osborn
et al. 1999).

5.2 Changes to the pattern and variability of the North
Atlantic Oscillation

In addition to the changes in the mean winter atmo-
spheric circulation under enhanced greenhouse gas
forcing, it is possible that the nature of the inter-annual
variability of winter circulation may change. In this
section, the 2050–2099 periods of the simulations under
increasing greenhouse gas forcing are detrended (to

focus on inter-annual variability rather than climate
trends) and analysed to determine whether systematic
changes in the spatial pattern or temporal variance of
the leading mode of Atlantic-sector variability occur.
The leading EOFs of the detrended SLP data, subse-
quently extended to show the covarying pattern over the
full hemisphere, are shown in Fig. 8 and can be com-
pared with those obtained from the control simulations
(Fig. 3).

For CCSR/NIES (Figs. 3a, 8a) there is an eastward
shift and strengthening of the Azores centre of action
and a northward shift of the zero line. For CGCM1
(Figs. 3b, 8b) there is a complete disappearance of the
Azores centre of action (which was already much weaker
than observed) and a dramatic eastward shift (and slight
strengthening) of the Iceland centre of action to north-
ern Siberia. CSIRO Mk2 (Figs. 3c, 8c) shows smaller
changes, a north-eastward movement of the Azores
centre of action, a northward displacement of the zero
line, and a slight strengthening of the Iceland centre of
action (over Greenland). The changes in ECHAM4
(Figs. 3d and 8d) have previously been noted by Ulbrich
and Christoph (1999), i.e. an eastward shift of both
centres of action associated with an eastward extension
of the Atlantic storm track into western Europe. Had-
CM2 (Figs. 3e and 8e) and HadCM3 (Figs. 3f and 8f)
both simulate a moderate eastward shift in the Azores
centre of action, and a clear reduction in covariance with
North Pacific SLP (bringing them closer to the observed
EOF pattern, Fig. 3i), and HadCM3 also shows a slight
northward shift of the zero line. NCAR PCM (Figs. 3g,
8g) simulates a strengthening of the Azores centre of
action and a weakening of the Iceland centre of action.

Assessing the statistical significance of changes in
EOF patterns between one data set and another is not a
straightforward task. A qualitative assessment has been
undertaken, however, by visually inspecting the leading
EOF patterns computed from many different (though
partly overlapping) 50-year segments of the control
simulations. Of the changes between the control (Fig. 3)
and GHG (Fig. 8) runs described above, very similar
differences occurred during some sub-periods of the
control runs for CCSR/NIES, HadCM2 and HadCM3,
but not for CGCM1, CSIRO Mk2, ECHAM4 or
NCAR PCM.

Considering the seven simulations as a multi-model
ensemble, the mean of the control run EOF patterns
(Fig. 9a, repeated from Fig. 3h with half the contour
interval) can be compared with the mean of the
increasing GHG simulation EOF patterns (Fig. 9b),
with differences being shown in Fig. 9c. The Azores
centre of action shifts eastward and northward (the zero
line in the vicinity of the UK moves northwards). While
the position of the Iceland centre of action minimum
does not change very much, the ‘‘trough’’ over Russia
does extend and deepen due to the eastward extension of
this centre of action in some models.

An alternative view of these changes is presented in
Fig. 10. Given that it is the NAO’s relationships with

Table 3 NAO index trends (per K of global-mean temperature
change) from observations and from simulations under increasing
greenhouse gas concentrations

Model Trend (hPa K–1)

Patterna Stationb

Observations 5.0 –0.1
CCSR/NIES 3.0 1.6
CGCM1 0.2 –0.1
CSIRO Mk2 0.2 –0.2
ECHAM4 2.7 1.0
HadCM2 0.8 –0.6
HadCM3 1.2 0.8
NCAR PCM 2.3 2.3

aPattern-based NAO index under pressure difference scalingb

Gibraltar minus Iceland SLP difference
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the storm track and the mean westerly circulation over
the Atlantic/European sector that give the NAO its
climatic importance, the change in the meridional
pressure gradient might be more important than the
change in the minima and maxima of the EOF pattern.
The two are, of course, related, but are not necessarily
identical. The meridional pressure gradient at every
point in each EOF pattern has been computed, then
divided by the sine of the latitude (because the geo-
strophic wind also depends on the inverse of the Coriolis
parameter, which varies with the sine of the latitude) to

obtain the zonal geostrophic wind anomalies associated
with each pattern. These are then averaged over all
seven control runs (Fig. 10a) and all seven increasing
GHG runs (Fig. 10b), and the composites are differ-
enced (Fig. 10c). The zero line of these patterns follows
the peak of the Azores high, with negative values to the
south where the NAO influences the strength of the
north-easterly trade winds and positive values north-
wards as far as the peak of the Iceland Low centre of
action. The pattern peaks (Fig. 10a) south of Iceland,
where the influence of the NAO pattern on zonal wind

Fig. 8a–g As Fig. 3a–g, but using linearly detrended SLP from 2050–2099 of the increasing GHG simulations
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will be greatest. This alternative view of the NAO
pattern may be useful in other applications too.

Under increased GHG concentrations, the change in
the pattern (Fig. 10c) indicates a northward rather than
an eastward shift. Positive changes over the southern
part of the trade wind region indicate a northward re-
treat. The negative change covers the northern part of
the trade wind region (extending it northwards) and the
southern part of the westerlies (retreating northward).
The positive change over Iceland indicates a northward
extension of the NAO influence on the westerlies. The
alternative possibility of an eastward shift in the domi-
nant mode of inter-annual winter variability is discussed
further in Sect. 6.

The percent of Atlantic sector SLP variance captured
by the leading EOF indicates the importance of the
NAO mode of variability relative to other modes during
winter. The values for the control runs are given in
Table 2. For the detrended 2050–2099 period of the
increasing GHG simulations, five of the models simulate
similar values to their control simulations, but two
models simulate a much reduced relative importance of
the NAO: the SLP variance captured by the leading
EOF decreases from 56% to 42% in CGCM1 and from
55% to 47% in ECHAM4. The former is clearly related
to the movement of the leading EOF towards the edge of
the Atlantic sector (Fig. 8b) in CGCM1. Comparison
with the leading EOF from many different (though
partly overlapping) 50-year segments of the model con-
trol simulations indicates that the CGCM1 and EC-
HAM4 changes are significant (i.e. the null hypothesis
that the lower EOF variance is due to sampling vari-
ability is rejected).

These results give the relative importance of the NAO
only, but the actual magnitude of the inter-annual var-
iability is better measured by the standard deviation of
the NAO indices from each model (Table 2). The stan-
dard deviation of the Gibraltar minus Iceland SLP dif-
ference is lower during 2050–2099 than during the
control simulations for six out of the seven models (the
exception is HadCM2), though the difference is only
statistically significant with 95% confidence for CGCM1
and ECHAM4 (the latter agrees with the results of Paeth
et al. 1999). That the reductions are greatest for these
two models is not surprising, given the eastward move-
ment of the northern centre of action away from Ice-
land, and the reduction in relative importance of the
leading EOF.

The NAO indices obtained using the control run
EOF patterns of each model (under pressure difference
scaling), applied to the 2050–2099 period of the
increasing GHG simulations, also exhibit lower variance

Fig. 9 SLP patterns, averaged across all seven model simulations,
associated with the leading PC of detrended Atlantic sector SLP
variability for a control, b increasing GHG, and c the difference b–
a. Negative values are shaded; contour interval is 0.01 in a and b,
0.005 in c. The black diameter line marks the Atlantic half of the
hemisphere from which the PC was defined

b
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(significant only for CGCM1) compared with the con-
trol simulations for all models except HadCM2. That is
to be expected for purely statistical reasons, however,
because the EOFs were defined to capture maximum
variance during the control simulations and may not be
optimal for the GHG simulations. The values given in
Table 2 show instead the standard deviations when the
NAO indices are obtained using the GHG-defined EOFs
(Fig. 8), using pressure difference scaling. Comparing
control standard deviations obtained with control EOFs
against GHG standard deviations obtained with GHG
EOFs, gives a more complex result: two models
(CGCM1 and ECHAM4, again) show reductions in
variance and the other five all show increases. None of
the changes are statistically significant. Thus, though the
simulations suggest that the Gibraltar to Iceland SLP
difference will become less variable in future, the vari-
ance associated with the leading EOF of inter-annual
SLP variations may behave differently.

6 Discussion and conclusions

This study has obtained several important findings and
has addressed the two issues raised in the introduction.
The simulations of the Northern Hemisphere mean
winter circulation and its inter-annual variability are
considered good enough to use the seven climate models
considered here (Table 1) for addressing these NAO and
climate change issues. The patterns of Atlantic-sector
variability are very similar to the observations except
that the connection with the North Pacific SLP is too
strong in some models (Fig. 9a); in some cases (e.g.
ECHAM4) the too strong connection with the Pacific
may be explained by errors in the stratospheric simula-
tion (Castanheira and Graf 2003). It is interesting that
the simulated variability is closer in pattern to the Arctic
Oscillation than the NAO, even though the study was
deliberately biased towards the NAO by using only the
Atlantic half of the Northern Hemisphere to define the
inter-annual variability. Despite the simulated links with
the North Pacific, the pressure gradients that drive zonal
wind anomalies are much stronger in the Atlantic sector
than the Pacific (Fig. 10a), so even in the models there is
very much an Atlantic-focus to the variability consid-
ered here.

The inter-annual NAO variance is too great in some
models (Table 2), a bias that probably influences inter-
decadal variability too. Nevertheless, the variability
exhibited by the seven climate model control runs
analysed here is unlikely to be strong enough to explain
the recent NAO trend (observed from the 1960s to the
1990s) as a simple internally generated climate signal

Fig. 10a–c As Fig. 9, except that the zonal geostrophic wind
anomalies (arbitrary units) are calculated from the meridional SLP
gradient divided by the Coriolis parameter, prior to averaging
across the seven model simulations

b
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(Fig. 4). This result is in agreement with, but extends,
the findings of Osborn et al. (1999) and Gillett et al.
(2000). Though there is some dependence on which
definition of the NAO index is used, the implication is
that either the models are deficient in their simulation of
inter-decadal NAO variability or that the observed
variations have been driven, in part at least, by external
forcings.

Only greenhouse gas forcing was considered here,
using simulations from seven models forced by a com-
pounded 1% per year increase in effective carbon diox-
ide. The response is much more model-dependent when
a station-based NAO index is used, compared with a
pattern-based (EOF) index. For the latter, all models
simulate a shift towards a higher winter NAO index
(Fig. 7a), though its magnitude varies from 0.2 to
3.0 hPa per K of global-mean temperature rise (the units
represent increasing pressure difference between the
locations with maximum positive and negative weigh-
tings in the EOF pattern). Note that here the changes are
expressed per unit surface warming, whereas others (e.g.
Gillett et al. 2002) express them per unit radiative forc-
ing. The latter is more suitable if a direct atmospheric
mechanism drives the NAO changes (perhaps via the
stratosphere, Shindell et al. 1999), while the former is
more appropriate if the surface boundary conditions
(e.g. temperature) drive the NAO changes. Which form
of expression is preferable remains debatable, because
the driving mechanism for NAO changes is still uncer-
tain (Gillett et al. 2003).

The analysis of NAO response to greenhouse gas
forcing presented here represents a considerable ad-
vance, because inter-model comparisons are greatly en-
hanced by the application of the same methods to a
number of model simulations. They are generally in
agreement with previously published work: Ulbrich and
Christoph (1999) identified an NAO increase in EC-
HAM4 with increasing GHGs; Fyfe et al. (1999) report
an Arctic Oscillation increase in CGCM1 with increas-
ing GHGs and sulfate aerosols; and Gillett et al. (2002)
report an Arctic Oscillation increase in HadCM3 with
increasing GHGs. Results obtained using models that
are not considered here are summarised by Gillett et al.
(2003). The HadCM2 response is very dependent upon
the NAO index used: Osborn et al. (1999) report a de-
crease when using the Gibraltar to Iceland SLP differ-
ence, whereas here the Atlantic part of the EOF pattern
results in an increase, while the full hemisphere EOF
pattern (i.e. the Arctic Oscillation) results in a decrease
(Zorita and Gonzalez-Rouco 2000) due to the deepening
of the Aleutian Low shown in Fig. 5e. This sensitivity is
due to the fact that the change in mean circulation does
not closely resemble the NAO pattern for HadCM2 (nor
for some of the other models). Only for ECHAM4 and
CCSR/NIES do the patterns of climate change and the
patterns of inter-annual variability match closely. The
only signal of winter circulation change that is robust
across all models is a reduction in SLP over the Arctic,
which is the cause of increased NAO index in all these

models. Increased SLP occurs over the Mediterranean
Sea in six of the models, contributing to the strengthened
meridional pressure gradient.

The model simulations imply, therefore, that green-
house gas forcing has contributed to the observed NAO
increase from the 1960s to the 1990s. But the magnitude
of the simulated signal (Table 3) is much less than the
observed change, which peaked at 16.2 hPa over a 30-
year period (using the pattern-based index under pres-
sure-difference scaling) during which global temperature
increased by less than 0.5 K. Combining the strongest of
the simulated signals (3.0 hPa K–1

· 0.5 K = 1.5 hPa)
with the strongest of the internally-generated 97.5 per-
centile trends (5.2 hPa decade–1 · 3 decade = 15.6 hPa)
gives 17.1 hPa over a 30-year period, which exceeds the
largest observed trend. It is possible, therefore, that the
observed record can be explained as a combination of
internally generated variability and a small greenhouse-
gas-induced positive trend. This is supported by the
downturn in the NAO index after the mid-1990s
(Fig. 1), which might be a reversal of an internally
generated variation.

It was pointed out in Sect. 4.2, however, that the
models that simulate the strongest internally-generated
trends have significantly too much inter-annual vari-
ability compared with the observed record. If the model
simulations are scaled so that their high-frequency var-
iability matches the observed (e.g. similar to Fig. 4c, but
expressed in pressure-difference units Sect. (2.3), then
the strongest 97.5 percentile trends are only 9.4 hPa over
a 30-year period, which gives less than 11 hPa when
added to the GHG signal. The distinct possibility re-
mains, therefore, that other external climate forcings
have contributed to the observed change (though errors
in the simulation of internal inter-decadal variability or
of the response to GHG forcing are possible alternative
explanations). Other forcings are not studied here, but
they were discussed by Gillett et al. (2003), who con-
cluded that the response of the NAO to these forcings
was uncertain. It is likely that stronger volcanic forcing
would lead to a higher winter index; it is possible that
enhanced solar irradiation leads to a higher index and
possible that reduced stratospheric ozone results in a
higher index (though more so in spring than in winter).
All three of these forcings may have changed, over the
past 40 years, in the direction likely to increase the NAO
index. Simulations using HadCM3 under these com-
bined forcings (Stott et al. 2000) have not, however,
reproduced the observed NAO trend.

The final analysis section of this study addressed the
possibility that the spatial pattern and/or temporal
variance of inter-annual winter circulation variability
might change under increased greenhouse gas forcing.
Ulbrich and Christoph (1999) have previously identified
a northeastward shift in the dominant pattern of vari-
ability in the ECHAM4 simulation, associated with the
extension of the Atlantic storm track into Western
Europe. Similar changes have been noted in the obser-
vations (e.g. Hilmer and Jung 2000). Collectively, the
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seven models analysed here show only a small north-
eastward shift in the centres of action of the dominant
mode of inter-annual variability, and only a northward
shift in their influence on zonal winds. Peterson et al.
(2003) suggest that an eastward shift in the pattern
would occur during a period of high NAO index, so
there might be a link between those models showing an
increase in the mean NAO index and those showing an
eastward shift in the pattern. Of the two models that
simulate the strongest increase in NAO index under
increasing GHG forcing, CCSR/NIES simulates an
eastward shift of the southern (Azores) centre of action
only, while ECHAM4 simulates an eastward shift of
both centres of action.
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