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Abstract

The matter in a weakly interacting Bose-Einstein condensate is very nearly a classical wave.
It can be accurately described by a mean field that follows a classical law of motion, with a
small quantum field added that includes vacuum noise and other effects due to the atomic
nature of matter.

The ground state of free bosons is a totally coherent field, but the ground state of
interacting atoms is not totally coherent. If interacting atoms were prepared in a coherent
state with the same density as their actual ground state, the density would remain static.
However, the correlations in the density would oscillate, and this would give an observable
difference between the two states.

The oscillating correlations can be computed by the phase space methods of quantum
optics. In order to run efficient Monte-Carlo simulations, where the observables of experi-
mental interest correspond to moments of the samples, it is almost always necessary to use
the Wigner distribution, and to replace its law of motion by the classical law. This is a good
approximation for systems that are close to classical wave dynamics.

Other systems can not be approximated classically in this way. These include processes
of dynamical tunnelling, when the atomic field tunnels through amplitudes that a classical
field could not have. Experiments are now proposed in which this will happen, and the
decay of an atomic field by tunnelling from a metastable state is of widespread interest. To
analyse such processes will require methods that allow for interference in superpositions
of fields with different amplitudes. The obvious method, involving variational dynamics of
coherent states, is analysed and tested. The numerical instability that has limited its use
previously is analysed, and a way to resolve it proposed. But it is shown that this method,
it its current form, can not simulate the dynamics of fields with high-dimensional classical
phase spaces. The fair sampling assumption of the Monte-Carlo methods is essential to
represent states of such fields.
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Chapter 1 Introduction

This thesis is about computing the dynamics of the atomic fields of cold bosons. It
approaches the subject from several different perspectives. Part of the work, described
in Chapter 4, is fairly concrete, and uses a simple and well-understood truncated Wigner
method to compute some spatial coherence properties of degenerate one-dimensional Bose
gasses. Calculations of this type are ultimately limited by the inherent limitations of the
method, as is discussed when it is derived in Chapter 3. One approach to working around
these limitations is developed in Chapter 5. Although this approach has been used with
some success in quantum chemistry, it turns out to have some basic restrictions that prevent
it from being applied to quantum fields, at least in the way it was originally conceived.

1. Atom optics

In classical physics, matter is made of particles. This is one limit of quantum mechanics;
it typically occurs at low densities and high temperatures, where the wave functions of
different particles do not overlap. For matter in a gaseous phase, this limit is a classical
ideal gas. Atom optics is the opposite limit. It occurs in systems of bosons at high densities
and low temperatures, whose wave functions are nearly identical. In the atom optical limit,
the atomic nature of matter is of little consequence; for many purposes, a cold and dense
Bose gas can be treated as a classical wave in a field called the order parameter.

The technology to prepare a Bose gas in the atom optics regime was developed in the
1980s and 1990s, and is now quite routine [1]. The prerequisites were vacuum technology
and the laser: laser cooling and trapping allow a gas to be prepared at very low temperature,
and in a sufficiently rarefied vacuum it can be isolated well enough that it remains that way.
The final invention was evaporative cooling, which created clouds of gas so cold that the
wave functions of their atoms overlap. These are atomic Bose-Einstein condensates.

The atom optical limit of classical waves is very different from the limit of classical
particles, but it retains the virtue of being simple to analyse. Quantum mechanics is based
on the superposition principle; in a quantum system, the number of possible superposed
configurations increases combinatorially with the number of moving parts. This complexity
results from all the different ways that the state of each part can be correlated, or entangled,
with the states of the other parts.

In the particle limit, these correlations do not occur, because the system is in a Hartree
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state where the state of each particle is independent and well defined. This makes the
system very much easier to analyse, and one of the most commonly used approximations in
quantum mechanics is to assume that the state of a system has a Hartree form. Something
very similar occurs in the wave limit, when the system is treated in second quantisation.
When a coherent field is expanded over orbitals, its state factorises, and the state of each
orbital can be described by a single complex amplitude. This form is much simpler than an
arbitrary state of a field, where particles can occupy the orbitals with arbitrary correlations
in their numbers.

This simplicity makes atomic Bose-Einstein condensates a very useful system for ex-
ploring the dynamics of quantum fields. Most of the time, it is possible to understand and
predict the dynamics of a condensate at least qualitatively in terms of the classical field
theory of its order parameter. It often suffices to think in even simpler terms, where the
condensate is a classical fluid with an extra pressure term to account for the zero point en-
ergy. Also, the environment of a condensate is an atom trap, and the lasers, magnetic fields
and microwave beams that form the trap can be controlled very precisely. This allows many
condensed matter phenomena to be simulated by configuring an atom trap analogous to
the material system in which they occur. By controlling the trap, and seeing how the phe-
nomenon changes, it is sometimes possible to resolve questions for which the evidence
provided by the material systems that exist in nature is ambiguous.

While many cold boson systems can be adequately analysed by treating the atomic field
as totally coherent, others can not. These are often experiments that involve fluctuations
in atom numbers or limited coherence times and lengths. The atomic nature of matter
does not appear in the mean field theory of the order parameter, but it does appear in
the fluctuations around the mean field. The discrete atoms cause shot noise when the
density of a condensate is measured. Also, condensates confined to a line instead of a three-
dimensional cloud have a finite coherence length, which requires a quantum treatment to
understand.

These systems are not totally coherent, so they can not be treated simply with a mean
field theory. However, the fact that they are nearly coherent can be exploited in order to
analyse them more efficiently. This the regime of quantum optics, where the uncertainty
principle prevents the coherent amplitude of any system from being precisely defined, but
the limited spread of the coherent amplitudes in phase space allows the states of the systems
to be represented efficiently. This thesis uses quantum optical phase space methods to
investigate some atom optical systems with limited coherence.

2. Discretisation and Simulation

In order to simulate a quantum system on a classical computer, the continuous wave func-
tion must be reduced to a finite set of numbers. At first glance, this seems like a major
problem. A classical particle is described by two numbers, coordinates in phase space, but
it takes a wave function, a continuously infinite set of numbers, to describe a quantum par-
ticle. The leap in the range of possibilities for the particle, and therefore in the information
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required to describe it, looks overwhelming.
This impression is deceptive. Particles are generally found in a bounded region of

space, and with a finite energy, so that they are constrained to a bounded region of phase
space. For particles that require a quantum mechanical analysis, this region tends to be
small, within a few orders of magnitude of Planck's constant. And the set of wave functions
with restricted position and energy has Hilbert-space dimension roughly equal to the area
of phase space it occupies, in units of Planck's constant [2].

Larger bounds are required to describe a particle more precisely, but in practice the
required area is not too great. The lowest eigenstates of a harmonic oscillator can be cal-
culated to ten significant figures on a phase space of area 30h̄, on which a wave function
can be specified by a set of 30 complex coefficients [3]. This will be discussed in depth in
the final chapter of the thesis, but the number of independent states available to a single
quantum particle is never very large.

On the other hand, the superposition principle has interesting implications for systems
of many particles. Since one particle can be in multiple places at a time, a set of them
can be in combinatorically many configurations at once, and a vast number of probability
amplitudes are required to specify a state. Traditionally, this has been considered a huge
challenge. Great ingenuity has gone into inventing approximations, such as Dyson series,
phase-space expansions and density-matrix renormalisation group (DMRG) algorithms,
that approximate the states accessible to systems of interest while reducing the problem to
a managable number of parameters.

More recently, the combinatorial growth of configurations has been seen as an oppor-
tunity, sending legions of engineers on a quest for the quantum computer that is about to
enter its third decade. From a scientific point of view, the phenomenon of entanglement
has shown that, when several particles are involved, the consequences of the superposition
principle are even stranger than they appear, and have made possible experiments that
exclude the possibility of a predetermined reality to which quantum superpositions are an
approximation.

Cold bosons are very simple in principle. A model of identical point particles with con-
tact interactions almost always suffices. However, calcuating properties of many-particle
quantum systems is notoriously difficult in practice, and various methods have been applied
to cold bosons. Green's function methods have a long history in condensed matter problems,
being applied to calculate properties of systems such as superfluids and superconductors
[4]. In lower dimensions, there are exact solutions for Bose gasses at zero temperature [5]
and at finite temperature [6]. These have allowed some properties of cold Bose gasses to
be calculated in closed form [7].

Another model for a one-dimensional Bose gas comes by identifying it with a Tomonaga-
Luttinger liquid [8]. This is a universal model of a one-dimensional field in the limit of
low energy, which is valid for a Bose or Fermi field, at weak or strong repulsion.

Computer simulations of the atomic field have been done an a number of ways. The
simplest method, used from the earliest days of Bose-Einstein condensates, is to integrate
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the Gross-Pitaevskii equation, a classical mean field theory [9, 10]. Methods based on the
density-matrix renormalization group have been applied to many one-dimensional quan-
tum systems, including cold atoms [11]. The other major approach has been the phase
space methods that were invented to describe lasers, which have been adapted to treat
atoms instead of photons [12].

A separate line of development is the Gaussian wave packet methods of quantum chem-
istry. These are related to the phase space methods of quantum optics, in a way that is
examined in Chapter 5. The method was first proposed by Heller [13, 14] in the 1970s. It
was developed over the decades since [15, 16, 17], and most recently in [18]. This will be
developed further in Chapter 5.
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Chapter 2 Background

The first purpose of this chapter is to explain some ideas that might not be encountered in
a typical physics degree, but that later chapters take for granted. Section 4 derives some
basic properties of the coherent states on which phase space simulation methods are based.
Section 5 reviews what is known about the coherence of the atomic field along a gas of cold
bosons that is confined to a line. Sections 10 and 11 discuss some properties of differential
equations that hinder their numerical solution, and Sections 12 and 13 introduce a general
way to analyse expansions of vectors over non-orthogonal sets such as the coherent states.

The second purpose is to introduce some notation and conventions that are used in the
thesis. The analysis of variational methods in Chapter 5 requires the derivatives of some
higher dimensional functions to be manipulated in moderately complicated ways, and these
manipulations are more clearly expressed in the notation that mathematicians use for such
derivatives. The numerical simulations in Chapter 4 use a scaled system of units, in which
all quantities related to a condensate reduce to lengths. This restricts the magnitudes of
the quantities to a range that computers can handle. It is also quite helpful when reasoning
physically about cold atoms, and about how the geometry of a trap governs their mechanics.

3. Dispersion units for wave functions

Describing an atom trap in detail requires electromagnetism, and units for charges and
fields. But that is outside the scope of this thesis: for our purposes, mechanics suffices.
The trap interests us only because it applies a mechanical potential to atoms, and we will
describe that potential and the atomic motion in terms of quantities derived from length,
time and mass. These quantities are not convenient to express in the International System
of Units, nor any system that stems from a human scale, because the atoms are too small
and move too fast. We will derive our units from their scale instead of from ours [19].

The most useful scale that an atom defines is its mass. Provided that only one isotope is
present, this mass is the only one that atom optics involves. Since mass enters into quantum
mechanics through the dispersion relation for de Broglie waves, this characteristic mass
allows wavelengths to be identified with periods. In the process, every occurrence of the
atomic mass can be absorbed into the units.

The resulting system of dispersion units has only one dimension, whose unit can be
either a length or a time. In cold atoms, it is usually convenient to use a length. Other
experimental systems, such as magnetic resonance, involve controlling how parameters
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vary over time in sophisticated ways. This is rarely done in an atom trap; when the trap
geometry changes, it happens either slowly enough that the atoms follow it adiabatically,
or fast enough to be instantaneous compared to their motion. The relevant times are now
and never, which need no units. On the other hand, the geometry of the trap sets many
physically meaningful lengths.

Condensates will be described formally in Section 8, and they will turn out to have two
natural length scales. The order parameter that defines the condensate can often be treated
as a classical field, whose motion is determined by a scale called the healing length. When
quantum fluctuations are added to this classical description, those fluctuations are due to
shot noise, and the scale on which they become significant is the separation between atoms.
The ratio of these lengths is called the Lieb-Liniger parameter, and it measures how far the
condensate is from being a classical field. When possible, it helps to select one of these
lengths as a natural unit. However, this thesis considers highly anisotropic condensates,
whose axes have very different scales. This makes it hard to define the atomic separation
and the healing length consistently, and it is often convenient to use the micrometre instead.

To derive these dispersion units, we start with Schrödinger's equation for a wave func-
tion ψ in conventional mechanical units,

ih̄∂tψ = HSIψ =

(

− h̄2

2m
∇2 + V

)

ψ. (1)

Each side has the dimension kg·m1/2 ·s−2, so this depends on all three mechanical units. We
would like to identify lengths with times as we do in relativity, but there is a complication:
the speed of light is fixed, but the speed of an atom varies. De Broglie waves satisfy a
quadratic dispersion relation ω = (h̄/2m)k2, so a time tmust be identified with an area s =

(h̄/m)t instead of with a length. The group velocity is dω/dk = (h̄/m)k, and the trajectory
of an atom moving at that speed satisfies (h̄/m)k = x/t, whence k = x/s. Dispersion
units identify the speed of an atom x/s with its de Broglie wave number k. Frequency is
identified with reciprocal area; we will use the symbol χ in place of ω to make it clear that
the units have been scaled.

The relation between functions of conventional time and the equivalent functions of
scaled time is fSI(t) = f(h̄t/m), whence ∂tfSI = h̄/m∂tf . Some equations, such as Equa-
tion 1, are explicitly stated to be in conventional units. This means that all functions of
time that occur in them are the SI versions. Some constant quantities involve units of time,
Hamiltonians for instance, and these are given an explicit SI subscript.

When the quantity s is substituted for t, so that the wave function is ψ(s, x, y, z), Equa-
tion 1 reduces to

2i∂sψ = 2Hψ = (−∇2 +K2)ψ. (2)

The quantity V in Equation 1 is an external potential, usually that of the atom trap. In Equa-
tion 2, K2 = 2mV/h̄2 is the square of the wave number of an atom with that much kinetic
energy. The conversion factor between V and K2 is the last place that the atomic mass m
occurs. This form makes it apparent that the natural units for Schrödinger's equation must
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give ∂s the same dimensions as ∇2, and hence they must identify time with area instead of
with length. The units of ψ have not changed, and wave functions that were normalised
in SI units remain normalised in the new dispersion units. This is another advantage of
retaining the dimension of length instead of time.

Next, consider eigenstates. Suppose that a wave function ϕ satisfies Equation 1, with
(

− h̄2

2m
∇2 + V

)

ϕ = Eϕ and ∂tϕ = −iE
h̄
ϕ.

The corresponding solution to Equation 2 satisfies the scaled relations

(−∇2 +K2)ϕ = k2ϕ and ∂sϕ = −ik
2

2
ϕ.

Here, k2 = 2mE/h̄2, with the same conversion that relates K2 to V . Note that wave
number relates to scaled frequency as χ = k2/2, retaining the factor of 2 from the de Broglie
dispersion relation.

4. Coherent States

It is instructive to apply the scaled units of Section 3 to a simple harmonic oscillator. The
results are used below to analyse harmonic atom traps. More importantly, bosonic fields
are identical to systems of harmonic oscillators [4]. The simplest description for the field
of a condensed gas of bosons is one of the coherent states, the set of kets that comprises
the ground state of a harmonic oscillator and the states that result from translating and
accelerating it away from the origin of phase space.

Atom optics is concerned with coherent atomic fields. These are a relatively new phe-
nomenon, but coherent states of light have been studied in great detail since the invention
of the laser [20]. The dynamics of light waves, and of condensed bosonic atoms, are equiv-
alent to a set of harmonic oscillators. When the state of the field is fully coherent, the
amplitudes of these oscillators are defined to the uncertainty limit. Such states are known
as coherent states.

Coherent states were discovered very early in the history of quantum mechanics [21].
The idea that measurements are essentially uncertain prompted the first quantum theorists
to consider physical states that cause measured values to be normally distributed, and to
look at Gaussian wave packets. These turn out to be the quantum states whose motion in
a quadratic potential best approximates simple harmonic oscillation. A quadratic potential
sets a natural width for wave packets, determined by equipartition of energy and the un-
certainty principle, and packets maintain this width as they oscillate. A wave packet with
this width is called a coherent state.

Coherent states were first considered as wave packets in first quantisation, but they
have been most useful in second quantisation, where they are states of atomic fields. The
invention of the laser in 1963 called for a quantum theory of intense radiation to describe
it. The first problem was the size of the quantum description of a laser beam, up to 1018
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photons distributed across thousands of electromagnetic modes. Such states are elements
of a Hilbert space with very high dimension, and it is not practical to record them, either by
hand or in computer memory. Further progress required an efficient way to approximate
them.

This was found by Glauber [22] and Sudarshan [23], who showed that any quantum
state can be expanded as a superposition of coherent states. Laser light is very coherent,
so these expansions often represent it efficiently, converging with a reasonable number of
states in the superposition. Moyal found an efficient way to calculate the dynamics of these
superpositions [24], and a family of phase space Monte-Carlo methods developed from his
idea. When very coherent matter became available in the lab, in the form of dilute gas
Bose-Einstein condensates, these methods were adapted to calculate its dynamics. They
have since been extended to other forms of condensed matter, solving many problems, but
they are limited by intractable convergence issues.

As well as representing a fully coherent field, coherent states are used in computer
simulations, through the method of phase space expansions. We will use these methods
extensively in this thesis. Phase space is a plane whose axes are a pair of canonical coor-
dinates. When the coordinates are those of a harmonic oscillator, it makes sense to think
of this as a complex plane. The complex numbers points are phasors, or complex ampli-
tudes. By convention, the real axis is the position coordinate, and the imaginary axis is the
momentum coordinate.

In conventional mechanical units, let the resonance frequency of an oscillator be ω0,
and the Hamiltonian be

HSI =
p2

2m
+

1

2
mω2

0x
2. (3)

In dispersion units, this scales to

2H = l−2
0

(

l20k
2 +

x2

l20

)

= 2l−2
0 (a†a+ 1

2 ),

where l0 = (h̄/mω0)
1

2 is the natural length scale of the oscillator, and the annihilation
operator is

a =
1√
2

(

x

l0
+
il0p

h̄

)

. (4)

The vacuum energy 1
2 h̄ω0 scales to a wave number l−2

0 . Figure 1 shows the atomic den-
sities of the ground state ψ0 and the first excited state ψ1, their energies, and the posi-
tion uncertainty of the ground state. The momentum uncertainty scales to a wave num-
ber ∆k = (

√
2 l0)−1, and the scaled uncertainty principle is the Fourier transform law

∆x∆k ≥ 1
2 .

The coherent state |α⟩, an eigenstate of the annihilation operator defined in Equation 4,
satisfies a|α⟩ = α|α⟩. The operator a is not hermitian, so α is a complex number. The unit
area defined by x and k coordinates differs by a factor of 2 from the unit area of the complex
plane: the relation is dx dk = 2d2α.
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x

K2

l0 =
√

h̄/mω0l0/
√

2 = ∆x

1/l2
0

ψ2

0
=
e−x2/l2

0

√

πl0

ψ2

1

Figure 1. Length x and energy K2 scales of a harmonic oscillator. Details in text.

The coherent state |0⟩ satisfies a|0⟩ = 0, so it is the ground state of the harmonic
oscillator. The other coherent states are displacements of this to nonzero amplitudes, and
their wave functions are Gaussian wave packets. Let α = (x0/l0 + il0k0)/

√
2. The wave

function for a coherent state is

⟨x|α⟩ =
1

π
1

4 l
1

2

0

exp

(

− (x− x0)2

l20
+ ik0x

)

. (5)

Coherent states are not orthogonal, but their brackets follow the law

⟨β|α⟩ = e−
1

2
|β|2− 1

2
|α|2+β∗α = e−

1

2
|β−α|2+i Imα∗β , (6)

whence
∣

∣⟨β|α⟩
∣

∣

2
= e−|β−α|2 . (7)

When the kets are considered as vectors in Hilbert space, the angle between them satisfies

cos θ =
|⟨β|α⟩|

∥|α⟩∥∥|β⟩∥ = e−
1

2
|β−α|2 ,

and comparing Taylor series gives

θ = |β − α| +O(|β − α|2).

The states are directions in Hilbert space, and, when the angles between these directions
are small, the phase space plane maps them without distortion.

In classical mechanics, phase space is the plane of canonical coordinate pairs (q, p).
This can equally well be considered as a complex plane, where canonical coordinates are
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represented by complex numbers α. The unit of area is an action, so the scale of classical
phase space is arbitrary.

Quantum phase space is also a complex plane, but its points are coherent states instead
of classical states of motion. This means that it has quite a different geometry. Locally,
it maps onto a plane in Hilbert space without distortion, and has the same geometry as
classical phase space, except that angles in Hilbert space do not correspond to angles in the
plane, but rather to distances, and solid angles correspond to areas. Quantum phase space
has a natural unit of area, derived from the uncertainty principle, and a circle with this area
gives a precise definition of local. Over distances large compared to the uncertainty scale,
the coherent states are very nearly orthogonal.

The projectors onto the coherent states satisfy a relation
∫

|α⟩⟨α| d2α = π. (8)

A set that satisfies a relation of this form is called a tight frame. If the right hand side
were 1, the coherent states would be an orthonormal basis of ket space. Frames are a
generalisation of orthonormal bases, which we will discuss further in Section 12. Any state
can be expanded over coherent states, in the form

|ψ⟩ = π−1

∫

|α⟩⟨α|ψ⟩ d2α. (9)

However, this expansion is not unique: a coherent state |β⟩ has the trivial expansion |β⟩ =

|α⟩, but the expansion given by Equations 6 and 9 is a Gaussian function of α.
This thesis will often mention the derivative of a coherent state with respect to its

coherent amplitude. To facilitate such discussion, we will define a function |o⟩ from the
complex numbers into ket space, where |o(α)⟩ = |α⟩. This is not an analytic function, in
the sense that there is no function |Do⟩ such that |o(α+ h)⟩ = |o(α)⟩+ |Do(α)⟩ · h+ o(h2).
However, the function of real variables (x, y) → |o(x + iy)⟩ is differentiable. Equivalently,
there are Wirtinger derivatives |Do⟩ and |D∗o⟩ such that |o(α+ h)⟩ = |o(α)⟩ + |Do(α)⟩h+

|D∗o(α)⟩h∗ + o(h2). These Wirtinger derivatives are often easier to manipulate.
The theory in this thesis will be done almost purely in terms of coherent states, but some

of the numerical experiments will expand these over harmonic oscillator number states for
simplicity of implementation. The expansion is based on the formulae for the displacement
operator

D(α) = eαa
†+α∗a = e−

1

2
|α|2eαa

†

eα
∗a = e

1

2
|α|2eα

∗aeαa
†

.

Applying the first equality to the vacuum state gives

|α⟩ = D(α)|0⟩ = e−
1

2
|α|2eαa

† |0⟩ = e−
1

2
|α|2

∑

n

αn√
n!
|n⟩. (10)

The state of a system that is not a harmonic oscillator can still be expanded over co-
herent states, using a suitable l0 to provide length and momentum scales. This can be an
efficient representation when the Hamiltonian is almost harmonic. Further properties of
the coherent states will be stated as required. Glauber summarised these in a classic paper
[22], which has been paraphrased in every quantum optics textbook written since.
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5. Cold bosons

This thesis is largely about techniques for numerical simulations; the physical system that
inspires those simulations is Bose-Einstein condensation in dilute gases [1]. The reader is
assumed to have heard of this, the pin-up phase of matter of the 1990s, and to have some
idea why it is important. This section reviews some of the properties that are important for
this thesis.

The condensates of interest for this thesis, that occur as a homogeneous and isolated
system, are an entirely artificial phase of matter. They comprise a thousand to a few million
atoms in a rarefied vacuum chamber at a temperature below a nanokelvin. These are held in
place and cooled by various ingenious schemes involving lasers, microwaves and magnetic
fields; as mentioned in Section 3, this thesis will take those mechanisms for granted, sup-
posing that they happen quickly compared to the motion of each atom, which is governed
by an effective adiabatic potential.

There is another type of quantum gas, the degenerate Fermi gas, in which the particles
are fermions instead of bosons. This thesis will not consider those directly. Some of the
simulation techniques are potentially applicable to them, but there are significant technical
difficulties in applying them [25].

The major difference that quantum mechanics makes to the properties of a gas is that
quantum particles are identical, while classical mechanics assumes that all particles can in
principle be distinguished [26]. The point at which the classical and quantum descriptions
diverge is their combinatorics. When a set of identical bosons is distributed among a set of
orbitals, the number of possible arrangements is less than it would be if the particles were
distinguishable, as illustrated in Figure 2. Also, and this is the critical point, the missing
arrangements are ones in which the bosons are spread over many orbitals. When the par-
ticles are fully spread out, each of them having its own orbital, there are N ! arrangements
of the distinguishable particles, and only one of the identical bosons.

The consequence of this is that bosons stick together in their ground orbital at much
higher temperatures than distinguishable particles do. When a set of bosons is in thermal
contact with a bath, the sharing of energy between the bosons and the bath is determined by
combinatorics. Giving extra energy to the bosons allows them to access more arrangements.
The temperature is defined by dU = τ ds—we will use the units where temperature is an
energy τ = kBT and entropy is the dimensionless logarithm of multiplicity—so temperature
is inversely related to the rate at which these extra arrangements become available. For a
given arrangement of particles, this rate is lower for bosons than it is for distinguishable
particles, therefore the bosons arrange themselves that way at a higher temperature.

Quantitatively, classical particles in contact with a bath follow a Boltzmann probability
distribution, where the probability of them being arranged with energy ϵ is proportional to

P (ϵ) = e−ϵ/τ ,

but identical bosons follow
P (ϵ) =

1

λ−1eϵ/τ − 1
,
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Figure 2. Multiplicity of condensed and non-condensed states.

the Bose-Einstein distribution, with λ = exp(µ/τ ) being the ratio of chemical potential to
temperature. In order for this probability to be positive, the chemical potential µ must be
less than the energy of the lowest orbital. We will consider an ideal gas, whose only energy
is kinetic, and whose ground orbital has zero energy. In this case, for condensation to occur
and P (0) to be large, the number λ must be very slightly less than one.

Now, following [27], consider a gas of free bosons, in a large box of volume L3. Wave
numbers are quantised with k = 2πn/L, where n is a vector of three integers. The relation
between index and energy is ϵ = 4π2n2/L2, and the number of orbitals of energy ϵ or less
is

N =
4π

3
n3 =

2

3

L3

(2π)2
ϵ3/2,

so the density of orbitals is
dN

dϵ
=

L3

4π2
ϵ

1

2 .

The density of the gas is

n =
1

L3

∫ ∞

0

P (ϵ) dN =
1

4π2

∫ ∞

0

ϵ
1

2

λ−1eϵ/τ − 1
dϵ. (11)

This actually counts the bosons in the excited orbitals, because the probability for the
ground orbital, with ϵ = 0, is multiplied by a zero density; when the particles are condensed,
and a macroscopic number of particles are in that orbital, the integral in Equation 11 does
not approximate the original sum over orbitals. However, the approximation is still valid
for the excited states.
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If we substitute x = ϵ/τ , and assume that λ is too close to 1 to affect the integral, the
result is

n =
1

4π2

∫ ∞

0

ϵ
1

2

eϵ/τ − 1
=
τ3/2

4π2

∫ ∞

0

x
1

2

ex − 1
dx. (12)

The integral evaluates to 1
2

√
πζ(3/2) where ζ is the Riemann zeta function. The key point

is that it is finite, and, at a given temperature, only a limited number of bosons are in the
excited states, no matter how nearly the chemical potential rises towards zero. This sets a
critical relationship between density and temperature,

n = 0.05864 × τ3/2.

Below this temperature, or above this density, a macroscopic fraction of the gas condenses
in the ground orbital. This is the familiar idea, stated in dispersion units, that the critical
atomic separation is around the de Broglie wavelength corresponding to the temperature.

To compare this to the case of distinguishable particles, consider a harmonic trap with
characteristic length l0. The degeneracy temperature at which distinguishable particles
will condense in the ground orbital is its energy l−2

0 . If there are N identical bosons
in the trap, their density is around Nl−3

0 , so the critical temperature for condensation is
around N2/3l−2

0 , which can be much higher than the degeneracy temperature.
Cooling through the critical temperature is a phase transition. At higher temperatures,

the bosons are a classical gas: they have different momenta, allowing them to be distin-
guished from each other. They are not distinguishable at lower temperatures: the gas in
the condensate is similar to a classical wave, and the fact that it is composed of atoms is
difficult to observe.

The number of atoms that are condensed in the ground orbital is an order parameter for
the phase transition. It tends to zero as the condensate heats and approaches the critical
temperature. By convention, this number is expressed as a function of position ψ,
proportional to the wave function for the ground orbital, and normalised so that ∫ |ψ|2 is the
number of atoms occupying it. If the condensate is disturbed, the atoms move collectively;
there is still a macroscopically occupied orbital, but this will be an excited state and can
vary with time. Its dynamics are discussed in Section 7.

A one-dimensional gas is different. The relation between ϵ and n2 is the same, but now
n is a single integer, whose value runs from −N/2 up to N/2. The number of particles with
energy at most ϵ is given by ϵ = π2N2/L2, so that dϵ = 2π2N/L2 dN = (2π/L)

√
ϵ dN , and

ρ(ϵ) = (L/2π)ϵ−
1

2 . The one dimensional equivalent of Equation 12 involves an integral
∫

x−
1

2

ex − 1
dx

that diverges, because the integrand is close to x−3/2 for small x. This means that, at any
nonzero temperature, the excited orbitals can hold as many bosons as are present, and there
is no phase transition.

At these low temperatures, gases are not ideal, and collisions between atoms can con-
tribute significantly to their mechanics. The one-dimensional gas has two very different
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limits at low temperature, depending on the size of this contribution. When collisions are
important, the positions of the bosons correlate strongly in order to reduce the repulsion
energy from their interactions: this is called the Tonks gas regime. The opposite limit,
where the repulsion energy is dominated by the energy required to confine an atom within
the atomic separation, is called a quasicondensate. In this limit, the wave functions of the
atoms overlap, and the gas resembles a classical wave. The gas becomes uniform at low
temperature, but the phase of the classical wave fluctuates on a scale [28]

λτ =
h̄2n

mkBT
= 2n/τ. (13)

Chapter 4 is largely concerned with the spatial coherence of these quasicondensates.

6. Quantum fields

A gas of cold bosons is a system of many particles. Their momenta are limited by the lack
of thermal energy, and their density is high enough that the area of phase space available
per particle is less than h̄, and the particles are physically indistinguishable. The simplest
formalism to describe such particles is second quantisation [4]. Instead of describing the
atoms as particles, this formalism describes the atomic field as a wave, in terms of a field
operator Ψ̂(x). This satisfies a commutation relation [Ψ̂(x), Ψ̂†(x′)] = δ(x − x′), ensuring
that the bosons occupying any orbital ϕ(x) can be counted by an observable of the form nϕ =

a†ϕaϕ, where aϕ =
∫

Ψ̂(x)ϕ(x) dx.
The Hamiltonian that is used to describe a cold Bose gas, where the atoms attract or

repel each other and are contained by a potential V (x), is almost always of the form [1]

HSI =

∫

− h̄2

2m
Ψ̂†∇2Ψ̂ + V Ψ̂†Ψ̂ +

2πh̄2a

m
Ψ̂2†Ψ̂2.

This Hamiltonian constrains the form of the atomic interactions. It describes atoms that
interact pairwise, so that the interaction energy for atoms with positions xi is a sum over
terms Va(xi − xj). This is often adequate to describe an isolated gas, but the interactions
that absorb atoms into the gas and scatter them out of it usually involve three atoms [1].
The range of the potential Va needs to be shorter than the typical separation of the atoms,
and the energy of the atoms needs to be small enough for their interaction to be described
by an s-wave scattering length a. This is almost always the case when a condensate is
formed in the laboratory. In dispersion units, the Hamiltonian becomes

2H =

∫

Ψ̂†(−∇2 +K2)Ψ̂ + 4πaΨ̂2†Ψ̂2. (14)

When a quantum field is computed, it can be represented in either first or second quan-
tisation. The field is described by a set of orbitals and a set of particles that occupy them;
the efficiency of the two representations is governed by the ratio of particles to orbitals,
which is roughly the same as the density of particles in phase space. A first quantised rep-
resentation needs to store a wave function for each particle, which can be efficient when
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the particles are spread out in phase space and the wave functions are distinct. A second
quantised one records the occupations of a basis of orbitals that spans the states accessible
to a particle. When the particles are clustered in phase space, this basis can have fewer
elements than there are particles; this representation is especially efficient when the basis
elements are represented by a few parameters instead of by sampled wave functions. A
high density in phase space indicates that the system is more similar to a classical wave
than a set of classical particles.

When a gas of bosons condenses, all of its particles occupy the same orbital. In this
case, second quantisation is a very efficient representation: all that needs to be recorded
is the order parameter that describes the occupied orbital. Computing the motion of the
gas is quite simple in this representation; Section 7 derives a partial differential equation
satisfied by the order parameter, called the Gross-Pitaevskii equation.

In second quantisation, the occupied orbital is equivalent to a harmonic oscillator
whose quantum number is the number of bosons in the condensate. The state of this os-
cillator should strictly be a number state. However, calculations are much simpler if we
pretend it is a coherent state. When we simulate quantum phenomena in the gas, atoms
will scatter to orbitals other than the condensed one, and it is often convenient to expand
the state over a fixed basis of orbitals, such as plane wave states, that does not include the
orbital occupied by the condensate. It is simple and efficient to expand a coherent state in
this way, because it remains a Hartree state under a unitary transformation of the orbitals,
and expands to a product of coherent states in the oscillators that describe the second quan-
tised orbitals. In contrast, a number state expands to a multinomial distribution of particles
among orbitals, which requires a lot of bookkeeping to represent on a computer.

Coherent states have another advantage. Section 15 will introduce the truncated
Wigner method that has been most successful at simulating wave-like quantum optical sys-
tems. This method starts by mapping the states of a quantum field to probability distribu-
tions over the phase space of the equivalent classical field, and proceeds to draw sample
states from such a distribution to initialise a Monte-Carlo method. Under this mapping, the
coherent states always map to probability distributions, but the number states do not: they
map to functions that take negative values on some parts of phase space, and therefore can
not be normalised to probability distributions. The coherent state combines these functions
in a way that produces a positive distribution function.

Treating the condensate orbital as a coherent state makes it a superposition of num-
ber states with a range of occupation numbers, as in Equation 10. This is not physically
correct. In principle, it is possible to prepare a condensate with an exactly known number
of particles. If this were done, the results of some measurements would differ from the
predictions for an atomic field in a multimode coherent state. For example, in a condensate
with exactly 104 atoms, the variance of the particle number is 0, while it would be 100 for
a coherent field. Some recent experiments at Harvard have demonstrated this [29].

In a coherent state, the number of particles in each orbital is not correlated with the
numbers in the other orbitals. Physically, these numbers are entangled: if atoms occupy one
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orbital, those atoms must be absent from the other orbitals. A coherent state predicts the
distribution of particle numbers at each point very closely, but does not accurately model
the correlations between many points, such as those that determine the variance in the total
number of atoms.

However, the number of particles is conserved. When the coherent state is expanded
over number states, each component propagates independently under time evolution. The
dynamics of the components are entirely realistic, because each of them has a fixed number
of atoms. Observables that are not sensitive to the total condensate size will have the
same expectation value for each component, and this will be the expectation value for
the coherent state. So for these observables—and, apart from a few experiments by
Greiner [30] and Haroche [31], they are the only ones that can be measured—coherent
states give the same predictions as number states.

7. Motion of the order parameter

Consider a condensed gas of bosons whose order parameter is a field ψ(x), and an orthonor-
mal basis of orbitals with wave functions ϕi(x). When the gas is represented in second
quantisation, eigenstates of occupation number are identified with the stationary states of
a simple harmonic oscillator, so that the occupation of each orbital is identified with the
quantum state of a single particle; this allows the gas to be identified with a collection of
distinguishable quantum particles labelled by the orbitals. As discussed in Section 6, the
state of the gas is approximately coherent, an approximation that is convenient to work
with and accurate enough to explain the types of experiments that are considered in this
thesis.

The state of the condensed gas is a product of coherent states of the orbital occupations,

|Ψ⟩ = |α1⟩ ⊗ |α2⟩ ⊗ · · · ,

where |αi⟩ is a coherent state that counts the occupation of the orbital ϕi. The amplitude αi
is the component of the order parameter in this orbital,

αi =

∫

ϕ∗iψ.

It can be shown [20] that this state is defined consistently for any choice of basis ϕi. How-
ever, the result is especially simple when the condensed orbital is a element of the basis,
say ψ(x) =

√
Nϕ1(x), where N is the number of particles in the condensate. In this case

α1 =
√
N , and all the other orbitals are in vacuum states, with αi = 0 for i > 1. On the

other hand, for localised orbitals, where ϕi is a wave packet centred on the point xi, the
amplitude αi will be close to the value ψ(xi) of the order parameter.

Now consider the trajectory of this coherent state under the Hamiltonian of Equa-
tion 14. The first term, ∫ Ψ̂†(−∇2 + K2)Ψ̂, will clearly preserve the coherent form:
the basis ϕi can be chosen as eigenstates of the operator −∇2 + K2, so that the second
quantised Hamiltonian is a set of independent harmonic oscillators, one for the occupation
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state of each orbital. When the states of the oscillators are initially coherent, the trajectory
generated by this simple harmonic Hamiltonian remains coherent. However, the term pro-
portional to (Ψ̂†)2Ψ̂2 becomes a quartic oscillator in second quantisation. The trajectory
that this generates is described in Section 14; a coherent state does not remain coherent.
The physical reason for this is that the kinetic and potential energies per particle are inde-
pendent of the occupation of an orbital, but the repulsion energy per particle increases as
more particles are absorbed into the gas.

When the gas is dilute, as is usually the case in laser trapping experiments, the repulsion
energy is small enough that the dephasing due to repulsion can be ignored. In this case, a
coherent state is a good approximation to the dynamics of the gas. Using the variational
method that is described in Section 39, it can be shown [32] that the coherent amplitude of
this state, which is the order parameter of the condensate, satisfies a differential equation

2i∂sψ =
(

−∇2 +K2 + 8πa|ψ|2
)

ψ. (15)

This is the Gross-Pitaevskii equation. It is also the equation of motion for a classical field ψ,
when the operator Ψ̂ in the Hamiltonian of Equation 14 is replaced by a classical field
amplitude ψ.

The procedure of assuming the state of a system is coherent, and applying the Dirac-
Frenkel principle to derive an equation of motion for the coherent amplitude, was first
used by Heller in 1976 [14]. Later, the method was extended to allow superpositions of
several coherent states. Heller's work involved chemical reactions and the dynamics of
small molecules with a few dozen degrees of freedom; Chapter 5 of this thesis will attempt
to apply his method to quantum fields with many degrees of freedom, and will demonstrate
why that is likely to work only in very special cases. Frenkel independently invented
several methods that are very similar to the truncated Wigner method used to compute
quantum dynamics, and we will mention him again in Section 15.

Although the order parameter is a classical field, the Gross-Pitaevskii Equation can still
describe phenomena, such as atoms tunnelling through a potential barrier, that are usually
considered to be quantum phenomena. In a first quantised picture, such tunnelling appears
to be entirely quantum. The first-quantised classical limit is Hamiltonian mechanics, where
each particle has a position and a momentum, and tunnelling is prohibited by conservation
of energy. On the other hand, in a second quantised classical limit, the state of the particles
is described by a collective wave function, whose classical field theory describes tunnelling
in exactly the same way as Schrödinger's Equation does. This is not just splitting hairs.
Photons are a type of particle that we are used to describing in second quantisation. No
one talks about photons tunnelling, even though when evanescent waves and frustrated
total internal reflection are considered from a first quantised point of view, that would be
the obvious way to describe them. These are not considered to be quantum phenomena.
The category of “classical” is an artefact of the way that theory developed historically, and
it reflects the sequence in which phenomena were discovered and understood as much as
it does any kind of internal consistency. Nature, of course, is consistently quantum.
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8. Geometry of the order parameter

Much of this thesis is concerned with Bose-Einstein condensates. At the simplest level of
approximation, a condensate comprises a large number of atoms that all have a common
wave function. This is the classical wave limit, where we can forget that matter is made of
atoms and treat the de Broglie wave as a classical field whose state is coherent. For now we
will study the classical dynamics of this field, which completely explain many condensate
phenomena. In Section 26 below, we will introduce Bogliubov modes, a more sophisticated
approximation to the quantum state of a condensate and its dynamics that is sometimes
more accurate.

The order parameter ψ(s, x, y, z) satisfies Equation 15, the Gross-Pitaevskii equation.
This would be a Schrödinger equation, except for the nonlinear term 8πa|ψ|2ψ which de-
scribes repulsion between the atoms in terms of the s-wave scattering length a. The length ξ
defined by ξ−1/2 = 8πa|ψ|2 is called the healing length: apart from a numerical factor, its
square is the ratio of the volume per particle to the scattering length. Equation 15 can be
written

2i∂sψ =
(

−∇2 +K2 + ξ−2
)

ψ.

but note that ξ differs across the cloud as the density of the gas does.
In the classical wave limit, the motion of the condensate is governed by Equation 15.

In this limit, there is no way to tell that the atoms are discrete particles, so the atomic
density |ψ|2 and the repulsion energy per atom that is described by a do not have in-
dependent physical consequences: the motion of the gas is determined by their product,
which determines the healing length. The other parameter, the external potential K2, de-
scribes the environment, while the healing length describes the intrinsic properties of the
gas. In the Thomas-Fermi limit, where the repulsion energy dominates the zero-point en-
ergy of the trap, the energy ξ−2 is close to the chemical potential of the gas referred to the
trap potential at that point of the condensate.

Equation 15 is satisfied by an untrapped gas in the form of a dark soliton ψ(x, y, z) =

ψ0 tanh(x/Ξ), where Ξ is the healing length far from the x-axis, satisfying Ξ−2 = 8πa|ψ0|2.
This is the geometric meaning of the healing length. The density of the soliton falls to zero at
the x-axis; this solution shows how the density of a condensate falls to zero at a hard edge.
It is difficult to imagine a configuration where the condensate changes more sharply than
it does at a hard edge, so the healing length usually sets the scale for the smallest features
in the order parameter, and therefore in the classical description of the condensate.

Many properties of the condensate change qualitatively at the scale ξ, because the
solition occurs on the scale where kinetic energy balances repulsion. On shorter scales, the
kinetic energy dominates and the mechanics resemble a free quantum particle; on longer
scales, repulsion dominates and the motion is similar to fluid dynamics. The dispersion
relation for sound waves in the condensate changes from quadratic de Broglie waves at
long wavelengths to linear sound waves at short wavelengths, as discussed in Section 26.

This thesis will consider atoms that are tightly confined along one or more directions,
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whose motion is governed by some lower dimensional forms of Equation 15. Suppose that
the atoms are confined near the plane z = 0, and that their order parameter separates as
ψ(s, x, y, z) = ψ(s, x, y)θ(z). This occurs when the potential confining the atoms along the
z-axis is too tight for them to occupy excited orbitals, and θ is the ground orbital of that
potential. In this case, the two-dimensional order parameter ψ(s, x, y) satisfies a differential
equation of the same form as Equation 15,

2i∂sψ =
(

−∇2
2 +K2 + 8πa(

∫

|θ|4)|ψ|2
)

ψ. (16)

The quantity ∫ |θ|4 is the density-weighted mean density of the ground orbital. Its
reciprocal is the length of a box in which an atom would be held with the same average
density as in the orbital, which is a reasonable way to define the length of the orbital. In the
special case that θ is the ground state of a harmonic oscillator with characteristic length l0,
this length is 1/

∫

|θ|4 =
√

2π l0 ≈ 2.5l0. For this tight harmonic potential, Equation 16
reduces to

2i∂sψ =

(

−∇2
2 +K2 +

√
32π

a

l0
|ψ|2

)

ψ (17).

The factor a/l0 is dimensionless, and the numerical factor is√32π = 10.027. In this confined
condition, we will refer to the quantity ξ−2 =

√
32π a

l0
|ψ|2 as the healing length. The three

dimensional healing length is not a physically meaningful quantity—the atoms are packed
so tightly along the xy-plane that there is no volume of condensate with that extent.

For general forms of θ, we can define an effective length l0 = (
√

2π
∫

|θ|4)−1, and
Equation 17 remains valid. However, the physical assumption that the wave function along
the z axis is fixed to θ is only valid when the atoms are tightly confined in one plane. When
the condensate is split into several components along the z-axis, those components may
have different states. In this case the ground orbital θ is degenerate.

Now suppose that the atoms are confined to a line around the x axis, withψ(s, x, y, z) =

ψ(s, x)θ(y, z). Equation 15 reduces to

2i∂sψ =
(

−∂2xx +K2 + 8πa(
∫

|θ|4)|ψ|2
)

ψ. (18)

In this case, ∫ |θ|4 is the reciprocal of the area of the orbital θ. When θ is the ground state of
a plane harmonic oscillator with length scale l0, this is ∫ |θ|4 = 1/(2πl20), and Equation 18
reduces to

2i∂sψ =

(

−∂2xx +K2 +
4a

l20
|ψ|2

)

ψ.

In the classical wave limit, the atomic density does not matter, except through its effect
on the healing length ξ. But in the regime of quantum optics that extends this classical
limit, the discreteness of atoms sets the scale of quantum noise. It is convenient to make
the dispersion unit a notional atomic separation 1/n. This makes ψ a quantity of order one,
and gives Equation 18 the dimensionless form

2i∂tψ = (−∂2xx +K2 + 2γ|ψ|2)ψ. (19)
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The number γ = 2a/l20n = 1/2n2ξ2 is called the Lieb-Liniger parameter. It is the squared
ratio of the atomic separation 1/n to the healing length ξ. This measures the extent to
which quantum mechanics is necessary to describe the condensate. Classical mechanics
is adequate when there are many atoms per healing length, because classical phenomena
involving the order parameter happen on the scale of the healing length and longer, while
shot noise becomes significant on the scale of the atomic separation and shorter.

9. Graphs of wave functions

This thesis will consider many functions on phase space. These are functions of a complex
variable whose real part is proportional to position, and imaginary part to momentum,
according to Equation 4. A simple example is f(α) = ⟨α|ψ⟩, where is |ψ⟩ is a fixed state. It
it notoriously difficult to draw graphs of complex functions, because the domain and range
have two dimensions each, which does not fit into the three dimensional space we live in.

The approach used here, following [33], is to plot the values f(α) on the complex plane
of the variable α. The brightness at each point is proportional to the modulus of f(α), and
the colour of the point indicates the phase of f(α) on the scale shown in Figure 3. Red–
brown represents positive real values, and blue–grey represents negative reals. The most
saturated green and purple colours represent purely imaginary values.

1-1

i

-i

Figure 3. The colour scale used to represent complex phase.

The images in Figure 4 show ⟨α|ψ⟩ as a function of the complex amplitude α, where the
state |ψ⟩ is respectively the vacuum state, a coherent state and a number state. The identical
size and shape of the blobs for the vacuum and coherent states reflects Equation 7. The
stripes on the coherent state are caused by the factor of exp(i Imα∗β) in Equation 6. Note
that Imα∗β can be interpreted geometrically as a cross product α × β, where α and β are
identified with vectors in the complex plane. Because of Equation 8, these phase space
functions can be interpreted as expansions |ψ⟩ =

∫

f(α)|α⟩ dα. Note that the coherent
states are overcomplete, so these expansions are not unique. For example, any phase space
function whose modulus has circular symmetry and whose phase is exp(in arg(α)) is an
expansion of the number state |n⟩.

The colors on these plots do not convey any extra information about the state |ψ⟩:
Bargmann showed that the mapping f(α) = e

1

2
|α|2⟨ψ|α⟩ is analytic [34], so the phase of
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Figure 4. Examples of phase space coefficients.

⟨ψ|α⟩ is determined by its modulus. Equivalently, |⟨ψ|α⟩|2 is the Q distribution, from which
we could in principle reconstruct |ψ⟩ and then the phase. (In practice, reconstructing |ψ⟩
from its Q distribution is difficult, for reasons discussed in Section 16.) But a large part of
this thesis discusses expansions of kets over coherent states; the phases usefully illustrate
the function that this expansion needs to discretise. It is clear from the above plot that an
expansion of the number state over coherent states would have to include enough of them
to sample the corrugated phase without aliasing. This would not be apparent from a Q
distribution for the number state, which is simply an annulus.

10. Condition and stability

All data are uncertain, and the quantities derived from them only represent reality approx-
imately, to a finite precision. This is the case when we calculate the quantities by hand; it
remains the case when we use a computer, and the more complicated methods that com-
puters allow us employ can magnify the uncertainties in the input data in ways that are not
obvious.

When a quantity is determined by experiment, there are usually several methods to
go about it. Each method starts by making a different set of measurements, whose results
determine the quantity in a specific way. Invariably, some of those methods will require
very precise measurements to determine the quantity to a certain precision, and others will
be more lenient. The different relations between each set of measurement results and the
derived quantity cause errors to propagate in different ways.

In numerical analysis, there is a name for this type of relation between the precision
of inputs and that of outputs: condition. Condition is a property of questions. The uncer-
tainties in the measurements set the precision with which the question is posed, and the
mathematical relation between the measurement results and the derived quantity deter-
mines the precision with which the answer is determined.

In simple data reductions, it is usually obvious how to calculate the desired quantity to
the precision with which it is determined by the data. But in more complicated numerical
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methods, measurements are not the only source of uncertainty. There are rounding errors
in intermediate values, and discretisation errors when continuous functions are sampled
on grids. These things can cause the calculated quantity to be uncertain even when the
measured data actually determine it precisely. So as well as asking how precisely the ques-
tion determines the answer, it is also necessary to consider whether the algorithm used to
calculate the answer achieves that precision.

This property of numerical methods is called stability. Condition is a property of ques-
tions, but stability is a property of the algorithms that calculate the answers. A stable algo-
rithm calculates the answer as precisely as the input data determine it. Usually, a numerical
algorithm decomposes the problem into a series of steps. In a stable algorithm, each step
is well-conditioned, and unstable algorithms result some of the steps being unnecessarily
badly conditioned.

Some examples might help illustrate this. The canonical example of a badly condi-
tioned problem is to calculate sin(x) for a value of x near 1010. A relative uncertainty in x
of 10−10×π causes a 100% uncertainty in its sine. This is by the nature of the sine function,
and remains the case no matter how its value is computed.

The canonical example of a well-conditioned question, where the obvious way to an-
swer it is unstable, is computing 1 − cos(x) for x = 10−10. This is very easy to do: the
answer is 5×10−21 to around 10 digits. However, the obvious way to do it with a computer
would be to determine the value of cos(x) numerically, and subtract this from 1. Unless the
computer stores numbers to 21 digits, the result will be a random number whose order of
magnitude is the precision of the computer.

When experiments are done on many-particle systems, phenomena such as interfer-
ence and superconductivity are reproducible, and changing the experimental conditions
slightly does not greatly change the phenomena that result. This suggests that the proper-
ties of these systems are well-conditioned functions of the experimental parameters. How-
ever, methods of simulating these phenomena on computers have tended to be very unsta-
ble. The challenge is to find stable ways of computing these results, or rather the values
predicted for them by quantum mechanics. Chapter 5 will consider this at length.

In numerical analysis, just like in experimental uncertainty analysis, we consider the
uncertainties to be small. This allows their propagation to be analysed by linear approxi-
mations. If a vector of results y is determined by a vector of data x as y = f(x), then we can
suppose that the uncertainties relate as ∆y = f ′(x)·∆x, although perhaps the expected val-
ues of the components of ∆x will add in quadrature. The steps in numerical algorithms are
generally linear problems, so much uncertainty analysis reduces to the condition of some
linear problem.

This is done with a matrix factorisation called the singular value decomposition. This
produces singular values and singular vectors, which are similar to eigenvalues and eigen-
vectors. However, the domain and range of f might be different spaces, so the Jacobian
matrix f ′ might not be rectangular. There are two different types of singular vectors, one
for the domain and one for the range.
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For a matrix A, the singular value decomposition is A = USV †, where U and V are
orthogonal square matrices, and S is a diagonal matrix. This exists and is unique for every
matrix [35]. The orthonormal basis defined by the columns of V is called the right singular
vectors of A, and the columns of U are the left singular vectors. When we write A:R→ T ,
where R is the domain and T is the range, the left singular vectors lie in T and the right
singular vectors in R. The diagonal elements of S are real, and they are called the singular
values.

Geometrically, the factor V † chooses a set of axes, the diagonal matrix S scales each
axis by its singular value, and the matrix U rotates the axes into the domain space. The
geometric meaning is that every linear transformation comprises choosing axes, scaling the
axes, and rotating the axes.

Rotating axes does not affect the condition of A, so it depends on the singular values
only. More precisely, it depends on their spread. Suppose one singular value is small, and
the input data lie parallel to the corresponding singular vector. If these data are affected
by an error that lies along a singular vector with a large singular value, then the relative
change in Ax will be large. Therefore the condition of a linear transformation is measured
by the ratio of its largest and smallest singular values, which is called its condition number.
A value of 1 is the best condition possible, where the relative error in the result is the same
as in the data. Larger values indicate worse condition, and the number diverges to infinity
as A approaches a singular matrix.

11. Stiffness in quantum dynamics

Quantum dynamics is continuous. The quantities of physical interest are the expecta-
tion values of observables, of the form ⟨A⟩ = ⟨ψ|A|ψ⟩, where A is a Hermitian operator;
the state of motion |ψ⟩ is a continuous function of time that satisfies the Schrödinger equa-
tion. The context for numerical quantum dynamics, and the extent to which it can possibly
succeed, are set by the condition of these problems. If the state |ψ⟩ is perturbed slightly, re-
placing it with a state |ψ⟩+ |δψ⟩, does this cause a small or a large change in the expectation
values, and in the trajectory that the system follows from |ψ⟩ as an initial state?

First consider the condition of the mapping that takes |ψ⟩ to ⟨A⟩, where A is a fixed
observable. For a small change in |ψ⟩ of a fixed size, the largest relative change in ⟨A⟩
occurs when |ψ⟩ is an eigenvector of A belonging to the smallest eigenvalue, and |δψ⟩ is an
eigenvector belonging to the largest eigenvalue. This mapping from states to expectation
values will be badly conditioned when the observable has some eigenvalues that are much
larger than its expectation value; that is something we have to live with.

In Chapter 3, we will look at phase space Monte-Carlo methods for simulating quantum
dynamics. These represent |ψ⟩ implicitly, as a set of samples that are directly related to
observable values. The virtue of these representations is that the expectation values are
guaranteed to be well conditioned functions of the amplitudes in the ensemble. However,
this is also a problem: when we want to add a perturbation |δψ⟩ whose expectation value
is very different from that of |ψ⟩, the only way to do it is to shift the sampled amplitudes a
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long way. The implications of this for stability are discussed in Section 39.
The dynamics themselves are perfectly conditioned as a function of the initial state.

The mapping |ψ0⟩ → |ψ(t)⟩ is linear and unitary, so its condition number is one. The
condition of |ψ(t)⟩ as a function of t is more complicated. The condition of e−iHt/h̄|ψ0⟩
depends on the eigenvalues of the Hamiltonian. In particular, it depends on their spread:
by adjusting the zero of potential energy, the eigenvalues can always be made to lie in an
interval around zero without changing the dynamics.

The coefficients of the energy eigenvectors can be visualised as samples of a complex
exponential e−iEit/h̄|ψ0⟩, which becomes more tightly twisted as time increases. If the
range of the eigenvalues is ω, and they are roughly evenly spread, then the state will twist
to become orthogonal to itself in a time around ω−1. Quantum states that include compo-
nents with a large range of energies have the same sort of conditioning problems that all
oscillating functions do at large times.

In order to solve quantum dynamics numerically, the continuous states and times must
be discretised to a finite set of numbers. The algorithms by which this is done have various
levels of stability. This is almost always done by a method of lines, meaning that the
state is represented by a set of parameters, and these parameters satisfy a system of ordinary
differential equations [3]. The parameters could be samples of a wave function, or more
general variational parameters.

Given that a method of lines is being used, the stability of the dynamics is determined
by two things: the condition of the ordinary differential equations for the parameters, and
the stability of the finite difference formula that calculates their solution. The condition
of the equations is determined by the way the quantum state is discretised. This does not
appear to have been studied very much, and Chapter 5 will discuss the condition of a certain
type of discretisation.

On the other hand, the stability of finite difference formulae for ordinary differential
equations has been studied very extensively; this is one of the canonical topics of numerical
analysis. It is fairly straightforward to derive finite difference formulae that converge to
the continuous solution in the limit of small steps. The problem is a phenomenon called
stiffness. Many of these formulae diverge at moderate steps, before they finally converge
to unnecessarily precise values at impractically small steps.

The standard form for a system of ordinary differential equations composes the vari-
ables into a vector-valued function z, so that the equations have the form

z′(t) = ζ(z(t)), (20)

where z′ is the derivative of z. The usual formulae for solving this have the form [36]
N
∑

i=0

aizj+i = h
N
∑

i=0

biżj+i. (21)

Time has been discretised at points tj with step h = tj+1−tj . The sequence of vectors zj sat-
isfies the discrete difference formula of Equation 21, and zj is intended to approximate z(tj).
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The sequence żj is defined by żj = ζ(zj). Unlike the function z′, this can be computed with-
out knowing the exact solution z. This formula determines the value zj+N in terms of zj
through zj+N−1, and the derivatives ζ(zi) evaluated at those points.

Consider the jth time step. The sequence zi can be transformed into a new sequence Zi
with the substitution zi = zj+(i−j)hżj+Zi−j . With this substitution, Equation 21 becomes

N
∑

i=0

aiZi = h
N
∑

i=0

biŻi, (22)

where Żi = żj+i − żj = ζ̄(Zi). The conditions ∑N
i=0 ai = 0 and ∑N

i=0 iai =
∑N
i=0 bi follow

from the need for zi to increase arithmetically when żi is constant, and the function ζ̄(Z) =

ζ(Z + zj) − żj satisfies ζ̄ ′(Z) = ζ ′(Z + zj). This substitution sets the step number to zero
and sets Z0 = Ż0 = 0, but preserves the form of Equation 21 and the Jacobian of ζ.

If we suppose that h is small enough that the differential approximation ζ(Zi) = ζ̄ ′(0) ·
Zi = ζ ′(zj) · Zi holds for Z0 through ZN , then Equation 22 becomes

N
∑

i=0

(ai − hbiζ
′(zj))Zi = 0. (23)

This can clearly be satisfied if theZi are multiples of an eigenvectorw of the Jacobian ζ ′(zj),
say with ζ ′(zj) · w = λw. Moreover, because the Zi are all generated by Equation 22, they
can grow steadily, with Zi = ciw, provided that c satisfies the polynomial

N
∑

i=0

(ai − hλbi)c
i = 0.

The above analysis applies at every time step, so the question of stability is now simple.
If |c| > 1, any component of w will grow exponentially in the sequence zi. When the zi are
computed with finite precision, it is almost inevitable that roundoff will introduce such a
component, and the series zi will diverge exponentially from the solution z(ti) if there is
any eigenvalue λ for which |c| > 1. The solution will be stable if |c| ≤ 1; if we want to
solve the differential equation, instead of generating a sequence of numbers that shrink to
zero, we are usually stuck on the boundary with |c| = 1. For a given formula, with fixed ai
and bi, one can draw a region of stability in the complex plane, such that the formula is
stable when the quantity hλ lies within the region and unstable otherwise. Inevitably, this
region is bounded, and large eigenvalues from directions where ζ(z) varies sharply with z
require a small time step h for the formula to be stable.

When Schrödinger's equation is solved by a method of lines, the resulting ordinary
differential equations tend to be stiff, because the Hamiltonian includes a kinetic energy.
The eigenvalues of kinetic energy are squared wave numbers. When the wave function is
sampled on a grid, the spacing of grid points determines the largest wave numbers that
can be represented by the samples, and therefore the largest eigenvalues of the discretised
kinetic energy. Schrödinger's equation is linear; when it is discretised on a grid and put in
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the form of Equation 20, the function ζ is a linear operator on the vector z, corresponding to
a discretised Hamiltonian. The Jacobian of a linear operator is the same operator. Therefore
the largest eigenvalues, which constrain the step at which the the formulae become stable,
are simply the largest energies of states whose wave functions can be represented on the
grid, and these increase as the grid spacing shrinks. This is a general problem, which causes
many PDE formulae to become unstable when the time step is disproportionately large
compared to the grid spacing.

This problem of stiffness due to large energies is not avoidable if we want to simulate
phenomena that occur at those energies. However, as we will discuss below, it is possible to
make the ordinary differential equations much stiffer than they need to be, and precautions
must be taken to avoid that.

On the other hand, if the high energies are not part of the simulated physics, and only
occur because of a fine grid spacing, the growth of parasitic modes can be prevented. The
stiffness of the GPE comes from rapid phase rotations. Formulae that look like ψn+1 =

ψn + hψ′
n fail to follow these, as is clear from an Argand diagram:

ψ(s)
ψ(s) + hEψ(s)

ψ(s+ h)

Figure 5. Eigenmodes with large frequencies become unstable when time is discretised.

One solution is also apparent. Instead of the approximation ψ(s+h) = ψ(s)+ihEψ(s),
we should try to approximate ψ(s + h) = eihEψ(s), in such a way that the energetic com-
ponents will rotate instead of growing. The operator E splits into two terms,

Ek = −∇2

2
Ex =

K2

2
+ 4πa|ψ|2.

The operator eiEx can be applied very simply to a function ψ(x), while eiEk can be applied
simply given the Fourier transform ψ(k).

12. Frames

When a continuous object is reduced to a finite set of parameters zi, a very common way to
do so is by taking components over a basis. The preceding section discussed taking samples
of a wave function on a grid of points. Later in this section, we will discuss the equivalence
between this and expanding the function over a basis of sinc functions. Later in the thesis,
we will need to consider more general expansions, over sets that are not quite bases but
perform the same numerical function. These sets are called frames.

A basis is a set of vectors that span a space, and that are linearly independent. The first
property ensures that every vector in the space can be expanded as the sum of its compo-
nents along the basis. This property is obviously useful when the components are used for
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calculations. The second property, linear independence, ensures that the components are
unique. This is very useful when bases are used for abstract purposes: for example, it al-
lows vectors to be counted without worrying that some of them might be counted multiple
times as different sets of components for the same vector. But it is less obviously important
for calculations. Provided we have some way to represent a vector on a computer, it rarely
matters that there are other ways that it could be represented.

In numerical work, we will often identify the elements of a basis {a1, . . . , an} with
column vectors, and compose them into an expansion matrix A = ( a1 . . . an ), so that
any vector x can be expanded in the form x = Ac where c is a column vector of coefficients.
Linear independence does ensure that this matrix is invertible. This guarantees that the
matrix has a positive and finite condition number, but says nothing about its size. The
components over a basis are unique in principle, but when the components of two vectors
that are important in a calculation differ by less than the round off error, the matrix is
effectively singular for calculation purposes.

The basis property can also be quite fussy; it excludes some methods of representation
that don't seem to cause any real problems. Consider a set of coherent states whose ampli-
tudes form a grid in phase space. This is an obvious set to expand kets over, and, provided
the grid is dense enough, these expansions are not problematic. However, it can be shown
that these kets form a basis only under a very specific condition—the grid density must be
such that there is one amplitude per area π of phase space, and one point on the grid must
be excluded [37]. Grids more sparse than this fail to span phase space, and denser grids
are not linearly independent.

For these reasons, numerical analysts have generalised the concept of a basis to that of
a frame. The elements of a frame span a space, but they need not be linearly independent:
instead, they are required to compose an expansion matrix whose condition number is
finite and nonzero. Mathematicians have traditionally stated this in a more obscure way,
that generalises neatly when the set of vectors is continuously infinite. This is described
below, after we give an example.

For frames with one element for each dimension of the vector space, whose expansion
matrices are square, a nonzero condition number ensures that the matrix is invertible; in
this case a frame is the same thing as a basis. When a basis is defined in terms of condition
number, it is possible to say that sets of vectors with small condition numbers are good
bases, whereas those with large condition numbers are almost linearly dependent. We will
refer to these as snug frames and loose frames. When the condition number is one, a basis is
orthonormal. The generalisation of this to rectangular expansion matrices is called a tight
frame.

To introduce the idea, consider a frame that spans R2, the simplest vector space possi-
ble, illustrated in Figure 6. The vector a1 has length a along the horizontal axis, while a2 is
a unit vector at an angle θ. There is a degenerate case where θ is an integer multiple of π
and both vectors are horizontal, and another where a shrinks to zero. Apart from these
cases, the frame is a basis for R2.
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a1

a

a2

θ

Figure 6. Example of frame bounds for a basis.

The expansion matrix for this frame is

A =

(

a sin θ
0 cos θ

)

.

It follows from a simple calculation that for a unit vector c,

d−
√

d2 − 4 sin2 θ

2a
≤ ∥Ac∥2 ≤ d+

√

d2 − 4 sin2 θ

2a
,

where d = (a + 1
a )/| sin θ|, and that these bounds are achieved. The condition number of

A is the ratio of the bounds on ∥Ac∥,

(condA)2 =
d2

2
+ d

√

d2

4
− 1 − 1. (24)

The limit of bad condition occurs when d is large, and in this case condA ≈ d.
There are two cases where the condition number of Equation 24 becomes large. In

these cases, the ratio between the norm of x = Ac and the norm of c can be large or small.
They are obvious from geometry.

The first case is where θ is small. The point θ = 0 is the degeneracy where a1 and a2
are parallel; the condition number becomes infinite in this limit because | sin θ| decreases
to 0. When θ is small but not zero, the vectors are a basis. However, some vectors are
almost orthogonal to both basis elements, and are expanded as the difference of two large
and nearly equal vectors. This is something that one always wants to avoid in numerical
work; in variational dynamics, the reasons to avoid it are stronger than usual, because it
will result in stiff differential equations for the variational parameters.

The other case occurs where a is small or large, so that a1 and a2 have very different
lengths, and either a or 1

a is large. Again, the poor condition of A is geometrically obvious.
When x is parallel to the large vector, |c| will be small compared to ∥x∥, and vice-versa
when x is parallel to the small vector. A combination of the two cases, where the vectors
are almost parallel and have very different lengths, results in d being the product of the two
factors, and a multiplicatively worse condition number.

Mathematicians traditionally define a frame in terms of frame bounds. These are pos-
itive numbers L and U such that

L∥x∥2 ≤
∑

|⟨x, ai⟩|2 ≤ U∥x∥2. (25)
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Note that the middle term is also |A†x|2. The condition number of A† is the reciprocal of
the condition number of A so, if the lower bound L and the upper bound U are achieved,
their ratio is the condition number of A. If the frame vectors ai are all multipled by a scalar,
then both bounds are multiplied by the same scalar, so only the ratio is really significant.
However, it can be useful to distinguish the problem where L becomes small, and the frame
is almost linearly dependent, from the problem where U becomes large, and the frame
barely spans the space.

The expansion matrices of frames can also be rectangular, when the frame has more
elements than the space has dimensions. This is most interesting in the case of infinite
dimensions, where for instance the frame might be a grid of coherent states with too great
a density to be a basis; this is discussed in the next section. Such frames can still be tight,
with a condition number of one. These tight frames share many of the useful properties of
an orthonormal basis.

An example of such a redundant frame is shown in Figure 7. The elements are three
unit vectors at angles 0, π − θ and π + θ, with 0 ≤ θ ≤ π

2 . These three vectors lie in a
two dimensional space, and they are not linearly independent. With this frame, the ex-
panded vectors in the plane have two elements, and the coefficient vectors have three, so
the expansion operator A is a 2 × 3 rectangular matrix

A = ( a1 a2 a3 ) =

(

1 − cos θ − cos θ
0 sin θ − sin θ

)

.

This expansion operator is not invertible, because it is a mapping between two spaces of
different dimensions. It is onto except in the degenerate case θ = 0, but it is never one-to-
one.

a1

a2

a3

θ

Figure 7. Example of a redundant frame.

The singular value decomposition of A is

A = USV † = (u1 u2 )

(

σ1 0 0
0 σ2 0

)

( v1 v2 v3 )
†
.

Although A is not invertible, it still has a finite condition number condA = σ1

σ2

, except in the
degenerate case. In this form, the lack of one-to-one is explicit. We can write the product
SV † as the sum of two block products,

A = U

(

σ1 0
0 σ2

)

( v1 v2 )
†

+ U ( 0 0 ) v†3.
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The first term multiplies the components of v1 and v2 by an invertible matrix, but the second
term multiples v3 by the bottom row of S, which is zero. This suggests a way to define an
operator called the pseudoinverse of A,

A+ = ( v1 v2 )

( 1
σ1

0

0 1
σ2

)

U† = V





1
σ1

0

0 1
σ2

0 0



U†.

This inverts A in the sense that A+A = 1. If y = Ax, then x = A+y + cv3, where cv3 is a
vector of coefficients along the direction that A annihilates. The right singular vectors vi
are an orthonormal basis, so the preimage x has the least norm when c = 0, and x = A+y.
The matrix AA+ projects coefficient vectors onto these least norm expansions.

The coefficients of an expansion over a frame are not necessarily unique: adding a
component of v3 to an expansion does not change the expanded vector. However, the
expansion A+v is unique in that it is orthogonal to the null space of A, and therefore it has
a smaller norm than any other expansion.

The right singular vector v3, corresponding to the zero singular value, lies in the direc-
tion (cosθ, 12 ,

1
2 ). From symmetry, we can guess that the left singular vectors are the axes

of R2. Let e1 be a horizontal unit vector, and e2 a vertical one. The left singular vector v2
that maps to e2 is in the direction (0, 1,−1), and has singular value σ2 =

√
2 sin θ. The third

singular vector v1 maps to e1, so it is in the direction (1,−c,−c) for some value of c. Given
that it must be orthogonal to v3, the direction is (1,− cos θ,− cos θ), and the singular value
is σ1 =

√
1 + 2 cos2 θ. These two singular values are the frame bounds.

For θ = π
3 , the directions of the frame vectors are evenly spread. At this point, the

singular values are equal, the condition number is 1, and the frame is tight. In the degen-
erate case θ = 0, the singular value σy drops to zero, and these vectors cease to be a frame.
For θ < π

3 , all three vectors are nearly horizontal. In this case, σ1 > σ2, and the condition
number is σ1/σ2 =

√

3
2 sin2 θ

− 1. For π
3 < θ ≤ π

2 , σ2 > σ1 and the condition number is the
reciprocal of that.

For θ = π
2 , two of the vectors are degenerate, but the condition number is only √

2.
This expansion matrix is not particularly badly conditioned.

13. Fourier series as frames

The frames in the last section had a finite number of elements; this allowed us to draw them
as vectors on a page. However, it is also possible to have frames with continuously infinite
numbers of elements. When the goal is to represent continuous mathematical objects, such
as functions or kets, it is often useful to consider such frames. In the discrete case, a linear
combination is a sum b =

∑

aici, but continuous objects are more usually composed from
infinitesimal linear combinations of the form b =

∫

a(k)c(k) dk.
In the numerical case, the number of frame kets is always finite; unless |A⟩ is singular,

the frame bounds always exist, with A and B on the order of the largest and smallest singu-
lar values of |A⟩. The mathematical definition of a frame needs to be loosened somewhat
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for numerical purposes. A bound of the order 1015 might as well be infinite, and one of
the order 10−15 might as well be zero. Also, a finite set of states can not be a frame for
the whole of Hilbert space, so we need to think about what space |ψ⟩ can lie in. There is
a question about how accurately and stably elements just outside the space spanned by a
frame can be approximated by expansions over that frame, and this question still appears
to be open.

The most familiar continuous frame is the Fourier transform, where the vector is a func-
tion b(x), and the frame elements are complex exponential functions a(k) = eikx. Frames
were first introduced in the context of nonharmonic Fourier series [38], expansions over
complex exponentials whose frequencies are not comeasurate; the discussion in this thesis
is limited to ordinary Fourier series. We will approach these from the viewpoint of functions
of a limited bandwidth W . These can be specified by their values on a dense enough grid,
and a function can be recovered by interpolating these samples with sinc wave packets.

There are many ways to normalise the Fourier transform and its inverse. We will use
the one where

f(x) =
1√
2π

∫

F (k)eikx dk and F (k) =
1√
2π

∫

f(x)e−ikx dx. (26)

This has the advantage that
∫

F ∗(k)G(k) dk =

∫

f∗(x)g(x) dx,

so that the Fourier transform is unitary under the L2 inner product.
According to Equation 5, the wave functions of coherent states are Gaussian wave

packets. Graphs of these look similar to graphs of sinc wave packets, so we might guess
that expanding a ket over coherent states is similar in some ways to the more familiar
process of interpolating samples with sinc wave packets. When we discuss expansions over
coherent states, in Section 40, this will indeed turn out to be the case.

Numerical frames are discrete because computer storage is finite. However, con-
sider a continuous frame with elements a(k), where k varies over the real numbers. A
discrete frame with many elements a(kn), whose adjacent elements are nearly parallel
vectors, will have linear combinations b =

∑

a(kn)cn that approximate linear combina-
tions b =

∫

a(k)c(k) dk in the continuous frame. In this case, many properties of the discrete
frame are determined by properties of the continuous frame, and the continuous frame can
be much easier to analyse.

Suppose that a function f has bandwidth W . This means that its Fourier transform F

fits into the interval C = [−W,W ] on the reciprocal axis. The function F can be expanded
as a Fourier series

F (k) =
χC(k)√

2W

∑

n

Fne
nπik/W , (27)

where the hat function χC takes the value 1 on C and 0 elsewhere. The Fourier series is
periodic, and this selects one copy of F instead of repeating it along the reciprocal axis.
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The function χC/
√

2W is the Fourier transform of a sinc wave packet

a(x) =

√

W

π

sinWx

Wx
=

√

W

π
sinc(Wx).

Modulating χC in reciprocal space with eπik/W has the effect of translating a by −nπ/W .
Therefore, Equation 27 is the Fourier transform of an expansion of f over a grid of sinc
wave packets,

f(x) =
∑

n

Fna
(

x+
nπ

W

)

.

The series terms (2W )−
1

2χC(k)eπik/W are orthonormal, and the Fourier transform is uni-
tary, so the wave packets a (x+ nπ

W

) form an orthonormal basis for the space of functions
of bandwidth W . The grid density W/π is called the Nyquist density. When the bandwidth
is expressed as a circular frequency ν = W/2π, this becomes the familiar result that the
Nyquist density is twice the bandwidth.

The coefficient of enπik/W in the Fourier series 27 is

Fn =
1√
2W

∫ W

−W

F (k)enπik/W dk.

The Fourier transform F is zero outside the bounds of the integral, so we can extend them
to give

Fn =
1√
2W

∫ ∞

−∞

F (k)enπik/W dk = f(−nπ
W

).

But the value Fn is also the coefficient of the sinc wave packet centred at −nπ
W . In other

words, the coefficients of the wave packets are samples of f .
We will now consider grids with different spacings, and wave packets of different

widths; not all of these sets of functions span the space. Suppose that grid has a den-
sity K/π other than the Nyquist density, and the wave packets are an = sinc

(

x+ nπ
K

). This
density is the period of the Fourier series in reciprocal space, so in order to expand f over
these wave packets, it would be necessary to expand F on the interval [−W,W ] using a
Fourier series with period 2K,

F (k) =
χC(k)√

2W

∑

n

Fne
nπik/K . (28)

This series can only reproduce F when K ≥ W . The copy of F displaced by K along the
reciprocal axis has support at wave numbers above K − W , and this overlaps the origi-
nal F when K < W . As is well known, an attempt to reproduce f by interpolating on an
undersampled grid produces an aliased function instead of f .

When the grid is oversampled, with K > W , sampling and interpolation still work.
The interval [−W,W ] on which F is nonzero fits inside the period [−K,K], as shown in
Figure 8. The terms χCenπik/K are no longer orthogonal, but but all the other arguments
made at the Nyquist density are still valid, and the oversampled wave packets span the
space of functions of bandwidth W . However, these wave packets are linearly dependent.
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Figure 8. Oversampled sinc wave packets in reciprocal space.

A Fourier series ∑n Fne
nπik/K , whose coefficients Fn are not all zero, can be zero on the

interval [−W,W ] but nonzero on the interval [W,K]. When such a series occurs in Equa-
tion 28, the right hand side is the Fourier transform of a linear combination of sinc wave
packets with nonzero coefficients Fn, but this linear combination sums to the zero function.

This set of oversampled sinc functions forms a frame for the space of functions of
bandwidth W . This can be useful. A sinc wave packet decays slowly away from the origin,
proportional to 1/|x|. This is necessarily the case in order for its Fourier transform to cut
off sharply at the wave number K, but it causes a function interpolated using these wave
packets to depend on samples at distant points. When K > W , we can add to the sinc
wave packet a function g whose Fourier transform G decays smoothly from G(W ) = 1

to G(K) = 0 on the interval [W,K] and is zero elsewhere, with the result that the wave
packets a+g decay faster than 1/|x|. The Fourier transform F is zero on the interval [W,K],
so it remains the case that

F (k) = (χC(k) + g(k))
∑

n

Fne
nπik/K , ,

and the function f is still reproduced when its samples are interpolated by the narrower
wave packets a + g. The slow decay of sinc wave packets is a consequence of pushing the
sampling density right to its limit; results of this type, where the frame elements become
singular in some limit where the set ceases to be a frame, are common when continuous
frames are discretised.

Now, as well as changing the grid density, consider changing the width of the sinc
functions, so that a =

√

J
π sinc(Jx). We will call J the interpolation density. Interpolating

with these wave packets constructs a function whose Fourier transform is

F (k) = χ[−J,J]

∑

n

Fne
nπik/K .

This reproduces f provided thatW < J < 2K−W . Aliasing occurs when the interpolation
density is larger than this limit, and frequencies are truncated when it is less than the
bandwidth, as in Figure 9.

The sinc wave packets are orthonormal when their width is matched to the grid spac-
ing, with J = K. They are a basis for functions of bandwidth W when J = K = W .
Narrow packets, with J > W , have bandwidth J and lie outside the space of functions with
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Figure 9. The effect of the frequency of the wave packets.

bandwidth W . Their projections onto that space are the wave packets with J = W . Broad
wave packets, with J < W , do not span the space.
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Chapter 3 Phase space Monte-Carlo methods

Chapter 4 will use the truncated Wigner method to calculate the dynamics of some highly
elongated atom traps. This chapter will derive and justify the method. Section 15 intro-
duces an isomorphism between Hilbert space operators and phase space distributions, func-
tions taking classical states to real numbers; provided that a density operator corresponds
to a positive function, it can be identified with a probability distribution over phase space
from which states can be drawn. That section will also describe how the expectation values
of quantum observables can be calculated as the average of the values that its correspond-
ing function takes at these sample states. Section 19 will justify why the quantum motion
of the density operator can identified with the classical motion of the sampled points in
phase space, and examine the assumptions on which that identification relies.

This chapter will also describe ways to generalise the truncated Wiger method, intro-
ducing a family of related phase-space methods due to Cahill and Glauber [39, 40]. These
variants trade off the range of states that correspond to positive functions against the con-
vergence and accuracy of the sampled dynamics. They are introduced in Sections 16 and 18,
then Section 19 discusses the Monte Carlo dynamics of the whole family.

Almost all of the results described in this chapter are derived in the papers cited. A few
minor observations are not stated explicitly in any of those papers, but are obvious enough
that they have very likely been published somewhere by now.

These phase space methods are one of only a handful of ways that the dynamics of a
quantum field can be computed. For reasons that were elaborated in Section 2, it is not
practical to represent the quantum state of an arbitrary field; any such method needs to
propagate through time an incomplete specification of the field state, and to derive from it
the expectation values of the interesting observables.

The other common method uses a perturbation theory for Green's functions [41, 4]. It
either assumes that the system is a small perturbation of one whose dynamics are known
exactly, or uses other approximations to sum the higher order terms in the perturbation
series. Instead of this perturbative approximation, the phase space methods rely on a fair
sampling approximation. It would require a very large ensemble of classical states to re-
construct the density operator, but hopefully the averages will converge to the interesting
expectation values with a smaller ensemble that is practical to generate numerically. In
both methods, the assumptions about convergence are questionable; but some assumption
must be made, because the amount of information required to represent the state of many
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quantum particles increases as the exponential of the number of orbitals they occupy.
All of these methods are based on correspondences between quantum states and dis-

tributions. When the state is represented by a density operator, these correspondences are
linear mappings. Therefore, linear operations on the density operator are equivalent to lin-
ear operations on the corresponding distribution. In order for the state to obey the laws of
motion, the distribution must satisfy a certain partial differential equation, which ensures
that the density operator satisfies the quantum Liouville equation.

When phase space methods are applied to a quantum field, the calculations are nearly
always done numerically. The field is discretised by expanding it over a set of modes; when
the field is a cold gas, these are atomic orbitals. The dimension of the phase space is the
number of orbitals, and the only practical way to discretise the distribution functions is to
draw a random ensemble of points in the phase space. There is a special case where the
distribution function is a probability distribution over phase space, and it satisfies a differ-
ential equation with a Fokker-Planck form. In this case, there is a way to derive a system
of ordinary or stochastic differential equations such that initial conditions sampled from
the distribution function will produce trajectories that continue to be distributed according
to the distribution functions at later times. This allows the dynamics to be computed by a
Monte-Carlo method [42].

Section 11 discussed how partial differential equations can be discretised by a method
of lines, where a fixed grid of points is chosen in space, and the values of the function at
these points are computed. The Monte-Carlo methods work in the opposite way. They do
not store any values of the function explicitly, but encode them in the density of the sample
points. Instead of fixing the points on a grid and computing the values by solving a system
of differential equations, the trajectories of the points satisfy a set of differential equations
while the values are stored only implicitly. This is a huge advantage in high dimensional
spaces, because the number of points in a grid grows exponentially with the dimension; the
ket space for a quantum field has dimension proportional to the resolution with which the
field is represented, so a Monte-Carlo method is the only practical approach.

In all of these methods, the trajectory of each sample point is independent of the others,
and satisfies its own differential equation. When the truncated Wigner method is applied
to a closed system, this equation is the law of motion for a classical system whose Hamilto-
nian is the Wigner transform of the quantum Hamiltonian [24]. In the other methods from
the family, it is not, and in general it is a stochastic law of motion. This independence al-
lows efficient simulations with large ensembles, because the trajectories can be computed
concurrently. Averaging moments over ensembles is an associative operation; so phase-
space simulations are embarassingly parallel, and it is practical to run them on very large
scales.

14. Quartic oscillator

We will use the quartic oscillator as a test system for the simulation methods. This is sim-
ilar to the harmonic oscillator, in that the Hamiltonian commutes with the number oper-
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ator a†a. However, instead of the quadratic Hamiltonian H = a†a, there is a quartic one
H = a2†a2 = n(n − 1). It is difficult to picture this in first quantisation, in terms of forces
and potentials acting on a particle; the momentum does not just enter into the Hamiltonian
as p2/2m, but there are terms proportional to p4. On the other hand, this is a very simple
and common Hamiltonian for particles in second quantisation, where it represents particles
that are confined to one orbital and that repel each other.

This is a good test system for a couple of reasons. Firstly, the quantum and classical
dynamics are very different. The classical motion is very much like a harmonic oscillator,
except that the frequency of the oscillations increases with their amplitude. The Hamil-
tonian is nonlinear, but the dynamics can not be chaotic because the phase space is only
two dimensional. The trajectories of the system still describe circles in phase space, but the
period to go around the circle changes with its size.

The quantum dynamics are shown in Figure 10. The system begins in a coherent state,
the closest quantum analog to a classical oscillator. In a harmonic oscillator, this state
would simply rotate in a circle, and retain its uncertainty-limited shape. As can be seen,
the quantum quartic oscillator spreads out in phase space, and its state has support over
the whole annulus of states with the appropriate energy. Because the Hamiltonian is a
polynomial in n, its eigenvalues are integers, and the dynamics are periodic.

As can be seen, the state becomes a cat state with two or three superposed amplitudes
at times that evenly divide the period. This is illustrated in Figure 11, where a measure
of the area that the state occupies in phase space is plotted over a cycle. The area measure
used is A =

∫

|⟨α|ψ⟩|2 d2α/
∫

|⟨α|ψ⟩|4 d2α. Except for the normalisation ∫ |⟨α|ψ⟩|2 d2α = π,
this is the same area that was used for the cross sectional of a cloud of trapped atoms in
Section 8. These recurrences do not occur classically; their period is an entirely quantum
quantity, which is determined by the energy of the ground state.

It is interesting to observe the spiral of zeros that occurs at times when the state is
most spread out in phase space, and is furthest from a cat state. There is a set of coherent
amplitudes βi for which |βi⟩ does not overlap the evolved state. When a field of repulsive
particles begins in a coherent state, then at later times there are certain amplitudes that it
can not have.

Because the quantum and classical dynamics are so different, it is clear that the trun-
cated Wigner method will not work. It might perform reasonably at small times, when the
amplitudes are spreading out [43]. However, the classical trajectories do not sample the
Wigner distribution once the amplitudes have completed a full cycle. The Wigner distribu-
tion of this system becomes negative at the times when the state becomes a cat state, and
it ceases to be a probability distribution at these times.

Given the dynamics of this system, it is reasonable to expand it over coherent states,
because it occupies a compact area of phase space. The variational amplitudes do not
actually have to vary: the state quickly spreads out to cover the whole circle in phase space,
so we might as well choose a grid of amplitudes to cover this circle, and vary the coefficients
by Dirac-Frenkel or a similar method. In fact, once we have found a stable variational
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Figure 10. Phase space components of a coherent state evolving in a quartic potential.

method with coherent states, we might expect the variational amplitudes to spread out as
the state does, and then remain fixed as it evolves. The number of coherent states required
to cover this area is similar to the number of number states required to expand the oscillator
state, and it is much simpler to compute the dynamics in the orthonormal basis of number
states.
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Figure 11. Area in phase space on which the components are large.

Number states are the easiest way to compute the dynamics of this system in practice,
and this is very useful for comparison with the variational results. Despite variation of the
amplitudes being fairly pointless when simulating a quartic oscillator, it still makes a good
system to test the method. If we start out with amplitudes reasonably close the the initial
coherent amplitude, then they need to spread out as the state does, and this is a good system
to test whether they do so in a stable fashion.

15. Truncated Wigner dynamics

Sections 7 and 8 described the atomic field exclusively in terms of its order parameter, ex-
cept for a handful of places where shot noise was mentioned. This description in terms of
classical waves ignores the fact that atoms are particles. As discussed in Section 5, it accu-
rately describes a condensate of many bosons whose wave functions are coherent. Chapter 4
will consider atoms in a one-dimensional trap. The atomic field in these traps is nearly co-
herent, and experiments that have been performed with split traps measure the extent to
which the phase of the order parameter is poorly defined. This is the realm of quantum op-
tics, where the atomic nature of matter reasserts itself by causing small fluctuations around
the classical dynamics of the order parameter.

Investigating these quantum phenomena requires the computation of the dynamics of
a quantum field. This is very hard to do in general. Fortunately, quantum optics is a special
case. The fact that the fields are nearly coherent can be exploited to generate an ensemble
of classical fields whose motion closely approximates that of the quantum field. There are
several ways to do that; we will use the truncated Wigner method, because the ensembles
that it generates tend to be small enough to compute with, allowing quantitative predictions
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to be made.
To define an ensemble of classical states, consider a function f taking phase space to the

real numbers; we will treat it as a probability distribution from which the ensemble is drawn.
The Wigner correspondence takes such a function to an operator Wf in Hilbert space—the
exact mapping is defined below [44]—and the function f is called the Wigner distribution
corresponding to the operator Wf . The correspondence is an isomorphism between the L2

inner product of functions and the Hilbert-Schmidt inner product of operators; a pair of
functions f and g satisfies the identity

Tr[(Wf)†Wg] =

∫

f∗(α)g(α) d2α. (29)

Wigner distributions exist for a large class of operators [39], and for physical purposes
we can consider W to be invertible. Occasionally, when α is a random variable and the
function f is its probability density, we will abuse the notation and write Wα where we
strictly mean Wf .

The fact that the mapping W is an isomorphism has a particularly useful consequence.
Given a density operator ρ and an observable A, it follows that

⟨A⟩ = Tr[Aρ] =

∫

(W−1A)(W−1ρ). (30)

This allows expectation values in the state ρ to be calculated as moments of its Wigner
distribution.

There are several equivalent ways to construct the Wigner correspondence. It is defined
in terms of power series here; the other ways are described in Section 16, and it will be
shown at that point that the correspondence is an isomorphism. We will first introduce the
correspondence for the operator ea+a† , where it takes the simplest form, then generalise it to
other operators. This operator expands to a Taylor series of terms in which the operators a
and a† are raised to various powers and ordered in various ways. Collecting terms that
comprise the same factors of a and of a† arranged in different orders, the series becomes

ea+a
†

=
1

0!
+
a

1!
+
a†

1!
+
a2

2!
+
a2†

2!
+
a†a+ aa†

2!
+ · · · +

a†a2 + aa†a+ a2a†

3!
+ · · · (31)

Each term is the sum of every distinct ordering of a fixed set of factors a and a†; any se-
ries with these terms, but possibly different coefficients, is called a symmetrically ordered
expansion. The function W−1ea+a

† is constructed from this series by replacing the annihi-
lation operator a with a complex variable α, to give

(W−1ea+a
†

)(α) =
1

0!
+
α

1!
+
α∗

1!
+
α2

2!
+

(α∗)2

2!
+

2|α|2
2!

+ · · · +
3α∗α2

3!
+ · · · = e2Reα.

In general, the Wigner distribution for any operator is constructed by expanding it in a
symmetrically ordered power series, then substituting a complex variable for the annihi-
lation operator and its conjugate for the creation operator. Most operators that occur in
calculations can be expanded this way [39].
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As a matter of notation, we will define an operation s that puts a product of creation
and annihilation operators into symmetric order. For example, s(a2) = a2, s(a†a) = 1

2 (aa†+

a†a), and s(a2a†) = 1
3 (a2a† + aa†a+ a†a2). The denominator is the number of terms in the

symmetric expression. This has the property that s(an(a†)m · · ·) = W (αn(α∗)m · · ·), where
the monomial on the right hand side is obtained by substituting α for a in the product that
is symmetrised on the left hand side.

Going the reverse way, the operator Wf is constructed by expanding the function f

as a Taylor series, then replacing the term in αm(α∗)n by the corresponding term from
Equation 31, keeping the same coefficient. This can be extended to systems with several
degrees of freedom, in which case the distribution is a function of several complex variables.
A set of values for these variables is a point in the multidimensional phase space of the
system. When the system is an atomic field, there will be one degree of freedom for each
atomic orbital; in simulations, the atoms are restricted to a finite set of orbitals.

It can be shown [40] that the Wigner distribution for a coherent state is

(W−1|β⟩⟨β|)(α) = 2e−2|α−β|2 .

The distribution for the vacuum state is

(W−1|0⟩⟨0|)(α) = 2e−2|α|2 . (32)

When this is treated as a probability distribution for the complex number α, the stochastic
average amplitude is |α|2 = 1

2 . This is commonly described as “adding half a virtual atom”,
to account for the vacuum energy in the ground state. As an example, the Wigner distribu-
tions for the quartic oscillator states of Figure 10 are shown in Figure 12. The oscillations in
the Wigner distribution cause the moments that correspond to the position and momentum
observables to display the interference fringes from the superposed coherent amplitudes in
the state.

Truncated Wigner is a Monte-Carlo method based on this mapping, that simulates
quantum dynamics [45, 46, 47]. The Wigner distribution W−1ρ0 for the initial state ρ0
serves as a probability distribution, from which an ensemble of classical states α1, . . ., αn
is drawn at random. This ensemble captures the statistics of quantum observables in the
initial state. According to Equation 30,

⟨A⟩ =

∫

(W−1A)(W−1ρ0) ≈ 1

n

n
∑

i=1

(W−1A)(αi),

and the approximation converges as the average is taken over a larger ensemble.
In order to simulate dynamics, each classical state αi is treated as an initial value for the

classical equations of motion, which are solved to give a trajectory of the classical field; the
resulting ensemble of trajectories generates an ensemble of states αi(t) at any later time t,
and this is treated as if it had been drawn from the distribution W−1ρ(t) corresponding
to the the state of the quantum field at that time. In particular, it is assumed that
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Figure 12. Wigner distibution for a coherent state evolving in a quartic potential.

averages over the ensemble αi(t) approximate the expectation values of the corresponding
symmetrically ordered observables at time t.

In this way, the quantum system is approximated by an ensemble of states of the equiv-
alent classical system, distributed in a way that satisfies the uncertainty principle. This pic-
ture is easy to reason about, and it is usually easy to tell whether the ensemble will remain
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compact and the averages will converge. If the classical dynamics are linear, the ensemble
will not spread out too much, and averages that are converged in the initial ensemble will
remain converged as the simulation progresses. The exception would be classically chaotic
systems, which could cause the initial bunch of amplitdues to generate a wildly diverging
set of trajectories.

The reader is bound to have some doubts about the possibility of carrying out such a
procedure, and about how well its predictions approximate those of quantum mechanics.
These doubts are justified. Many density operators, including those plotted above for the
quartic oscillator, have Wigner distributions that assume negative values in some regions
of phase space. Such states are not often used as initial states in this method, because the
function W−1ρ0 is not a probability distribution. However, this could be done by drawing
separate ensembles from the positive and negative parts of the function, and weighting the
averages by the signs of the samples.

A more fundamental problem is that some Hamiltonians cause states with negative
Wigner functions to evolve from a coherent initial state. This is the case for the quartic
oscillator. Its truncted Wigner dynamics are shown in Figure 13, and they are very different
from the quantum dynamics. The initially Gaussian classical distribution becomes a spiral
in phase space, due to the nonlinear frequency increasing with amplitude. The spiral is
very thin; it quickly becomes thinner than the pixels of the images, and breaks up into
points. The absence of interference fringes make it clear that there are no cat states in
these distributions.

The truncated Wigner formalism can be applied to this Hamiltonian, the coherent ini-
tial state can be sampled, and averages can be taken over ensembles of trajectories at later
times. However, at times when the evolved quantum state has a negative Wigner distribu-
tion, these averages can not possibly give the quantum expectation values for all observ-
ables. When the dynamics are formally derived in Section 17, an approximation will be
introduced that allows this to happen: this approximation is what “truncated” refers to.

The method succeeds to the extent that the motion of the quantum field is approxi-
mated by the motion of the classical field. Cold atoms are not at all like classical particles,
and applying the truncated Wigner method to their wave function would give unphysi-
cal results. On the other hand, a cold atomic field is very like a classical wave, so it is
reasonable to apply the method to cold atoms when their state is represented in second
quantisation. When this is done, each classical configuration has the same form as the or-
der parameter ψ(x). The initial state of the field is coherent, so the Wigner distribution is a
normal distribution, and samples can be drawn by adding Gaussian noise to the initial or-
der parameter according to Equation 32. The classical law of motion is the Gross-Pitaevskii
equation; this can be solved by the usual methods, or at least those of them that can handle
the irregular noise.

If the system starts in a state where every degree of freedom is occupied by many
quanta, and remains in such a state at later times, then there are reasons to expect the
ensemble of classical trajectories to accurately sample the Wigner function [12]. Those
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Figure 13. Truncated Wigner dynamics for a coherent state evolving in a quartic potential.

reasons will be presented in Section 17.
The truncated Wigner method has been useful in simulating fields in second quanti-

sation, because it is practical to represent the state of a classical field on a computer, but
not the full state of a quantum field. This approach has been used for quantum optics [48],
and for dilute gas Bose-Einstein condensates [49].
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16. Cahill frames for operators

Section 15 introduced the Wigner distribution, a mapping W that takes phase space func-
tions to Hilbert space operators. This was defined as a correspondence between power
series. Functions expand to a power series in α and α∗, and operators to a power series in
symmetrically ordered combinations of a and a†; the function and the operator correspond
when these series have the same coefficients.

There is a different but equivalent way to define this correspondence. Operators over
Hilbert space have an inner product ⟨A,B⟩ = Tr[B†A], known as the Hilbert-Schmidt inner
product; for the rest of this section, orthogonality of operators is under that inner product.
It is possible to choose an orthonormal basis T (α), with one element for each point in phase
space, such that the mapping W is a basis expansion of the form

Wf =

∫

T (α)f(α) d2α. (33)

The details were worked out in a pair of papers by Cahill and Glauber [39, 40], and this
thesis will refer to the operators T (α) as a Cahill basis.

The starting point is the normally and antinormally ordered forms for the displacement
operator,

D(α) = e−|α|2/2eαa
†

e−α
∗a = e|α|

2/2e−α
∗aeαa

†

. (34)

This leads to

Tr[D(α)] = π−1

∫

⟨ξ|D(α)|ξ⟩ d2ξ = π−1e−|α|/2

∫

eαξ
∗−α∗ξ d2ξ = πδ(α),

so the displacement operators are orthogonal, with

Tr[D†(β)D(α)] = πδ(α− β).

Also, the displacement operators span the space of operators that are bounded under the
norm derived from the Hilbert-Schmidt inner product. This includes the density operators,
which satisfy ∥ρ∥2 = Tr[ρ2] ≤ 1. The proof is somewhat complicated, and is given in [39].
The result is that the normalised displacement operators π− 1

2D(α) are an orthonormal
basis. The complex Fourier transforms of the displacement operators,

T (α) = π−1

∫

eαβ
∗−α∗βD(β) d2β,

also form an orthonormal basis. It can be shown [39] that the Wigner distribution is an
expansion over this basis, as in Equation 33.

The Hilbert-Schmidt inner product makes physical sense because it relates states and
observables to expectation values, in a similar way as the usual inner product does in
Hilbert space. The expectation value of an observable A in the state ρ is ⟨A⟩ = Tr[ρA] =
∫

W−1ρW−1A. The second equality is a expansion of the inner product ⟨A, ρ⟩ over the
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basis T . Given an ensemble of amplitudes from the distribution ρ, this moment can be
evaluated as the average of W−1A over those samples.

The Wigner distribution can be generalised by varying the order of a and a† in the
power series and in the frame elements. Equation 34 can be generalised to define a more
generally ordered displacement operator,

D(α, s) = es|α|
2/2eαa

†−α∗a

Note that D(1, 0) = exp(a+a†), the operator whose Taylor series was used in Section 31 to
define the terms in a symmetrically ordered power series. It is also the case thatD(1,−1) =

exp(a) exp(a†) and that D(1.1) = exp(a†) exp(a), and the expansions of these operators
define the terms that occur in normally and antinormally ordered power series. Given an
function with a power series

P (α) = c00 + c01α+ c10α
∗ + c02α

2 + c11α
∗α+ c20(α∗)2 + c03α

3 + · · · ,

a corresponding operator can be defined with the normally ordered power series

W1P = c00 + c01a+ · · · + c11a
†a+ · · · + c12a

†a2 + c21(a†)2a+ · · · + c22(a†)2a2 + · · · ,

and a similar correspondence W−1 can be defined for antinormal order.
The Fourier transform T (α, s) =

∫

eαξ
∗−α∗ξD(ξ, s)π−1 d2ξ can be defined for arbitrary

values of s. In particular, T (α,−1) = |α⟩⟨α|, so the expansion P (α) = Tr[T (α, 1)ρ] is the
Glauber-Sudarshan distribution, andQ(α) = Tr[T (α,−1)ρ] is the Hushimi distribution. The
set T (α, s) fails to be a frame in the same way that D(α, s) does. For example, the Hushimi
distribution for a position state, Q(α) = |⟨α|x⟩|2, forms a stripe in phase space parallel
to the momentum axis, and ∥Q∥ is infinite. However, the expansion of an operator A
over the T (α, s) has a reasonable norm provided that the length and wave number scales
involved in the operator are close to the characteristic ones for the harmonic oscillator
whose annihilation operator is a.

The set of D(α, s) is dual to the set D(α,−s) in the sense that Tr[D†(β, s)D(α,−s)] =

πδ(α−β). There is a similar dual property Tr[T †(β, s)T (α,−s)] = πδ(α−β) for the Fourier
transformed operators, which allows expectation values to be computed by sampling. This
involves sampling the distribution Wsρ in phase space, then evaluating the values at the
sample points of the function W−sA.

These expansions are quite neat from a formal point of view. In order for them to be
useful for calculations, the power series must all converge, and the distribution functions
must be well behaved. It turns out [39] that almost every operator is the sum of a normally
ordered power series that converges, but very few are the sum of an antinormally ordered
power series.

This forces a compromise in the use of the Monte Carlo methods. In order to evaluate
moments, we need to choose a value of s such that the observable A corresponds to a well-
behaved function W−sA, and also so that the density operator has a distribution Wsρ that
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we can sample. In practice, almost all simulations start with coherent states, which corre-
spond to normal distributions in all the representations. So the choice of s is determined by
the requirement that the observables correspond to useful functions. Of course, a method
that can only represent a limited set of density operators must compromise on the accuracy
with which it represents dynamics, because the simulated density operator must remain in
the representable set. We will return to this in Section 19 below.

Historically, much of the early work in quantum optics used the P distribution W−1.
This had the advantage that the observables needed to be expanded as normally ordered
power series, which made intensity and photon shot noise quite simple to calculate. How-
ever, it was quite lucky that the system states could be represented in this way. The reason
it worked is that the first systems being treated were lasers, or occasionally stars, and the
states of light being considered were thermal or coherent ones [42]. These are about the
only states whose P distributions are ordinary functions that can be sampled for Monte-
Carlo methods. When quantum optics was applied to nonlinear systems such as parametric
oscillators, other methods had to be employed. These are the systems that exhibit the
really interesting quantum optical effects such as violations of Bell inequalities.

17. Phase space dynamics

In quantum optics, a field where phase space simulations are often used, the systems
being studied are usually open ones, whose law of motion is a quantum master equation.
Although the systems in this thesis are closed, and their states satisfy Schrödinger's equa-
tion, this section describes the full master equation for completeness.

The Hamiltonian motion of a density operator ρ(t) is given by

ih̄ρ′(t) = [H, ρ].

The master equation extends this with various terms that account for particles being ex-
changed with an environment [50], with a result similar to

ih̄ρ′(t) = [H, ρ] +
γ

2
(N + 1)(2aρa† − a†aρ− ρa†a) +

γ

2
N(2a†ρa− aa†ρ− ρaa†).

Here γ is the rate at which the system equilibrates with the environment, and N is the
number of particles that would occupy a part the environment that is similar to the system.
Because the mappings W and Ws are linear, the terms can be treated in isolation, and the
results added back together as an equation of motion for W−1ρ. In order for this equation
to be solved efficiently by a Monte-Carlo method, the derivatives should be at most second
order, and their coefficients need to form a positive definite matrix [51].

The second and third terms are not problematic. For example [42],

W−1(2aρa† − a†aρ− ρa†a) =

(

∂

∂α
α+

∂

∂α∗
α+ 2

∂2

∂α∂α∗

)

W−1ρ

The derivation of the differential operators corresponding to irreversible master equation
terms is a fairly tedious exercise in integration by parts; however, the irreversible terms are

55



restricted to a handful of forms, and the derivations can be found in textbooks. The ability
to treat these terms has been the main reason for interest in phase space methods.

Hamiltonian dynamics are less straightforward. In classical statistical mechanics, the
equivalent of the density operator is simply a probability distribution P (p, q) over phase
space, whose Hamiltonian evolution is given by the Liouville equation

∂tP (t, p, q) = {Hc, P} = ∂qHc∂pP − ∂pHc∂qP. (35)

The bracket here is a Poisson bracket, and the classical Hamiltonian Hc = W−1H is a func-
tion of the canonical coordinates. Equation 35 can be solved by a very simple Monte-Carlo
method. An ensemble of states (qi, pi), drawn from the distribution P (p, q, 0), will con-
tinue to be distributed according to P (p, q, t) provided that each state follows the classical
equations of motion ṗ = {Hc, p} and q̇ = {Hc, q}.

For unitary quantum dynamics, an equation similar to Equation 35 can be derived [24]
for the Wigner distribution W (t, p, q) = W−1ρ(t). This is

∂tW (t, p, q) = {Hc,W}M

=
2

h̄
sin

(

h̄

2
(∂pW∂qH − ∂pH∂qW )

)

Hc(p, q)W (t, p, q)

= {Hc,W} +O(h̄).

The bracket here is called a Moyal bracket; the partial derivative ∂·W acts only on the Wigner
distribution, and ∂·H acts only on Hc. This reverts to a Poisson bracket in the high energy
limit where the effects of the derivative operators are large compared to h̄. In general,
it includes a series of third, fifth, and all odd order derivatives. In the special case of a
harmonic oscillator Hamiltonian, the third and higher order derivatives of H vanish, and
this reverts to the classical equation of motion; a Monte-Carlo Wigner method can solve the
harmonic oscillator exactly. When the potential is not harmonic, it is necessary to discard
these higher order derivatives. This is why the method is called truncated Wigner.

The Moyal bracket gives the equation of motion for the Wigner distribution. The other
distribution functions in the Cahill family are linearly related to the density operator; for
a fixed Hamiltonian H, there must be some differential operator whose effect on the dis-
tribution function is equivalent to the effect of commutation with H on the density oper-
ator. However, it is not clear that this differential operator can be derived from the clas-
sical Hamiltonian Hc, or a phase space function corresponding to H in any order. As far
as I know, it is an open question whether generalised Moyal brackets can be found such
that {Hs,Ws} generates an equation of motion for the s-ordered distribution Ws that is
equivalent to the quantum Liouville equation.

In second quantisation, the degrees of freedom are single-particle orbitals, and the
quantum numbers count the atoms. The truncation of Moyal brackets to Poisson brackets
is valid in the limit of many atoms per orbital. In order to increase this, it is desirable to
reduce the system of trapped atoms to as few orbitals as possible before introducing classical
configurations. In Section 32 below, we will reduce the split condensate to a set of one
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dimensional order parameters ψi(z) for different orbitals of the transverse trap. Presumably
this is as far as the orbitals can be reduced, and it would be the ideal model on which
to base a Wigner simulation. However, these one dimensional modes are complicated to
implement, and the results in this thesis are from a two dimensional simulation. Section 33
will argue that the unoccupied modes introduced by this are isolated from the occupied
ones, and that they should not affect the results very much.

18. Positive P representations

The positive P distribution [52] compromises in another direction. Instead of expanding
operators over phase space, with components of a set of Cahill operators, it expands them
over a double phase space, with components of the operators

T+(α, β) =
|α⟩⟨β∗|
⟨β∗|α⟩ .

These are a superset of the operators in the Glauber-Sudarshan P distribution,

T−1(α) = |α⟩⟨α|.

When these operators are expanded over position states by Equation 5, they become two-
dimensional Gaussian wave packets,

⟨x|T+(α, β)|x′⟩ =
1√

πl0⟨β∗|α⟩×

exp
(

−(x/l0 −
√

2 Reα)2 − (x′/l0 −
√

2 Reβ)2 + i
√

2 Imαx/l0 + i
√

2 Imβx′/l0
)

, (36)

so they form a frame for operators, very similar to the multimode Guassian wave packets
that will be analysed in Chapter 5.

Because the operators T+(α, β) form a frame, expansions over them are not unique.
This freedom turns out to have a very useful consequence: every density operator has an
expansion with positive coefficients,

ρ = W+P+ =

∫

P+(α, β)T+(α, β) dα dβ,

where the values of P+ are positive and real. This expansion is typically not unique, but
one form of it can be derived by inverting the Hushimi distribution, as

ρ =

∫

T (γ)Q(γ) d2γ, (37)

where

T (γ) =
1

π2

∫ |γ + δ⟩⟨γ − δ|
⟨γ − δ|γ + δ⟩ e

−|δ|2 d2δ =
1

π2

∫

|γ + δ⟩⟨γ − δ|e2i Im δ∗γ d2δ.

An expansion of the same form Equation 37 holds with T (γ, 1) in place of T (γ), although
it is not immediately clear whether these operators are the same.
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Because T+ has the same form as T−1, it satisfies a similar inner product relation as
does T1, and

Tr[AW+P+] =

∫

W−A(α, β)P+(α, β) dα dβ,

where the function W−A is obtained from the normally ordered power series for the oper-
ator A by replacing a with α and a† with β∗.

Furthermore, it was shown in [52] that the commutator [H, ρ], at least when the Hamil-
tonian H is quartic or lower order in a and a†, corresponds to the application of a second-
order differential operator to the distribution P+, and that the diffusive part of this operator
has a positive definite matrix. This is derived by equating expressions such as aT+(α, β)

and T+(α, β)a† with the effects of certain differential operators on T+. If such derivations
can be carried out for the positive P distribution by any method as general and clear as the
Moyal bracket, that method is yet to be discovered.

This allows the dynamics of such Hamiltonians to be computed as a Monte-Carlo en-
semble of trajectories, in the method of Section 19. The trajectories are not classical con-
figurations, but pairs of configurations, corresponding to the phase space amplitudes α and
β. Because these dynamics satisfy a Fokker-Planck equation, the solution for P+ is guaran-
teed to remain a normalised distribution. The operators T+ are a frame, so in general the
coefficients of expansions could become arbitrarily large.

Perhaps the most impressive demonstration of this method was a simulation of the
quartic oscillator [43]. The system simulated was the quartic oscillator, described in Sec-
tion 14. Its dynamics generate Schrödinger cat states, whose Wigner distributions assume
negative values, so there is no chance of calculating the dynamics by a truncated Wigner
method. Starting from a coherent state, the classical trajectories spread from a disk into a
spiral as the states with higher amplitudes rotate at higher frequencies, and the distribu-
tion ends up very similar to a Poisson distributed mixture of number states. But when
this system is simulated by positive P, the expectation values of the oscillator quadratures
reproduce those of a quantum quartic oscillator, indicating that the cat states turn up when
they are supposed to.

In principle, this method is perfect for simulations. The downside is its convergence. A
distribution function that comprises the coefficients of a state along an orthonormal basis is
unique. Therefore, the methods based on Cahill bases guarantee that, when the simulated
quantum state has support in a limited region of phase space, the Monte-Carlo trajectories
will remain in this region: they are distributed according to the unique expansion. The
frame of Gaussian wave packets allows a range of expansions for any operator, and it usually
turns out that many of these are positive distribution functions. Some of these expansions
over pairs of configurations can spread out much farther in phase space than does the
expansion of the same state over a Cahill basis; this means that many more samples must
be drawn from the distribution before the averages converge to expectation values. And it
is usual for the positive P distribution to spread out in this way over the course of a Monte
Carlo simulation.
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The form of Equation 36, in which a positive P distribution is derived from the Hushimi
distribution, hints at these convergence problems. Consider the pure states |α⟩ ± |β⟩ and
the mixed state |α⟩⟨α| + |β⟩⟨β| and ignore normalisation. The Hushimi distribution for the
mixed state is Q0(γ) = exp |γ − α|2 + exp |γ − β|2. For the pure states, it has an extra term

Q±(γ) = Q0(γ) ± 2e−
1

2
|γ−α|2− 1

2
|γ−β|2 cos Im(α∗ − β∗)γ.

The size of the extra term is bounded by 2e−
1

2
|α−β|2 , and the ripples that it adds to the

distribution have wave number |α − β|. In principle, the quantum state can be recovered
from the Hushimi distribution; however, in some states, an enormous number of samples
will be required before one could discern the ripples in their distribution and know whether
the state was a coherent superposition or a statistical mixture.

This is illustrated in Figure 14, for α = 1.65 = ±β. The amplitudes ⟨γ|
(

|α⟩ ± |β⟩
)

are plotted on the left, and their squared moduli, the Hushimi distribution, on the right.
The values of α and β have been chosen to show the small ripples in the Hushimi distri-
bution that denote the phase of the superposition. This phase of the superposition can
be determined in principle from the Hushimi distribution, but it is much more clearly dis-
cernable from the phase of the complex amplitudes; and it remains just as clear when α

and β become large, and the ripples become exponentially shallower. In the limit where
the states |α⟩ and |β⟩ become orthogonal, their Hushimi distributions become identical.

If a Wigner distribution is used instead of a Hushimi distribution, the phase of the
superposition is still encoded in fringes in the same region of phase space. However, for
a Wigner distribution, these fringes remain large as the difference |α − β| increases. This
is a significant advantage of the mapping from operators to Wigner functions being an
isomorphism: when |α−β| is large, the even and odd superpositions are nearly orthogonal,
so their Wigner distributions must be nearly orthogonal under the L2 inner product. It is
not possible for very different states to have nearly identical Wigner distributions.

For some systems, the positive P distribution spreads out so rapidly that the stochas-
tic dynamics are no longer equivalent to the quantum dynamics [53]. The equivalence
between the Fokker-Planck equation and the quantum law of motion relies on the distribu-
tion function decaying rapid at large amplitudes, so that differential operators can be moved
from the T+ operators to the distribution function using integration by parts. It is always
possible to derive a Fokker-Planck equation by assuming that the distribution decays rapidly
enough, however there are some nonlinear systems in which the solutions to this equation
spread out too far for the assumption to hold. These systems usually have stochastic equa-
tions of motion in which some of the sample amplitudes will diverge to infinite amplitudes
at finite times.

Even when the boundary terms remain zero, so that the phase space dynamics are
formally equivalent to the quantum dynamics, it is often the case that very many trajectories
must be sampled over a large region of phase space in order for the averages to converge
within the small region of phase space where the state is located. Typically, the distribution
remains dense at short times, but the trajectories spread out as they propagate, and become
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Symmetric superposition |α⟩ + |β⟩
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Asymmetric superposition |α⟩ − |β⟩
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Figure 14. Modulus and phase of phase space components of cat states.

sparsely distributed. Many systems of interest require an impractically large number of
samples to simulate accurately.

There are various ways to improve the convergence. Piotr Deuar used the extra free-
dom in the frame expansion of ρ to change the Fokker-Planck equation, so that it had a
smaller diffusion term, and the trajectories in some systems stayed converged for longer.
This allowed some simulations of a quartic oscillator, which any classical dynamics are
bound to get wrong. The positive P distribution has been extended to fermions, using
Gaussian operators instead of coherent state projectors [54], and a Japanese group devel-
oped this method to simulate Fermi-Hubbard systems [55]. These were the largest Fermi-
Hubbard systems for which quantitative results are known.

19. Monte Carlo dynamics

The phase space methods convert the quantum Liouville equation into a partial differential
equation for a probability distribution over phase space; this could be the P function, the
Wigner distribution, or the positive P distribution. For a quantum field, the phase space has
a large enough dimension that solving this PDE on a grid is out of the question. However,
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it is sometimes possible to find an ordinary differential equation α′(t) = f(α(t)) with the
property that an ensemble of trajectories αi(t), each of which satisfies this ODE, has a
distribution P (t, α) that satisfies the PDE. This allows a numerical solution to be found
efficiently. An set of initial values αi(0) is drawn from the distribution P (0, α), then each
trajectory αi(t) is computed independently by solving the ODE. Because these computations
are independent, they can be carried out very efficiently on a parallel computer or a cluster.

However, only partial differential equations with a special form can be unravelled in
this way. If the ordinary differential equation is derived from a Hamiltonian, then the
distribution function for an ensemble of trajectories satisfies the Liouville equation. This is
a special form of partial differential equation; for example, it only has first order derivatives
in α.

A broader class of partial differential equations can be unravelled if the ordinary dif-
ferential equation is generalised to a stochastic differential equation of the form α′(t) =

f(α(t)) + ξ(t), where ξ is a white noise function, the derivative of a random walk. When
an ensemble of trajectories satisfy an equation of this form, their distribution satisfies a
second-order partial differential equation of the Fokker-Planck form. The irreversible terms
mentioned in Section 17 result in a second order PDE, so the dynamics of an open system al-
most always unravels to an ensemble governed by a stochastic differential equation instead
of an ordinary one.

The fields that will be treated in Chapter 4 have Hamiltonian dynamics, so there will be
no second order derivatives in the equation of motion for the Wigner distribution. However,
the Moyal brackets include partial derivatives of third and higher orders. The possibility
has been investigated of unravelling these in a phase space of double dimension, in a sim-
ilar way to the positive-P method [56]. This turned out to be more complicated than the
positive-P method, and to suffer from similar convergence issues. It was not pursued very
far, and in practice these derivatives are always discarded; when they are, the equation of
motion for the phase space distribution reduces to the Liouville equation, which describes
the distribution of an classical ensemble, and can be unravelled as a set of independent
trajectories each of which satisfies the classical equation of motion.

In Chapter 5, we will consider ensembles of trajectories whose dynamics are not inde-
pendent. In principle, these can avoid the need to truncate higher order derivatives, and
generate dynamics that are closer to the quantum law of motion. However, the interac-
tions between the trajectories can cause calculations of their motion to become numerically
unstable, so the calculations are more complicated than those for independent trajectories.

20. Chemistry methods

Some simulation methods, that are either identical to or at least very similar to the phase
space ones used in quantum optics, were invented independently by quantum chemists in
the 1970s. These were restricted to Hamiltonian dynamics, which suffices for chemical
reactions, events which happen too quickly for the environment of the molecules to have
much effect while the quantum motion is in progress. The main proponent of these methods
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was Heller, who independently derived the truncated Wigner method [45], and analysed
in some detail the ways it can fail when quantum superpositions and interference become
important.

Heller developed a family of methods that used coherent and squeezed states in dif-
ferent ways. The chemists called these states Gaussian wave packets. One approach is very
similar to the truncated Wigner method [13]. This involved expanding the initial quantum
state as a superposition of coherent states; such expansions are analysed in detail in Chap-
ter 5 of this thesis. Each of these states was propagated independently, by the following
method, and the resulting states at the final time were superposed.

The Hamiltonian was expressed in terms of the position and momentum operators x
and p. It was assumed to be quadratic in p. The potential energy was expanded as a Taylor
series in x about the centre of the wave packet, and this series was truncated to second
order. The result was an effective Hamiltonian that depended on the position of the wave
packet. As the wave packet moved, this became a time-dependent Hamiltonian. However,
the effective Hamiltonian was quadratic, so a coherent initial state remained a coherent or
squeezed state at future times. Later, this method was modified to require the states to be
coherent instead of squeezed [17].

Truncating a Taylor series for the potential energy at second order has the same effect
as discarding the higher derivatives higher than second order in the Moyal bracket. The
Moyal bracket with a quadratic Hamiltonian is equivalent to the Poisson bracket. That is
what Heller did in the first variational Gaussian simulations. So the only difference between
this and the truncated Wigner method is that it is based on kets instead of density operators.

Heller also looked at a somewhat different approach, in which the entire superposi-
tion of coherent or squeezed states is propagated by a variational method [14, 57]. This
approach is discussed at length in Chapter 5.

21. Summary

Except for the variational methods introduced by Heller, every phase-space method is de-
rived from a mapping between quantum states and functions over classical phase space.
When the methods are used to simulate quantum fields, in second quantisation, the phase
space has one complex dimension for every mode over which the field amplitude is ex-
panded. States of fields are mapped to functions of several complex variables, one variable
for each mode.

The quantum states in these mappings are density operators, not wave functions. This
means that linear combinations of phase space functions correspond to mixtures of quan-
tum states, while superpositions of states correspond to very nonlinear combinations of
distributions; the cat states discussed in Section 18 are an example of this. Phase space
methods arose from quantum optics, to understand noise in lasers. Lasers are open sys-
tems, because the laser cavity has to be coupled to the beam it produces. Therefore their
quantum states are mixed, and the phase space methods were designed with that in mind.

Optical fields typically have many modes, and their phase spaces have many dimen-
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sions. In this context, the only practical way to discretise the phase space function is to
sample phase space amplitudes at random. The methods are designed so that the phase
space functions are probability distributions, or at least can be approximated by probability
distributions. This allows the functions, and therefore the quantum states, to be discretised
as an ensemble of phase space amplitudes that has been drawn from that distribution.

There are three requirements that a phase space distribution must satisfy, in order for
it to be useful in simulations. Firstly, the phase space functions corresponding to the states
that occur in the system must be probability distributions. Secondly, the dynamics of the
distribution must be of a form that allow it to be unravelled into an ensemble of stochastic
amplitudes, or vectors of amplitudes for a multimode system, that evolve independently.
In practice this means that that distribution must satisfy a Fokker-Planck equation. Finally,
the observables of the system that are of interest must correspond to moments of the dis-
tribution that converge when a reasonably small number of trajectories are averaged.

For simple systems, with Hamiltonians that are quadratic in the field amplitudes, and
some dispersion, all these requirements can be satisfied. These conditions are satisfied by
the laser, which was the inspiration of the methods, and the first system that they succeeded
in describing.

There are some obvious ways that the classical dynamics of the single phase space
methods have to fail. In the truncated Wigner method, the ensemble of trajectories follows
classical dynamics. There are some systems whose classical dynamics is entirely different
from their quantum dynamics, for example nucleons tunnelling out fo the nuclear well
potential during radioactive decay.

Suppose that a decaying nucleus, with a high tunnel barrier, was treated by a truncated
Wigner method, in which the multiparticle wave function for the nucleons was converted
to its Wigner distribution, and the classical dynamics of the nucleons was computed. The
energy of the nucleons would be conserved in each classical trajectory, although different
trajectories might have more or less energy depending on their random initial conditions.
A few trajectories would have enough energy to cross the barrier, and these would escape
almost immediately. The rest would remain bound for ever, and in the long time limit
the nucleus would have a high probability of remaining intact. This is different from the
quantum dynamics, where the nucleus is certain to decay eventually.

In principle, the double phase space methods would get around this. I am not aware
of anyone attempting a positive P simulation for a system that tunnels. It is possible that
the convergence would fail right at the tunnelling time.

The final chapter of this thesis will consider another way to simulate dynamics in phase
space. Instead of looking for a set of trajectories where the phase space amplitudes evolve
independently, they will be allowed to interact with each other, and the amplitudes will be
treated as variational parameters. The goal will be to find equations of motion for these
parameters that most closely approximate the Hamiltonian motion of the state. This ensures
that the dynamics actually approximate quantum dynamics. However, this turns out to have
serious limitations for simulations of fields. Expanding over coherent states in phase space
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is not much better than expanding wave functions over a grid: if the phase space has many
dimensions, it is likely that the density operator ρ will overlap with the coherent states in a
large volume of phase space, and an unreasonable number of trajectories will be required
to cover that volume.
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Chapter 4 Split condensates

Section 5 discussed how bosonic atoms condense at low temperature. In the absence of
interactions between the atoms, there is a phase transition; below a critical temperature,
a macroscopic fraction of the gas occupies the ground orbital. This gas becomes a fully
coherent atomic field, whose amplitude is an order parameter for the phase transition.
When the atoms interact, their positions become correlated, which reduces the interaction
energy. But the state remains almost coherent when the interactions are small.

Such condensed atoms are described quite accurately by a classical field theory for
the order parameter. Their dynamics can be interesting [58, 59], and thermal and quan-
tum effects appear in the fluctuations [60]. But for the most part these systems are well
understood.

Instead of containing the atoms in a volume of space, it is possible to confine them to
a line [61, 62]. In this situation, where the atoms are free to move along the line but are
confined to it so tightly that they lack the energy to occupy transverse excited states, the
atomic field is essentially one dimensional, and its dynamics are more complicated and less
well understood [7]. As discussed in Section 5, a condensate does not form in this situation.
There are too many orbitals available for a macroscopic fraction of the atoms to occupy the
same orbital at any finite temperature.

There are two distinct phases for a cold gas of bosons in one dimension. These depend
on the Lieb-Liniger parameter that was introduced in Section 8, the ratio of the healing
length to the atomic separation. When the healing length is shorter than the distance be-
tween adjacent atoms, there is enough repulsion energy available to confine each atom to
a section of the axis that does not overlap those of the adjacent atoms. This phase is called
a Tonks gas. The wave function of each atom is energetically prohibited from overlapping
the others, so the atoms are constrained to obey an exclusion principle, and this phase is
similar to a degenerate gas of fermions.

The other phase, where there are many atoms per healing length, is called the quasi-
condensate regime [63]. In this case, density fluctuations are suppressed by the repulsion,
but the phase of the atomic field is still free to fluctuate. This gas is similar to a condensate,
but it has a finite coherence length.

Several experiments [28, 64] have investigated the coherence of Bose gasses confined
in one dimension. Coherence is demonstrated by interference, and to see interference re-
quires the gas to be split between two orbitals. The result is very like a double slit ex-
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periment. The atoms line up along interference fringes, and the phase of these fringes is
determined by the phase difference between the order parameters in the two clouds. If the
phase difference varies along the length of the clouds, the fringes will meander.

As well as phase differences between the two lines, there are also number fluctuations.
These are suppressed in a line of condensate, but when the line is split in two, shot noise due
to atoms being discrete particles causes some difference in density between the two lines.
At later times, the dynamics of the condensate mix this density noise into the phases of the
two condensate components, and the coherence length of their relative phase decreases.
This causes the straight interference fringes that result from splitting a line of condensate
to become meandering as they are held in the trap between splitting and release.

Some of these experiments can measure fluctuations in atomic number directly [64],
and compare these to the phase fluctuations.

22. Split trap

Atomic double slit experiments have been carried out with several different types of appa-
ratus. The first experiments used an atom chip, a mirror inside a vacuum chamber with
electric wires microfabricated on its surface. Atoms near the surface can be lit by directly
incident laser beams from their exposed side, and back lit by the reflections of the beams
in the mirror; this suffices to cool the atoms. Near the chip surface, the wires generate a
magnetic field with a large gradient, which can form a tight magnetic trap. A straight wire
generates a cylindrical trap parallel to itself, and this can be tight enough to confine the
atoms to their transverse ground state [65].

The experiment on an atom chip used a gas of 87Rb, whose parameters and geometry
[28] are shown in Figure 15. The transverse lengths have been exaggerated for clarity;
the actual cloud was longer and thinner than the shape in the figure. The gas was initially
trapped along a single line, about 100µm away from the chip, then it was split into a pair of
parallel lines. These lines sat in a transverse double well, the potential that was generated
when microwaves radiating from an antenna wire on the chip repelled the gas from the
trap centreline while the original trap confined it [66].

In order to investigate the spatial coherence of the of gas, the trap was switched off,
allowing the parallel lines of gas to expand and overlap. The resulting interference fringes
were photographed, as shown in Figure 16.

The initial trap was very nearly harmonic; its transverse frequency was 2.1 × 103 Hz,
and 11 Hz along the axis, corresponding to characteristic lengths of 0.24µm and 3.3µm.
The transverse shape of the order parameter is very nearly the ground orbital of the trap,
while the longitudinal shape has a Thomas-Fermi form and is about 60 times longer than
the ground orbital. The thermal energy at the experimental temperature of 78 nK is some-
what less than the transverse vacuum energy. The temperature can not be set much lower,
because the goal is to investigate spatial coherence, and the thermal coherence length needs
to be short compared to the trap.

As shown on the diagram, the scales of the scattering length, the atomic separation
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Figure 15. Length, time, and energy scales for the Vienna split trap.

along the axis, and the healing length form a hierarchy, with around an order of magnitude
increase between each level. The Lieb-Liniger parameter is around γ = 5 × 10−3, so this is
well inside the quasicondensate regime.

The timeline shows the start of the trap bisection, marked “start”, the time when the
condensate splits into two components, the time the trap potential arrives at its final double
well form, marked “bisection”, and the time after the trap split that the coherence length
became steady, marked “end”. The time axis is labelled with the dispersion units from
Section 3, but it is scaled by the Bogoliubov speed of sound 1/

√
2ξ, which will be introduced

below in Section 26. Distance along the time axis indicates how far along the trap axis a
small excitation of the condensate could propagate in that time.
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Figure 16. Interference fringes from two coherent atomic clouds.

The trap was narrow enough that the the atoms only moved 1.5µm along the splitting
axis. Over the splitting time, this gives a scaled velocity 1.5µm/12µm2 = 0.13µm−1, which
is adiabatic compared to the transverse wave number 1/x0 = 4µm−1.

The experiment investigated the spatial coherence of the atomic field. This can be
determined from the shape of the interference fringes; the phase difference between the
lines determines the offset of the fringes, which meander when their phases vary along their
length. The phases are limited by shot noise, and the fringes meander in a different way ev-
ery time the experiment is repeated. Once enough sets of fringes have been photographed,
the coherence of the fields can be determined from the correlations between the phases of
the fringes at different positions along the line.

The way to observe phase differences is through interference; a double slit experiment
compares the phases of the fields at adjacent points on both slits. The phase of a one
dimensional condensate fluctuates along the line of atoms, but these experiments never
directly compare different points along the trap axis: when the atoms are released, they
rapidly expand in the plane transverse to the axis, but they can not move very far along the
axis before they are photographed. Phase fluctuations that are common to both components
after the trap is split are not discernable from the interference fringes. Only the relative
phase of the two lines is visible.

However, the experiments did compare the split gas to two clouds whose relative phase
is totally incoherent, with the result shown in Figure 17. The microwave beam can be
switched on while the atoms are cooling, a configuration that produces two separate clouds
along the parallel lines of the split trap. The phases of these components are independent;
all of the phase fluctuations in both lines contribute to the phase difference between the
lines. When this was done, the fringes meandered more than when a single cloud was split,
and the fluctuations in the common phase could be inferred. As described in Equation 13,
this coherence length is

λτ = 2n/K2
T = 2.5µm.
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Figure 17. Interference fringes from two incoherent atomic clouds.

The most interesting part of the experiment came when two lines of gas were formed
by splitting one cloud, but these were held in the split trap instead of being released im-
mediately. For short holding times, this produced interference fringes which were straight
lines, but they meandered more as the gas was held longer, as shown in Figure 18. This
increase plateaued after 10 ms, as shown on the time line. The further effect of holding
the gas for up to 200 ms was too small to be discernable. But the fringes remained much
straighter than those produced by lines of gas that cooled in isolation: the scale on which
they meandered was an order of magnitude greater.

Figure 18. Delayed interference fringes from two coherent atomic clouds.

These phenomena have been described using a Luttinger liquid model. The Lut-
tinger liquid is a model of a one-dimensional field with a linear dispersion relation. In a
one-dimensional Bose gas with two identical components, the difference between the quan-
tum fluctuations of the two components is isolated from other degrees of freedom, and its
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dynamics are described by a Luttinger liquid [8]. Once the trap has split, it comprises two
spinless one-dimensional fields. However, because of the tight transverse trap and the re-
pulsion of the atoms, the density in the two components will be nearly equal. If it is assumed
that these densities are exactly equal, the only degree of freedom is the relative phase of
the components, which can be identified with a single spin-12 field. This model predicts a
final effective temperature such that, in scaled units,

K2
T = 2ξ−2,

and the thermal wavelength is close to the one-dimensional healing length. The exper-
imental coherence lengths were close to this, except that the inferred temperature was
consistently about 10% higher than the prediction [28].

There is a simple explanation of why the phase fluctuations that result from shot noise
in the trap splitting are identical to those that would occur in thermal equilibrium at some
effective temperature [28]. The fluctuations occur in quasiparticle modes with long wave-
lengths, whose excitation energy is small compared to the effective temperature. Given
this condition, thermal equilibrium results in equipartition of energy, where each degree
of freedom has thermal energy of about kT . For entirely different reasons, the shot noise
that results from splitting the trap is white noise, and the intensity of the fluctuations is
independent of wavelength. The dispersion relation is linear for long wavelength modes
in a cold Bose gas [67, 5], so this constant distribution over wavelength is also a constant
distribution over energy, identical to that from a thermal state.

This model has an obvious limitation, in that it only makes sense after the trap has
split. It does not allow the splitting process to be analysed in detail, and requires some
assumptions to be made about the state of the atoms immediately after the trap splits.
These assumptions are the most likely cause of the temperature discrepency. This chapter
investigates ways to analyse the dynamics of the field as the trap splits. This is discussed
in Section 24, along with the main limitations of the model.

These results suggest that however long the gas is held, the phases of the two compo-
nents remain partly correlated; the system never reaches its thermal equilibrium state, in
which the phases of the two lines are independent. Instead, the atoms partially equilibrate,
then remain in a steady state. When the atoms are released from this steady state, they
form interference fringes with the shape expected for atoms released from a thermal equi-
librium state, but for equilibrium at an unphysical temperature. The temperature inferred
from these interference fringes is an order of magnitude lower than the atoms could have
plausibly have.

The maintainers of the trap have provided numerical samples of the potential that acts
on the atoms. A section of these is shown in Figure 19, as dashed contours. The dotted
contours show a fit of the formK2 = a1 +a2x

4 +a3x
2 +a4y

2 +a5z
2, where the origin is the

centre of the trap. The long axis of the trap is z, and it splits along the x axis. The section
is taken in the x− y plane, near the potential minimum on the z axis.
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23. Gas microscope

Instead of trapping atoms near a microchip, where the electromagnetic fields that manipu-
late them can be radiated from wires on the surface, more recent experiments by the Greiner
group at Harvard held the atoms near the surface of an optical lens, where a laser beam
can form a near-field image [30]. These atoms are trapped by a sheet of laser light in a
plane parallel to the lens surface. Meanwhile, a pattern of evanescent waves on the surface
forms an image in the plane where the atoms are trapped; the intensity of this image sets
the potential across the plane. The lens was built into the wall of the vacuum chamber,
and it could resolve features on the scale of the atomic separation. By changing the image
over time from a single line of pixels to two lines, a line of atoms could be split in two in a
similar way as with an atom chip.

The atoms in these experiments are observed by a camera that can locate single atoms
in a condensed cloud [64, 29]. The principle is simple. The cloud is stored in an optical
lattice, so that atoms can tunnel between adjacent cells. The depth of the lattice can be
manipulated to release the atoms and capture them at a later time, a mechanism that al-
lows the dynamics of the gas to be stopped and makes the atoms sit still while they are
photographed. Meanwhile, a sophisticated lens system [29] allows a laser beam to focus
on each cell of the lattice and count the number of atoms in the cell.

This system allows number correlations to be measured directly; Section 28 describes
some interesting phenomena that might be observed this way.

24. Bisection as beam splitting

In the classic double slit experiment, light first shines on a single narrow slit, which diffracts
a beam wide enough to illuminate both of the double slits. The light that falls on the
double slits is diffracted though them, and these beams are wide enough to overlap and
form interference fringes. The atomic diffraction experiments achieve the same effect by
somewhat different means.

The final part of the experiment, where the atoms are released from the split trap, is
very similar to diffraction through double slits. When the atoms are confined to the split
trap, they have a large momentum transverse to the lines on which they are trapped, just as
light passing through one of the slits develops a momentum component perpendicular to the
slit. The process by which the atomic waves spread out and overlap is exactly analogous
to the way light waves diffract out of the double slits. The details will be discussed in
Section 31.

The first part of the atomic experiment, where the trap is split, differs from the textbook
double slit experiment. It could be done the textbook way in principle: the atoms would be
released from the single trap, and allowed to expand over the area covered by the double
trap. Then the double trap would be switched on, some of the atoms would be captured
in it, and the rest would escape. But there are many problems that prevent this from being
done in practice. Cold atoms are more scarce than photons; there is enough light left after
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a double slit to form visible interference fringes, but too few atoms would be recaptured
for their interference fringes to stand out from the shot noise. Also, light diffracts through
small angles, but the atomic cloud would expand very quickly. The atoms would be moving
fast as they were recaptured, and would be unlikely to remain coherent.

Instead of separating the atomic field into two parts by diffraction, the splitting of the
trap is more like splitting a beam of light with a beam splitter. In the optical analog of the
split trap experiment, a light beam would split in two at a beam splitter, then the split beams
would expand by diffraction until they overlapped and interfered. An optical beam splitter
is in effect a tunneling barrier for photons. A photon in the input mode can be reflected
into one output mode, or it can tunnel through the splitter into the other output mode. The
final quantum state is an equal superposition of a photon in the two output modes. If the
photons in the output modes are counted, there will be some fluctuations due to the shot
noise of the tunneling process.

The splitting process resembles a beam splitter with the atomic field in place of an
optical field. The main difference is that the light beam splits as it propagates through space,
but the atoms stay in one place and split over time. At the time when the barrier height
has increased to match the chemical potential, an atom can tunnel between the two sides
of the trap; when the barrier gets higher than that, the two sides are isolated. The split trap
contains many atoms, so the numbers that tunnel into each side fluctuate from shot noise
like the photon numbers through a beam splitter. The statistics are somewhat different.
Atoms repel each other, so we might guess that the numbers on each side will be more
nearly equal than for photons, and the phase fluctuations will increase correspondingly.

The Luttinger liquid analysis treats the trap splitting exactly like an optical beam split-
ter, and ignores atomic repulsion. This is necessary for practical reasons; it is not possible
to identify the atomic field with a Luttinger liquid until the trap has finished splitting. The
justification for this assumption is that the trap splits quickly, and the two components sep-
arate entirely before the atoms have time to equalise their numbers on each side. This must
be true to some extent, because the model predicts the effective temperature of the relative
phase between the components. However, it is hard to make this argument quantitative,
because the splitting is a continuous process, and there are no exact times that divide a sin-
gle component, two components in tunnelling contact, and two separate components. Also,
as will be discussed in Section 26, the atoms are not randomly distributed across the initial
trap. Repulsion causes their positions to be correlated in the ground state, which reduces
the repulsion energy more than it increases the zero point energy. The goal of this chapter
is to analyse the splitting process more precisely, using a truncated Wigner approach.

The discussion so far has been in terms of particles. For both photons and for condensed
atoms, classical waves are usually a more physically reasonable picture. In the wave picture,
a beam splitter transforms waves from its bright input mode into an even superposition of
its output modes, and waves from its dark input mode into an odd superposition.

The waves in an optical beam splitter are the electromagnetic field; those in the split
trap are the atomic order parameter. It is pretty obvious that bright input mode for the
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split trap is the ground state of the single initial trap. After the trap splits, its ground state
is degenerate, because the condensate forms two independent components. In the ground
state, the number of atoms in these components is fixed; the Gross-Pitaevskii equation is
nonlinear, so it does not obey a superposition principle, and there is a particular way to
divide the atoms that minimises the repulsion energy. However, the two components can
be combined with any phase, and the condensate will still be in the ground state of the trap.
The even and odd superpositions are shown in Figure 19.

The trapping potential in the Vienna experiment was designed so that the atoms re-
mained in their ground state throughout the trapping process [68]. As the trap splits, the
ground state of the initial trap evolves adiabatically to the even superposition of the two
components: the two components of the split condensate are the equivalent of the output
modes of a beam splitter. The first excited state of the initial trap evolves to an odd super-
position of the two components. This excited state of the order parameter corresponds to
the dark input to the optical beam splitter. The initial trap has cylindrical symmetry, so its
first excited state is actually degenerate. However, it is obvious from parity considerations
that the state that is excited along the splitting axis becomes an odd superposition of the
final condensate components.

In classical field theory, the dark input mode to a beam splitter is simply dark. The
quantum description in terms of particles has shot noise, and this is missing so far from our
description in terms of waves. The missing part is vacuum fluctuations in the ground state
of the dark input mode. In the optical case, these provide quantum noise that preserves
the uncertainty principle in the output modes; virtual photons from the dark input end up
in an odd superposition of the output modes while the real photons from the bright input
mode end up in an even superposition. The virtual photons interfere with the real ones to
produce shot noise. The same analysis applies to the atomic order parameter in the split
trap.

25. Models of the Split Trap

Section 22 discussed the phenomena that are observed in interference experiments with a
split atom trap, and Section 24 described the analogy with optical double slit interference
that motivated these experiments. The remainder of this chapter will simulate the experi-
ments numerically, to verify that this analogy holds quantitatively, and to test to what extent
it is affected by atomic repulsion. This requires a physical model that captures enough de-
tail of the atomic condensate to accurately describe the experimental phenomena, while
remaining simple enough to be solved by the available simulation methods. This section
surveys the options.

The simplest model of the split trap is to treat the order parameter of the condensed gas
as a classical field, and compute its dynamics by numerically solving the Gross-Pitaevskii
equation. In principle, this field could be perfectly coherent, in which case the solution
would describe entirely straight interference fringes. However, as described in Section 5,
a gas of bosons in one dimension does not condense into a coherent field, but has a finite
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t = 1 15 16 ms

Section of the trapping potential in the tightly confined plane through the bottom
of the trap. The provided potential samples are shown as solid contours, and a
quartic fit as dotted contours. The contour levels are 1/x20, 4/x20, 9/x20, . . ., n2/x20,
where x0 = 0.25µm is intermediate between the widths of the initial and final
potentials. A purely quadratic potential will produce evenly spaced contours.

Ground states of the quartic fit potentials. Brightness indicates amplitude, color
phase. In the analogy to an optical beam splitter, this is the bright input mode.
Note that the diameter of the initial cloud is around 1

4 , so the three-dimensional
atomic density is around 150.

First excited states of the fitted potential as it splits. In the analogy to an optical
beam splitter, this is the vacuum input mode.

The input and vacuum modes, corrected for atomic repulsion. This is explained in
the Hartree Modes section below. The times 1 and 16 ms have been used because
the degeneracy at 0 and 17 ms makes the computed modes very sensitive to the
discretisation of the potential.

Figure 19. Orbitals and corrections for repulsion.
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coherence length. The temperature in the experiments was high enough for this coherence
length to be shorter than the length of the line of gas, so the order parameter would at least
have to be averaged over a classical thermal distribution.

The classical field would adequately describe the phase of a single line of gas. How-
ever, interference results from the phase difference between two lines. When a classical
field is split, the two components are perfectly coherent with each other, apart from tech-
nical noise resulting from fluctuations in the splitting process each time it is performed. A
quantum field is different, because it always has shot noise due to a finite number of atoms
independently falling into one component or the other. Even when thermal fluctuations are
included in the classical order parameter, it can not describe the fluctuations in the relative
phase when the cloud is split.

The models used in this thesis are semiclassical, as are most other theoretical treat-
ments of the split gas experiments. This means that the law of motion of the condensate is
the Gross-Pitaevskii equation, or some approximation to it. However, quantum super-
positions are treated to a limited extent by generating an ensemble of order parameters,
which include a random component large enough that moments of the ensemble satisfy
the uncertainty principle. The details of the method, and the correspondence to quantum
dynamics, were discussed in Section 15.

The order parameter could be treated as a three-dimensional field, but this is not
necessary. We can save a lot of computational effort by treating the condensate as a
two-dimensional field, as drawn in Figure 15, and as it appears in the experimental pho-
tographs. The atoms are always tightly confined to the plane of these diagrams. In this
two-dimensional model, the equation of motion is Equation 17. The potential of the trap,
in the plane where the atoms lie, has been provided by the experimentalists.

However, this two dimensional model seems more complicated than necessary. Sec-
tion 24 explained how the splitting of the atoms can be explained by adiabatic evolution of
the transverse orbitals of the trap. It ought to be possible to expand the order parameter
over these orbitals, and treat the components of the condensate as a set of one-dimensional
fields. There are some technical complications to doing this, but the attempts are discussed
below in Sections 32 and 33.

Finally, there is a simpler model for condensate dynamics than the Gross-Pitaevskii
equation. For small excitations such as shot noise, the dynamics of a condensate can be
treated as sound waves in the order parameter. Some existing work [8] has applied this
approach to the one-dimensional fields after the condensate is split. This has the limitation
that it can not treat the splitting process itself, but it gives a simple picture of what happens
afterwards, when the two components of the condensate evolve independently. The sound
wave model of a condensate is also technically useful in setting up the ensemble of order
parameters that represent the state of the condensate.

In order to use any of these models numerically, the continuous atomic field must be
expanded over a discrete set of orbitals. The simulation method used is most accurate when
there are as few orbitals as possible, and each of them is occupied by many atoms. This is

75



the classical wave limit; presumably all semiclassical methods are most accurate in these
conditions.

The orbitals are defined by grid points (xi, zj), where the spacing of the xi is l and that
of the zj is h. When the atomic field is projected onto the low-momentum space defined by
this grid, it can be written as an expansion

ψ̂(x, z) =
1√
lh

∑

ij

âij sinc

(

x− xi
l

)

sinc

(

z − zj
h

)

. (38)

The âij are annihilation operators with [âij , â
†
kl] = δikδjl, so that the ψ̂ have a momentum-

limited commutation relation

[ψ̂(x, z), ψ̂†(x′, z′)] =
1

lh
sinc

(

x− x′

l

)

sinc

(

z − z′

h

)

.

Note that the values sinc(x − xi)/l can be interpreted as samples of the function f(x′) =

sinc(x− x′)/l at the points xi. The function f is bandwidth limited, therefore

f(x′) =
∑

i

f(xi)
sinc(x′ − xi)

l
=
∑

i

sinc(x′ − xi)

l

sinc(x− xi)

l
= sinc(x− x′)/l.

It will be convenient to define interpolated operators

âi(z) =
∑

j

âij sinc

(

z − zj
h

)

,

so that
ψ̂(x, z) =

1√
lh

∑

i

âi(z) sinc

(

x− xi
l

)

. (39)

These have the commutation relation for discrete orbitals, [âi(z), â†j(z)] = δij .

26. Bogoliubov ground states

So far, this thesis has focused on coherent states of quantum fields. These are often a
good description for the electromagnetic field; photons hardly interact, so they distribute
themselves among field modes almost at random. This results in a Poisson distribution of
photon numbers, which is precisely what a multimode coherent state describes. An atomic
field, on the other hand, becomes coherent only when the forces between the atoms are
small.

The exact ground state is known for a one dimensional field of bosons that repel each
other when they collide; it is called the Lieb-Liniger solution [5]. The multiparticle wave
function for the ground state is composed piecewise from wave functions ψ(x1, . . . , xn) =

exp i(k1x1 + · · · + knxn) for free particles, with appropriate boundary conditions on the
hyperplanes xi = xj where two particles collide. In order for this state to be stationary, it
turns out that the set of momenta {k1, . . . , kn} must be the same in every piece; the particles
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can be distinguished only by their order along the line, and there are different probability
amplitudes for the various orders in which these momenta can be placed.

The Lieb-Liniger state has a reasonably simple form in first quantisation, except that
the combinatorially large number of particle orders makes computation impractical. It is a
very complicated form in second quantisation, where the particles are distributed among
a fixed set of orbitals. It is not practical to derive a Wigner distribution for this state or
to generate samples, although it does allow some exact correlation functions to be derived
that are useful for validating numerical approximations [69]. Fortunately, an approximate
ground state was derived by Holstein and Primakoff (on one side of the iron curtain) [70],
and independently by Bogoliubov (on the other side) [67]. This becomes exact in the
classical limit where the Lieb-Liniger parameter γ is small, and it has a simple form in
second quantisation.

When repulsion is significant, the potential energy is minimised when the atoms are
regularly spaced. On the other hand, regular spacing increases the zero point energy re-
quired to constrain their positions. The healing length is the width of the smallest hole that
the rest of the condensate can make for each atom, where the zero-point pressure required
to form the hole balances the repulsion pressure of the bulk condensate. In the Tonks gas
regime, this length is shorter than the atomic separation, allowing each atom to stay in its
own block without overlapping the rest of the condensate.

When the healing length is on the same scale as the atomic separation, the atoms must
overlap, but they will be spaced more regularly than in a coherent state, causing the mode
occupation numbers to be better defined than in a coherent state. The reduction in number
fluctuations caused by atomic repulsion will increase the phase fluctuations, and all this will
affect the coherence that we are studying. In the split trap, these effects are large enough
to matter, and the coherent state does not adequately approximate the ground state of the
gas.

It might be apparent to readers from a quantum optics background that this variation
in the size of the number fluctuations sounds somewhat like squeezing. This section derives
the Bogoliubov transformation, which maps a vacuum state to an approximate ground state;
it turns out to be exactly a squeezing transformation. The Wigner functions for squeezed
states are positive, and this state can be sampled for Monte-Carlo purposes.

The Bogoliubov approximation is valid when the state of the atomic field is close to
a coherent state with the equilibrium order parameter ψ(x) as its amplitude. The repul-
sion term in the Hamiltonian is fourth order in the field operators Ψ̂(x) and Ψ̂†(x). The
assumption means that the operator δΨ̂ = Ψ̂ − ψ is small, and the terms that are cubic or
quartic in it can be neglected, leaving an approximate Hamiltonian that is quadratic in the
field δΨ̂. The ground state of this Hamiltonian should approximate the ground state of the
full Hamiltonian better than the coherent state does.

The equilibrium order parameter defines an orbital, and by assumption the state of
this condensate orbital is coherent. The ground state of the other orbitals remains to be
determined. Those orbitals can not have a nonzero coherent amplitude; if they did, it could
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be absorbed into the order parameter. So there are no linear terms in the approximate
Hamiltonian, and its minimum will lie at zero coherent amplitude. This is shown more
rigorously below, where the Bogoliubov transformation is derived. The remaining question
is the shape of the quadratic energy well. It it possible for this to be distorted in ways that
make no difference to the classical equilibrium point, but cause the ground state of the
non-condensate orbitals to be a squeezed state instead of a vacuum.

The goal is to find harmonic modes whose amplitudes are independent, with ampli-
tudes ai that split the Hamiltonian of Equation 14 into a sum of the form ∑

i χia
†
iai with

no cross terms. Because the Hamiltonian is nonlinear in the field amplitude, these modes
might not correspond to orbitals in a simple way. In particular, the coordinate ai + a†i is
the component of some orbital ϕi in the field ψ, and the canonical momentum i(a†i − ai) is
the component of some orbital ϕ′i in dψ

dt , but ϕ and ϕ′ are not necessarily the same orbital.
There are two ways to determine the harmonic modes, and therefore the form of the

quadratic approximation to the Hamiltonian. The first is to diagonalise the Hamiltonian
by brute force, applying some squeezing transformations that give a set of independent
harmonic oscillators. This is the Bogoliubov transformation, described later in this sec-
tion. The tricky way is to realise that, when the classical field is perturbed by adding a
component along one of the harmonic modes, the trajectory of the perturbed field will be
harmonic. A search for harmonic solutions to the Gross-Pitaevskii equation, in the limit that
the classical field is close to the equilibrium point, will reveal the modes that diagonalise
the Hamiltonian. We will follow this classical approach first, then introduce the quantum
version.

The classical order parameter field can be interpreted as a description of a classical
fluid; the squared modulus of the order parameter is the fluid density, and the gradient of its
phase is the mass flux. The harmonic solutions to the Gross-Pitaevskii equation correspond
to sound waves in this fluid, where the quantum gas is rarefied and compressed. The
waves do not obey a superposition principle in general, because the GPE is nonlinear, but
they do so in the limit where their amplitudes are small. In this limit, the sound waves
can be quantised by treating the modes as independent oscillators; the imposition of this
superposition principle is how the Bogoliubov Hamiltonian differs from the original atomic
Hamiltonian. Hopefully, the vacuum fluctuations in the ground state of the field will be
small enough for this approximation to be accurate. This assumption will be examined
after the ground state is derived.

It remains to find the mode functions, and the harmonic frequencies for sound waves in
the condensate fluid. The derivation follows [1], using the scaled units of Section 3. When
the Gross-Pitaevskii equation has the form of Equation 15, the equilibrium order parameter
satisfies the eigenproblem

(−∇2 +K2 + ξ−2)ψ0 = Ξ−2ψ0, (40)

and the order parameter evolves in time as

ψ(s, x) = ψ0(x)e−
i

2Ξ2
s.
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Here Ξ is the length derived from the chemical potential using dispersion units, which is
often close to the healing length in the densest part of the condensate.

We start by subtracting Ξ−2ψ from the right hand side of Equation 15. This is just a
displacement of the energy scale, and has no physical effect; however, it causes the chem-
ical potential to be zero in equilibrium, so that a sound wave with physical frequency χ is
represented by a field with a static component and a component whose phase rotates at
frequency χ, instead of components at Ξ−2 and Ξ−2 + χ. This gives a classical equation of
motion

2i∂sψ =
(

−∇2 +K2 + g|ψ|2 − Ξ−2
)

ψ. (41)

We seek sound wave solutions of the form ψ = ψ0 + δψ, where ψ0 is constant and δψ is
harmonic. When this form is substituted in Equation 41, the left hand side splits into a
constant term and a term proportional to δψ; on the right hand side, the expansion of the
term in |ψ|2ψ includes a term in ψ2

0δψ
∗ whose phase rotates in the opposite sense to the

phase of δψ. Therefore δψ must rotate in both senses, and the solution has the form

ψ = ψ0 + ue−iχs − v∗eiχs. (42)

The solutions come in identical pairs due to the symmetry where χ is negated and u is
swapped with −v∗, but we can select one of each pair by requiring the frequency χ to be
positive.

When the form of Equation 42 is substituted, Equation 41 becomes

2χ(ue−iχs + v∗eiχs) =
(

−∇2 +K2 − Ξ−2
)

δψ − g|ψ0|2ψ0 + g|ψ|2ψ.

The last term is a polynomial that is quadratic in ψ0 and δψ, and linear in their complex
conjugates. When it is expanded, the static terms g|ψ0|2ψ0 cancel, and every remaining
term is at least linear in δψ or its conjugate. Collecting the linear terms that rotate as e−iχs
and eiχs gives an eigenproblem called the Bogoliubov equations [71],

(−∇2 +K2 + 2g|ψ0|2 − Ξ−2)u− gψ2
0v = 2χu,

(−∇2 +K2 + 2g|ψ0|2 − Ξ−2)v − gψ2
0u = −2χv.

(43)

Sound waves that satisfy this eigenproblem satisfy the Gross-Pitaevskii equation to first
order in u/|ψ0| and v/|ψ0|. This is adequate when the field is nearly coherent, so that u, v
and δψ are small.

The obvious way to compute solutions to the Bogoliubov equations is to transform
them into the eigenvalue problem
(

−∇2 +K2 + 2g|ψ0|2 − Ξ−2 −gψ2
0

gψ2
0 ∇2 −K2 − 2g|ψ0|2 + Ξ−2

)(

ui
vi

)

= 2χ

(

ui
vi

)

, (44)

which can be solved by many well-known algorithms. However, this turns out to be numer-
ically unstable. When the frequencies of the modes are degenerate, the degenerate mode
functions that are computed can be nearly identical, which results in nearly equal quantities
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being subtracted when the quantum ground state is computed. The problems are resolved
[72] by solving for the functions Ψ+ = u+v and ψ− = u−v, which satisfy the independent
equations

(h20 + 2g|ψ0|2h0)ψ+ = 2χ2ψ+

(h20 + 2gh0|ψ0|2)ψ− = 2χ2ψ−,
(45)

where h0 = −∇2 +K2 + g|ψ0|2 −Ξ−2. The sum and difference modes are related by ψ− =

(h0/2χ)ψ+. It is not obvious why this problem is more stable—the operators being di-
agonalised are not normal—but in practice it is. When the modes are degenerate, it is
best to solve Equations 45 for ψ+ and use this relation to find the corresponding ψ−. When
bothψ+ andψ− are computed from Equations 45, it is not obvious how to match up eachψ−

eigenvector with the particular linear combination of the degenerate ψ− eigenvectors that
corresponds to it.

For a given potential, there will be a discrete set of modes ui and vi that satisfy Equa-
tions 43. These do not satisfy any orthogonality relation, so it is not possible to expand
an arbitrary δψ in the usual way, using inner products. However, given a perturbation δψ,
the expansion δψ =

∑

i uiαi − v∗i α
∗
i is a linear combination of certain modes related to ui

and vi, in which the coefficients are the real and imaginary parts of αi. This can be solved,
possibly in a least squares sense, to give an expansion of δψ over the sound wave modes.

When ψ0 is real, as an equilibrium order parameter usually is, Equations 43 have real
solutions for u and v [73]. However, the form of Equation 42 is a complex field. So in what
sense does the harmonic dynamics generated by u and v describe a physical sound wave?

At times χs = nπ with n an integer, the terms ue−iχs and v∗eiχs are real, and they are
small perturbations of the large real amplitude ψ0. At these times, the order parameter is
stationary, and the fluctuation δψ = ±(u− v∗) perturbs the density of the condensate. The
compressions and rarefactions swap places every half cycle. This is what a standing sound
wave would do.

Between these times, when χs = (n + 1
2 )π, the quantity δψ = ±i(u + v∗) is imagi-

nary. To first order, a purely imaginary perturbation to the real quantity ψ0 has no effect
on the modulus of the order parameter: these are the times when the standing wave passes
through the equilibrium density |ψ0|2. The imaginary quantity δψ twists the phase of the
order parameter, giving the condensate a velocity proportional to ∇(u+ v∗)/|ψ0|. The con-
densate is a nonlinear fluid that supports unusual sound waves whose density and velocity
peaks have different forms. However, this is only the case at long wavelengths. In the
limit where the wavelength is much shorter than the healing length, the nonlinear repul-
sion term becomes small compared to the kinetic energy, and the modes revert to ordinary
linear sound waves, with u much larger than v∗.

So far, we have analysed sound waves in the classical order parameter. The quantum
mechanical analysis treats the atomic field Ψ̂, which differs from the order parameter ψ0

by a small perturbation δΨ̂, with

Ψ̂(x) = ψ0(x) + δΨ̂(x). (46)
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The modes of Equation 42 become an expansion known as the Bogoliubov transforma-
tion [67]

δΨ̂(x) =
∑

i

ui(x)ai − v∗i (x)a†i (47)

that relates the field operator to a set of phonon mode operators ai. Physically, this means
that a sound wave is excited when the creation operator adds atoms to the compressed parts
of the fluid and the annihilation operator removes them from the rarefied parts. Exciting
a sound wave should not change the number of atoms in the gas, so in a strict analysis the
atoms created and annihilated would move to and from the condensed mode a0, and δΨ̂
would include terms in uiaia

†
0 and v∗i a

†
ia0. However, the state of the condensed mode is

assumed to be coherent with a large amplitude, so that a0|Ψ⟩ ≈ a†0|Ψ⟩ ≈
√
N |Ψ⟩, and the

factor of √N related to the number of atoms is absorbed into ui and vi.
Substituting Equation 46 into the atomic field Hamiltonian of Equation 14, and col-

lecting terms by order of the perturbation δΨ̂, gives [1]

H =

∫

−ψ∗
0∇2ψ0 +K2|ψ0|2 +

g

2
|ψ0|4

+

∫

(−∇2 +K2ψ0 + g|ψ0|2)ψ0δΨ̂ + h.c.

+

∫

−δΨ̂†∇2δΨ̂ +K2δΨ̂†δΨ̂ +
g

2

(

(δΨ̂†)2ψ2
0 + δΨ̂2(ψ∗

0)2 + 4δΨ̂†δΨ̂|ψ∗
0 |2
)

+O(δΨ̂3).

The first line is the chemical potential Ξ−2 of the equilibrium order parameter. It can be
set to zero by referring the external potential K2 to Ξ−2, and we will assume this has
been done. The second line is proportional to the right-hand side of the Gross-Pitaevskii
equation, so, as was claimed above when the Bogoliubov approximation was introduced,
the Hamiltonian is minimised to first order in δΨ̂ when the order parameter assumes its
equilibrium value.

The third line is second order in δΨ̂. It can be shown [73] that the eigenvalue property
of Equation 43 reduces the spatial integrals to sums over such terms as a†ia†j

∫

u∗i vj and
a†iaj

∫

u∗i uj . At this point, we will assume that the mode functions are real; they have
completeness and orthogonality properties that diagonalise these sums. The Hamiltonian
reduces to

H =

∫

−ψ∗
0∇2ψ0 +K2|ψ0|2 +

g

2
|ψ0|4 − 2

∑

i ̸=0

χi

(

a†iai +

∫

|vi|2
)

(48),

where χi is the eigenvalue from Equation 43 for the modes ui and vi. The orthogonality
properties are derived from the requirement that the δΨ̂ of Equation 47 satisfies an appro-
priate field operator commutation relation whenever ai satisfies [ai, a

†
i ] = 1. They are not

strictly orthogonality requirements, because they can not be derived from an inner product
on the ui and vi. If we define wi = (ui, vi) for convenience, the two requirements [73] are

F [wj , wk] =

∫

ujuk − vjvk = δjk and G[wj , wk] =

∫

ujvk − vjuk = 0, (49)
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These are not quite an orthogonality relation: the functionals F and G are bilinear, but
they are not positive definite. Also, F is symmetric, and G is antisymmetric. This implies a
normalisation condition

F [wi, wi] =

∫

|ui|2 − |vi|2 = 1. (50)

We restricted the solutions of Equation 43 to those with positive χ. These can be
shown to form a complete set [73]. Given this, the ground state of the Hamiltonian of
Equation 48 is obvious: it occurs when all the phonon modes ai are in their vacuum states.
In the truncated Wigner model, the ensemble of classical fields is found from Equation 47,
treating Ψ̂ as a classical field instead of a quantum one. Each mode operator ai becomes a
Gaussian distributed classical amplitude αi as usual. When the Bogoliubov transformation
of Equation 47 is applied, the real part of αi is shrunk by a factor u− v, and the imaginary
part stretched by a factor u+ v. This resulting distribution is still Gaussian, but it forms an
ellipse instead of a circle in the complex plane.

It remains to find the modes u and v [1]. In an untrapped condensate in one dimen-
sion, the constant potential may be set to K2 = 0, in which case the chemical potential
of Equation 40 is Ξ−2 = ξ−2 = g|ψ0|2. The eigenmodes of Equations 43 are propor-
tional to the eigenfunctions of the Laplacian; since we are assuming the modes to be real,
these are sin(kx) and cos(kx). These can be chosen with k positive. Physically, these de-
scribe standing sound waves, which translate more neatly to the modes of a trapped gas.
When such sinusoidal modes are substituted into Equations 43, the result is a 2 × 2 matrix
eigenproblem,

(

k2 + ξ−2 −ξ−2

ξ−2 −k2 − ξ−2

)(

u
v

)

= 2χ

(

u
v

)

. (51)

In this equation, the symbols u and v can be read as sinusoidal functions; alternatively,
they can be read as the amplitudes. The solution is 2χ = k

√

k2 + 2ξ−2. In the limit where
the wavelength is long compared to the healing length, so that

√

k2 + 2ξ−2 ≈
√

2ξ−1, this
asymptotes to a linear dispersion relation, with the frequency χ proportional to k. In this
limit, the modes are very much like sound waves, and propagate at the Bogoliubov sound
speed 1/(

√
2ξ).

For a more precise analysis, let us impose periodic boundary conditions in a one-
dimensional gas of length L, and treat u and v as the amplitude coefficients of normalised
mode functions, with pairs of modes

u(x) = u
√

2/L sin kx, v(x) = v
√

2/L sin kx,

and
u(x) = u

√

2/L cos kx, v(x) = v
√

2/L cos kx (52)

whose energies are degenerate. In this case, Equation 50 becomes u2 − v2 = 1. Cross-
multiplying Equations 51 gives

(k2 + ξ−2 − 2χ)u2 = (k2 + ξ−2 + 2χ)v2,
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whence
u2 =

κ+ κ−1

2
√
κ2 + 2

+
1

2
and v2 =

κ+ κ−1

2
√
κ2 + 2

− 1

2
, (53)

where κ = kξ is the wave number referred to the healing length. The results for u, v and χ
are shown in Figure 20, along with ellipses to indicate the squeezing of a Bogoliubov mode
at each wave number.

ξ−2

k

ξ−1

1

2χ

u

v

squeezing

Figure 20. Amplitudes and energies of Bogoliubov modes.

In the high energy limit κ → ∞, the asymptotes are u2 → 1 and v2 → 1/4κ4. In this
limit, the sound wave modes become identical to standing wave orbitals: the Bogoliubov
transformation has no effect, and Equation 47 reduces to an expansion of δΨ̂ over these
orbitals. This means that exciting a sound wave with a given wave number is identical
to exciting an atom from the condensate to an orbital with the same wave number; the
quantisation of the sound waves is due to the discrete nature of the atomic gas.

In the continuous limit κ → 0, both u2 and v2 asymptote to 1/(2
√

2κ). However, the
longest mode in a gas of length L has wave number k0 = 2π/L, where, for a gas of N
particles, L =

√
2γNξ. Assuming that κ is small, which is the case whenever this mode can

become large, its norm is
u2 ≈

√
γ

4π
N,

where γ is the Lieb-Liniger parameter defined in Section 8. The mean field approximation
requires this mode to be small compared to the order parameter of N particles, which is
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true only in the classical case of small γ.
In a trap, the mode shapes are determined by the condensate density |ψ0|2. The wave

numbers are discrete, and the condensate size will set a separation between them. The
sound speed decreases to zero in the limit of low atomic density, and the boundary condi-
tions will depend on the shape of the trap at the edges of the condensate. In most cases, the
modes will expand and contract somewhat at the trap edges. The lowest frequency modes
of a trapped condensate are not like sound waves at all, but are Kohn and breathing modes
of the whole condensate.

In symmetric traps, and particularly in the case of an untrapped gas, several sound
wave modes can have the same frequency. Such degenerate modes satisfy Equation 44,
but do not necessarily have the orthogonality properties that generate the diagonal form
of Equation 48. Numerical diagonalisation often computes modes of this kind, and the
orthogonality properties of Equation 49 must be imposed explicitly by taking appropriate
linear combinations of the computed eigenvectors.

Suppose that w1 = (u1, v1) and w2 = (u2, v2) are a pair of degenerate sound wave
modes, part of a computed solution to Equations 45. The computed modes will not neces-
sarily satisfy Equations 49, so these constraints have to be imposed explicitly. The obvious
method is to look for linear combinations wa = w1 + λw2 and wb = w2 + µw1 that satisfy
Equations 49 apart from the normalisation condition, then normalise these.

One requirement is

G[wa, wb] = G[w1 + λw2, w2 + µw1] = (1 − µλ)G[w1, w2] = 0.

This can be satisfied in two ways: either the modes w1 and w2 satisfy the condition already,
with G[w1, w2] = 0, or else µλ = 1. The other requirement is

F [wa, wb] = (1 + µλ)F [w1, w2] + λ∥w2∥2 + µ∥w1∥2 = 0. (54)

Here F [w,w] is written ∥w∥2, although this is not actually a norm. In the case G[w1, w2] = 0,
this can be solved by setting µ = 0 and λ = −F [w1, w2]/∥w2∥2, or alternatively by λ = 0

and µ = −F [w1, w2]/∥w1∥2. The modes are degenerate, so λ and µ are not necessarily
unique. The other case, where µλ = 1, guarantees that λ ̸= 0, so Equation 54 can be
reduced to

λ2∥w2∥2 + 2λF [w1, w2] + ∥w1∥2 = 0,

with solution
λ =

−X ±
√

X2 − ∥w1∥2∥w2∥2
∥w2∥2

and
µ =

−X ±
√

X2 − ∥w1∥2∥w2∥2
∥w1∥2

,

where X = F [w1, w2].
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27. Number fluctuation observables as Wigner distributions

The Harvard group can directly measure the difference in atomic density between the
two split clouds [64]. It is convenient to measure these fluctuations using a correlation
observable : (Nl−Nr)2:, whereNl andNr are the numbers of atoms in the two components
after the trap is split, and the colons denote normal ordering. The expectation value of this
observable is zero when the two components are coherent fields with the same amplitude;
it will be negative when their numbers are correlated and positive when their phases are
correlated.

In the two-dimensional description of the split trap, the atom numbers are related to
the field operators as

Nl(z) =

∫ ∞

0

dx

∫ ∞

−∞

dz ψ̂(x, z)†ψ̂(x, z) and Nr(z) =

∫ 0

−∞

dx

∫ ∞

−∞

dz ψ̂(x, z)†ψ̂(x, z).

Substituting the mode expansion from Section 25, it follows that

Nl(z) =
1

lh

∑

ij

∫ ∞

0

dx

∫ ∞

−∞

dz a†i (z)aj(z) sinc

(

x− xi
l

)

sinc

(

x− xj
l

)

≈
∑

i,k:xi>0

a†ikaik.

The approximation here is that l−1
∫∞

0
sinc

(

x−xi

l

)

sinc
(

x−xj

l

)

= δij . This is a good approx-
imation for points distant from the trap axis, where the integral can be extended to −∞.
When xi and xj are small, there are discrepencies in the coefficients of a†i (z)âj(z) that are
around 10%. This does not matter after the trap has been bisected, but it will affect the
computed observables beforehand, when there is a single condensate trapped along the z
axis and the atoms are being counted on either side of the axis. A wavenumber-limited field
does not naturally divide into two parts sharply divided by an axis. It would be straightfor-
ward to include the cross terms if necessary, but the number differences at this point of the
experiment are not very interesting, and these are omitted for simplicity.

The task now is to put the correlation observable into symmetric form in ai and a†i , so
that it can be evaluated as an average over samples from a Wigner distribution. The cross
term is straightforward:

:NlNr: =:Nl: :Nr:

=
∑

i:xi>0,j

a†ijaij
∑

k:xk<0,l

a†klakl

=
∑

i:xi>0,j

(

s(a†ijaij) −
1

2

)

∑

k:xk<0,l

(

s(a†klakl) −
1

2

)

.

Here s is the symmetric ordering defined in Section 15. Suppose the random complex
field ψ is distributed according to the Wigner distribution W−1Ψ̂. We will write this as
ψ ↔ Ψ̂. It follows from Equation 39 that symmetric moments of aij and a†ij correspond to
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moments as aij ↔
√
lh ψ(xi, zj), whence

:NlNr:↔ l2h2
∑

i:xi>0,j

(

|ψ(xi, zj)|2 −
1

2lh

)

∑

k:xk<0,l

(

|ψ(xk, zl)|2 −
1

2lh

)

.

Note that lh∑ij is the way that the XPDE software evaluates an integral; this software is
used below to compute these observables.

The self terms are slightly more complicated.

:N2
l (z): =

∑

i,j,k,l:xi,k>0

a†ija
†
klaijakl.

This sum includes diagonal terms which require the identity

: a2†a2: = s(a2†a2) − 2s(a†a) + 1
2 . (55)

The diagonal and off-diagonal cases evaluate to

:N2
l (z): =

∑

i,j,k,l:xi,k>0

{

s(a†ija
†
klaijakl) − s(a†ijaij) − s(a†klakl) + 1

2 i = j and k = l,
(s(a†ijaij) − 1

2 )(s(a†klakl) − 1
2 ) otherwise.

↔ l2h2
∑

i,j:xi>0

(

|ψ(xi, zj)|2 −
1

2lh

)

∑

k,l:xk>0

(

|ψ(xk, zl)|2 −
1

2lh

)

− lh
∑

i,j:xi>0

(

|ψ(xi, zj)|2 −
1

4lh

)

.

The term :N2
r (z): can be evaluated similarly; the result differs only in that the sums are

taken over xi < 0 instead of xi > 0.
Putting the terms back together, and making use of the function sgn that takes the

value 1 for positive numbers and −1 for negative ones, gives

: (Nl −Nr)
2:↔



hl
∑

ij

sgn(xi)

(

|ψ(xi, zj)|2 −
1

2hl

)





2

+ hl
∑

ij

(

−|ψ(xi, zj)|2 +
1

4hl

)

.

(56)
As a simple case for tests and validation, Section 28 will consider correlations in a

one-dimensional untrapped gas. These correlations will be measured by the second-order
correlation function g(2). The value of this function is known both for the exact interacting
ground and thermal states, and also for the approximate Bogoliubov states [69]; this makes
it convenient for numerical validation.

The function, in the normalised form that we will use, is defined by

g(2)(x, y) =
⟨Ψ̂†(x)Ψ̂†(y)Ψ̂(y)Ψ̂(x)⟩
⟨Ψ̂†(x)Ψ̂(x)⟩⟨Ψ̂†(y)Ψ̂(y)⟩

. (57)

For simplicity of programming, we will mostly consider the single point limit x = y. The
denominator in this case is simply a density, and when x = xi, one of the points at which
the field is numerically sampled in Equation 38, it can be Wigner sampled as

Ψ̂†(xi)Ψ̂(xi) =
1

h
a†iai ↔ |ψ(xi)|2 −

1

2h
. (58)
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The numerator follows from the identity in Equation 55,

(Ψ̂†)2(xi)Ψ̂
2(xi) ↔ |ψ(xi)|4 −

2

h
|ψ(xi)|4 +

1

2h2
. (59)

The boson density can be taken in momentum space as well as position space, with

n(ki) = Ψ̂†(ki)Ψ̂(ki) ↔ |ψ̃(ki)|2 −
1

2hk
, (60)

where ψ̃(k) and ψ(x) are related by the Fourier transform of Equation 26, and hk is the
spacing between the points ki that form the reciprocal grid to xi. The kinetic energy den-
sity k2n(k) can be evaluated similarly as

k2i Ψ̂†(ki)Ψ̂(ki) ↔ k2i

(

|ψ̃(ki)|2 −
1

2hk

)

, (61)

and the total kinetic energy is T =
∫

k2n(k) dk.

28. Oscillating correlations from a coherent state

Section 26 derived the Bogoliubov transformation, linking boson orbitals to sound wave
and quasiparticle modes. This resolves the Hamiltonian of a field of replusive bosons into
a set of independent sound wave modes, on the assumption that the field is sufficiently
coherent to neglect operators of third and higher orders in the difference δψ̂ between the
boson field and its order parameter. When this assumption holds, Equation 48, along with
the choice of positive frequencies χi, shows that the vacuum state of the sound wave modes
has less energy than the coherent state.

This is a squeezing transformation. The vacuum state of the sound wave modes, which
is the ground state of the approximate Hamiltonian formed by expanding the field Hamilto-
nian to second order in δψ̂, is a squeezed state of the boson orbitals. Conversely, a coherent
state of the Bose field is a squeezed vacuum state of the sound wave modes, which is an
excited state of the approximate Hamiltonian.

What would happen if condensed bosons were prepared in a coherent state, instead of
their ground state? In principle, there are ways to do this. Bosonic atoms could be cooled
in the presence of a magnetic field turned to a Feschbach resonance [1], a condition where
their interactions are small. After these non-interacting atoms relaxed into their coherent
ground state, the field could be rapidly changed, so that the atoms remained in a coherent
state while they developed significant repulsion.

Atoms prepared in this way could reduce their repulsion energy by moving to a more
regular spatial distribution, a state that better approximates their Bogoliubov ground state.
The mean-field density can not change, because the equilibrium order parameter already
minimises the overall repulsion energy, but the fluctuations in the density can change. The
atoms can shuffle around each other, preserving their total density, but distributing them-
selves more regularly to remove the extra repulsion energy from pairs of atoms that are
placed close to each other by chance. During this process, the excess repulsion energy will
become kinetic energy.
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When the atoms have shuffled in this way for some time, their repulsion energy will
reach a minimum. The repulsion energy at this point might be less than in the ground state;
the motion expected for a squeezed state includes times when the position fluctuations are
suppressed, and the squeezed state has less potential energy than the vacuum state does.
The kinetic energy will reach a maximum at these times, so the atoms won't stay where
they are. The position correlations might oscillate as the excess energy transfers back and
forth between repulsion energy and kinetic energy.

Figure 21 shows the squeezing ellipses for the Bogoliubov modes of a gas in a coherent
state. Wave number increases from left to right. On the top line, the system size is of
the same order as the healing length, and the step between wave numbers is around the
reciprocal healing length. Only the lowest few modes are significantly squeezed; when the
coherence function is observed over time, the discrete frequencies of these modes will be
distinguishable. The bottom line shows a large system, where many modes have significant
squeezing. These modes will rotate at different frequencies and get out of phase, causing
the coherence function to decay and never recover.

System size around

healing length

System much larger

than healing length

Figure 21. Effect of gas size on the coherence oscillations.

29. Results of Wigner simulations

Section 28 made some qualitative predictions about the dynamics that would result if a
gas of mutually repelling bosons was prepared in a coherent state. Some truncated Wigner
simulations were carried out to test these predictions in the simplest case of a uniform,
untrapped Bose gas with periodic boundary conditions. To examine the convergence of the
coherent and Bogoliubov states to the ground state, the simulations were carried out with
both those states as initial conditions, and were repeated for three Lieb-Liniger parameters,
γ = 0.01, 0.03 and 0.1. In these conditions, the value of g(2) in the exact Lieb-Liniger
ground state agrees with the value in the Bogoliubov state to within a few percent[69], so
the Bogoliubov graphs of g(2) are exact to within a few percent at s = 0. I am not aware of
any work that has calculated the kinetic energy or the momentum distribution n(k) for the
Lieb-Liniger ground state. The momentum distribution has been calculated for an algebraic
Bethe ansatz [74], but only for values γ1 in the Tonks-Giradeau regime.

In these simulations, the classical dynamics followed the Gross-Pitaevskii equation in
one dimension, Equation 19. The number of samples required for convegence was on the
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order of 105. The system is homogeneous, permitting many quantities to be averaged over
the length of the gas. Longer gases required fewer samples, but more work to integrate
each sample. Where the graphs show a pair of parallel curves for the same quantity,
these indicate the range of sampling error in the Monte-Carlo method. The software used,
xSPDE, estimates time discretisation errors by repeating the integration at a smaller time
step, and indicates them by plotting error bars. In all of the data plotted here, these error
bars were too small to be visible.

The Wigner distribution for a squeezed state is Gaussian. This makes it fairly straight-
forward to draw samples for a Bogoliubov state [71, 75, 49]. The sound wave annihilation
operators ai in Equation 47 are replaced by random variables αi to give

ψ(x) = ψ0 +
∑

i

ui(x)αi − v∗i (x)α∗
i .

In the Bogoliubov ground state, the sound wave modes are in vacuum states. As described in
Section 15, the Wigner distribution for the vacuum state is a complex Gaussian distribution,
with αi = 0 and |αi|2 = 1

2 , where the bars denote ensemble averages over the distribution.
For an untrapped gas, the mode functions u and v are the sinusoidal ones of Equations 52
and 53, with discrete wave numbers ki = 2πi/L. The modes for a trapped gas must be
found by solving Equation 45 numerically.

The one somewhat fiddly aspect of sampling a Bogoliubov ground state is setting the
grid spacing, which determines the highest momentum that occurs in the simulation. The
orbitals whose states are significantly squeezed have wave numbers up to √

2/ξ, and the
grid must have at least a few points per healing length to include them and capture the
short-time dynamics of the gas. On the other hand, the truncated Wigner method is only
reliable when there is at least one particle per grid point. If this condition is not met, the
sampled averages will converge very slowly. More importantly, the Moyal brackets that
determine the quantum dynamics will not be well approximated by the Poisson brackets
that determine the truncated Wigner dynamics. It is possible to satisfy both requirements
only when there are several particles per healing length, in the coherent regime of small γ.
The result that a phase space method is most reliable near the coherent limit is not especially
surprising.

Some related calculations have been carried out recently [76]. The system treated
was a Bose gas in a cigar-shaped harmonic trap, with parameters chosen to match the
Vienna trap before splitting. The simulations are for an initial Lieb-Liniger parameter of γ =

4.5 × 10−4, which is impulsively increased to values somewhat smaller than those in the
figures below. The simulations were done at finite temperatures, using a classical method
and the positive-P method.

The physical situation being considered in [76] is a sudden tightening of the trap. The
atoms would initially be in the ground state with γ = 4.5 × 10−4. The healing length
is proportional to the transverse trap radius, according to Equation 18, so the value of γ
increases as the trap tightens. Those simulations treated an increase of γ by a factor of 5,
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giving a final γ = 2.3×10−3 and a factor of 20, giving γ = 9×10−3. The latter is comparable
to Figure 22 below, in which γ = 0.01.

The results in [76] claim that the gas has a nonzero interaction strength initially, and
this density of the gas in the harmonic trap was set to its equilibium value for this repul-
sion. However, all of the calculations assumed that the state of this interacting gas was
coherent. The paper acknowledges that this is only an approximation, at least implicitly,
because it presents results in which nothing is supposed to have changed at the initial time,
but g(2) equilibrates regardless. Therefore, although those results are supposed to be for a
different physical process, they are in fact exactly comparable to the coherent state results
in this section. The results in that paper should be treated with some suspicion, because
the relaxation of g(2) due to the use of a coherent initial state is of the same order as the
relaxation due to the change in interaction strength.

The directly comparable results occur in Figure 7 of [76], and in Figure 22 in this
section. The paper has an initial g(2)(0) = 1.012, due to a finite but small temperature.
This reduces by 0.029 for a quench to γ = 0.09. The comparable result in this section is
a fall in g(2) of 0.4 for γ = 0.01. It is plausible that this difference is due to the trapping
potential in the published results.

In that paper, the correlation function g(2)(x, x′) was computed with x ̸= x′, and waves
of correlations were seen to propagate in x − x′ at the Bogoliubov speed of sound. Calcu-
lating this with the truncated Wigner method would be straightforward in principle, but it
would require some significant extensions to the software used in these simulations.

These simulations were implemented using the Matlab framework xSPDE [77, 78], a
successor to the XMDS system [79, 80]. This framework solves a system of stochastic partial
differential equations that the user specifies in a Matlab structure. It provides sensible
defaults for the integation algorithm and numerical parameter, which the user can override.
The input structure specifies quantities whose expectation values need to be calculated, and
these quantities are automatically averaged over the ensemble and plotted with error bars.

The results are presented in the scaled units of Section 3, with the reciprocal boson
density as the unit of length. This sets the scaled healing length to ξ = 1/

√
2γ. The only

intrinsic time scale corresponds to the chemical potential, s0 = ξ2. Numerical values of ξ
and s0 are given in the captions.

The most basic prediction is that in the limit of small γ, both the coherent and Bo-
goliubov states are good approximations to the ground state. In the true ground state,
all observables are steady, and the amounts by which the repulsion and kinetic energies
change over time suggest how well the approximate ground state has captured the physics
of the Bose gas. This is tested in Figures 22, 23 and 24. All graphs use the scaled units of
Section 3, with the atomic seperation as the unit of length. Axes labelled s show the time
in these units. In these simulations, the gas has 200 bosons. Depending on γ, the gas has
an extent of 20 to 100 healing lengths, enough to approach the infinite gas limit.

Graphs (a) show the repulsion and kinetic energies as dotted lines, and the total energy
as a solid line. Each line is duplicated to indicate the sampling error. The kinetic energy T
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was evaluated by taking the integral over momentum of Equation 61. The potential energy
density is V/L = γ(Ψ̂†)2(x)Ψ̂2(x), which was evaluated using Equation 59. The gas is uni-
form, so this is independent of x, and the plotted V/L is the average of Equation 59 over
the grid points xi. All simulations had unit condensate density; the calculated energies are
slightly higher in the Bogoliubov state, which has a higher total density due to nonconden-
sate bosons. In the coherent state, all of the bosons are condensed with zero momentum,
so all of the energy is due to repulsion. As predicted, the coherent state changes over time,
and some of the repulsion energy becomes kinetic energy. In constrast, the Bogoliubov
state has some kinetic energy to start with, but the change over time is relatively smaller.

The total energy is conserved almost exactly. This is a feature of the truncated Wigner
method [81]. The uncertainty ranges displayed in the graph are due to sampling errors,
which cause the average over the samples to differ from the energy of the state from whose
Wigner distribution the samples were drawn. However, the truncated Wigner dynamics
exactly conserve the average over the samples.

Graphs (b) show the second order coherence function g(2)(0), evaluated from Equa-
tions 57, 58 and 59. This quantity is proportional to the repulsion energy, but it is nor-
malised to the total atomic density. The value in a coherent state is 1, and values less than
1 indicate that the bosons are spread out, with pairs less likely to coincide than they would
be if the bosons were placed at random. The coherent initial state relaxes quickly, and the
relaxed values of g(2)(0) are quite close to those in the Bogoliubov state.

The time domain graphs (c) show the occupation of orbitals with nonzero momen-
tum. The quantity plotted is the boson density n(k) in momentum space, evaluated from
Equation 60. Nearly all of the bosons occupy the condensate orbital with zero momentum,
but n(0) was set to zero when the graphs were plotted, allowing the occupation of the other
orbitals to be seen.

The power spectrum of these occupations is shown in (d). If ñ(k, ω) is the Fourier
transform of n(k, s), under the Fourier transform of Equation 26, then Sn(k, ω) = |ñ(k, ω)|2.
The angular frequency ω is given in the same scaled units as the times s. The occupation of
the condensate orbital has been set to zero so that the changes in the other orbitals can be
seen on the scale of the graphs. The occupations are steadier in the Bogoliubov state than
in the coherent state. This can be seen in the time graphs, and it is also apparent from the
scales of the power spectra.

At small k, both power spectra are dominated by a 1/ω term, which appears as a streak
along the k axis. This is an artefact of the Fourier transform when the simulated range of s
is shorter than the period of the sound wave mode.

Graphs (e) are power spectra of the kinetic energy density in the momentum orbitals.
This is the power spectrum ST (k, ω) = |k2ñ(k, ω)|2. The kinetic energy density |k2n(k, s)|
was evaluated from Equation 61. This is useful as a test of convergence, because sampling
errors in orbitals with large momentum can add a lot of spurious kinetic energy to the sim-
ulation. It is also a test of the Bogoliubov sound wave dynamics. The solid white line shows
the Bogoliubov dispersion relation, with frequency doubled to allow for two squeezing cy-
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cles per sound wave cycle. The dotted lines show the wave number √2/ξ around which the
dispersion changes from linear to quadratic. The power spectra for the coherent states
fit this dispersion relation very nicely, while those for the Bogoliubov states do not. This is
consistent with the prediction that the dynamics of the coherent state will be dominated by
the squeezed sound wave modes, which will be vacuum states in the Bogoliubov state. The
constant components at ω = 0 have been set to zero to make the oscillations more visible,
but their relative sizes can be seen in graphs (c).

The next question is how the discrete Bogoliubov frequencies become apparent as the
gas shrinks. Figure 25 shows a gas with γ = 0.03, as in Figure 23, except that it extends
over 5 healing lengths instead of 50. The results are much as expected. The sound wave
mode with the longest wavelength dominates the fluctuations in energy and coherence,
and its frequency is apparent in the time graphs.

Figure 26 shows a similar gas of 2.5 healing lengths. At first glance, these graphs appear
to confirm the qualitative predictions too. However, graphs (c) indicate some problems
with the truncated Wigner dynamics. In both initial states, the orbital with the highest
momentum is empty, and at later times it is occupied by a negative number of bosons,
whose negative kinetic energy cancels the kinetic energy of the other orbitals. Negative
bosons are entirely unphysical in this non-relativistic system. However, the Wigner moment
for the particle number includes a correction for symmetric order, which subtracts half a
particle from the orbital. In the initial state, the random amplitude of the Monte-Carlo
order parameter is equal to this correction, and they cancel to give an occupation of zero.
At later times, the random amplitude has decayed, and subtracting the correction gives a
negative occupation number. The truncated Wigner approximation is apparently not valid
for these parameters, but the reasons for that are unclear.

These results are interesting in the context of elongated condensates. In a numerical
treatment of these systems, the simplest way to initialise the state of the condensate is to use
the equilibrium order parameter as the amplitude of a coherent state. No doubt this is safe
when the trap is so tight that the atoms are restricted to the ground orbital of the trapping
potential along the tight axes. However, it is often the case that the repulsion energy is of
the same order as the zero point energy, so that the equilibrium order parameter is spread
out somewhat further than the ground orbital. The atoms are still tightly trapped, and
the extent of the condensate along the tight axis is short, so this is a situation where the
oscillations in coherence could be quite large. The Bogoliubov state for the atoms along
the tight axis will differ significantly from the coherent state. This is suggested by some
simulations that have been done with the potential for the Vienna trap.

These simulations can be compared to some quantities calculated for the exact Lieb-
Liniger ground state. The momentum density n(k) has been computed by an ABACUS
method [74]. The results of that calculation are compared to the Bogoliubov density of
Equation ? in Figure 27. The published results are for γ ≥ 0.25, so they are not directly
comparable to these simulations. However, the Bogoliubov approximation should improve
as γ decreases.
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Figure 22. Comparision of inital states, γ = 0.01, length 200, ξ = 7.1, ξ2 = 50.
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Figure 23. Comparision of inital states, γ = 0.03, length 200, ξ = 4.1, ξ2 = 14.
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Figure 24. Comparision of initial states, γ = 0.1, length 200, ξ = 2.2 and ξ2 = 5.
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Figure 25. Oscillating coherence with γ = 0.03, length 20, ξ = 4.1, ξ2 = 14.
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Figure 26. Oscillating coherence with γ = 0.03, length 10, ξ = 4.1, ξ2 = 14.
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The two methods give similar densities for γ = 0.25. The main difference is that the
exact values are consistently smaller than the Bogoliubov ones. This could be explained by
the non-condensate density in the Bogoliubov approximation. The exact results are for a
gas with unit total density, but the Bogoliubov gas has unit condensate density, so its total
density is somewhat larger than 1. The Bogoliubov gas is more dense, which would explain
why its momentum density is higher.

30. Correlations between numbers oscillating in a trap

The motivation to investigate the dynamics in Section 29 came from attempts to simulate
the splitting of the Vienna trap, with a coherent initial state. These simulations have not
been completed, since it became apparent that the correlations in atom positions were more
complicated than they initially appeared. This section presents some of the initial results.
The rest of the chapter presents some formalism developed for coherent states. This will
need to be revised to allow the use of Bogoliubov states or other more accurate approximate
ground states before it can be used for numerical work.

Figure 28 shows a simulation of the balance of particle numbers between the two sides
of the split trap. The observable plotted is related to the number difference observables of
Section 27. It has not been placed in normal order, rather it has been normalised by the total
number of atoms. This means that the expectation value when the two split components
are independent coherent states is 1 instead of 0.

The simulation was carried out by a truncated Wigner method. The trap was treated
in two dimensions, with the quartic fit potential taken in the x-z plane. This is the poten-
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tial shown in Figure 19. The classical equation of motion is Equation 17, with l0 = x0,
the characteristic oscillator length along the x and y axes of the initial trap. The equilib-
rium order parameter was found by solving the Gross-Pitaevskii equation in imaginary time
with the initial trap potential, then Wigner samples were taken for a coherent state with
this amplitude and the dynamics computed. The error bars show the statistical error from
sampling the Wigner distribution. The axis labelled t shows the scaled time, in units
of µm2. This scaled time was labelled s in the one-dimensional simuations shown in Sec-
tion 29. The numerator of the plotted observable was computed from a moment similar
to Equation 56, with some ordering corrections. The denominator was computed from the
moment in Equation 58.
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Figure 28. Oscillations in numbers of atoms on either side of a splitting trap.

Initially, the atoms are assumed to have condensed; the atomic field is a coherent state,
in the equilibrium order parameter of the cigar-shaped trap. The y-z plane divides the
atomic cloud into two equal parts. In the initial state of the atoms, the states of both parts
are independent coherent states, and the number difference observable has expectation
value 1. This is the case where the atoms are distributed at random, and the numbers on
either side of the cloud are binomially distributed.

This correlation observable immediately starts to oscillate, indicating that the atoms
do not remain in a coherent state. At first, the numbers of atoms on each side of the
trap become more nearly equal. Then the excess repulsion energy from the coherent state
compared to the atomic ground state converts back and forth between position correlations
and, presumably, kinetic energy. The frequency of the oscillations reduces as the trap starts
to split; the first part of the splitting involves the trap elongating along the splitting axis,
which will cause the trap frequency to reduce.
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As the two sides of the trap start to separate, and the trap enters the tunnelling regime,
the number difference decreases rapidly. The cloud splits into two parts around t = 11

to 12, corresponding to the 15µs and 16µs columns in Figure 19. The number difference
takes a steady value in the final state. Once the two clouds have entirely separated, no
atoms can pass from one component to the other, and the oscillations must stop.

If the atoms did not interact, the atomic field would remain in a coherent state during
the whole splitting process. This is a tensor product of coherent states for the fields on
either side of the trap, so the number difference observable would remain constant. In the
simulation, the atoms repel each other. Before the cloud splits, it spreads out along the
splitting axis. This provides room for the positions of the atoms to become anticorrelated,
so that they avoid colliding with each other and have a reduced interaction energy. The
anticorrelated positions mean that, if one atom is on the left side of the trap, other atoms are
likely to be on the right side of the trap. This reduces the difference between the numbers
on the two sides.

The frequency of the oscillations in the simulation is about 3µm−2, while the trap
frequency, 1/x20 is around 30µm−2. It is not obvious why the oscillations in the position
and number correlations are so much slower than the motion of an atom.

These oscillations are relevant to the Luttinger liquid model for the split trap. This
model is initialised by assuming that the transverse state the split gas is coherent, with both
components having equal amplitudes. If this were the case, a coherent state would be a
steady state of the trap, at least along the splitting axis. On the other hand, the number
observable in this simulation oscillates with a large amplitude. This suggests that a co-
herent state is not a very close approximation to the actual transverse state, and that the
suppressed number fluctuations due to repulsion are a plausible explanation for the excess
phase fluctuations in the experiment compared to the Luttinger liquid model.

31. Wigner moments for interference observables

When the atoms are released from the split trap, the density quickly reduces to a level
where the repulsion energy is small compared to the kinetic energy, and after this each
component expands freely; by the time the atoms are photographed, the clouds overlap,
and in the transverse plane they extend further than both of the trapped components did.
On the other hand, the atoms are trapped loosely along the z-axis, so they have lower wave
numbers, and expand slowly. Suppose the interval from when the atoms are released until
their photograph is taken is s in scaled units. The transverse velocity of the atoms, in scaled
units, is their wave number k. So the density in the photographed cloud at position (x, y, z)

is about |ψ̃(x/s, y/s, z)|2/s2, where the order parameter ψ(x, y, z) has been expanded over
longitudinal position and transverse momentum as the Fourier transform

ψ(x, y, z) =

∫

⟨x, y, z|kx, ky, z⟩ψ̃(kx, ky, z) dS =
1

2π

∫

ei(kxx+kyy)ψ̃(kx, ky, z) dS.

The discussion of the split trap will involve one, two and three-dimensional integrals over
the gas cloud. These will be abbreviated with dS = dx dy, and dV = dx dy dz.
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The photograph is taken along the y axis, so it records a column density

1

s2

∫

|ψ̃(x/s, y/s, z)|2 dy =
1

s

∫

|Ψ(x/s, y, z)|2 dy.

The integral has been moved from ky to y using Rayleigh's theorem, and the Fourier trans-
form is

ψ(x, y, z) =

∫

⟨x, y, z|k, y, z⟩Ψ(k, y, z) dk =
1√
2π

∫

eikxΨ(k, y, z) dk.

In the quantum theory, the observable measured when the interference fringes are
photographed is the atomic density at position z with transverse momentum k,

ρ(z, k) =

∫

Ψ̂†(k, y, z)Ψ̂(k, y, z) dy.

In the experiments [28], this density produced interference fringes along the k axis. The
phase of these fringes varied with z. In each photograph, a phase function ϕ(z) was fit to
the fringes by least squares, then the repeated photographs were averaged to give a phase
correlation function C(z, z′, t) = Re⟨eiϕ(z)−iϕ(z′)⟩.

In order to simulate these measurements, this phase correlation function must be re-
lated to an observable of the atomic field. For simplicity, suppose that the envelope of the
interference fringes is a known function f(k). Otherwise, this envelope would have to be
determined by non-linear optimisation, and the observables corresponding to the fitted pa-
rameters would be very complicated. Also suppose that the fringe spacing is known, and
the fringe density is a sinusoidal function of bk, where the length b is the separation of the
parallel lines in the split trap. This was 3µm in the experiment.

Under these assumptions, the density can be written as a linear combination of three
functions of k, whose coefficients are functions of z.

ρ(z, k) = f(k)

(

u1(z)√
2

+ u2(z) sin bk + u3(z) cos bk

)

.

The contrast and the phase can be determined straightforwardly from the vector u(z); the
aim is to find observables for the values of these coefficients that fit the photographed
density in a least squares sense. The two components in the split trap are confined tightly
along the splitting axis, so the envelope f(k) will be broad compared to the fringe spacing b
and the functions f(k)/

√
2, f(k) sin bk and f(k) cos bk will be nearly orthogonal. If f is

normalised appropriately, the least squares solution will be

u1(z) =

∫

ρ(z, k) dk u2(z) =

∫

ρ(z, k) sin bk dk u3(z) =

∫

ρ(z, k) cos bk dk.

The phase can now be determined as

eiϕ(z) = u2(z) + iu3(z) =

∫

ρ(z, k)eibk dk.
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The correlation function is

C(z, z′, t) = Re⟨eiϕ(z)−iϕ(z′)⟩ = Re

⟨∫

ρ(z, k)eibk dk

∫

ρ(z′, k′)e−ibk
′

dk′
⟩

.

Although this observable is fourth-order in the creation and annihilation operators, finding
its Wigner function is straightforward. From the convolution theorem,

∫

ρ(z, k)e−ibk dk =

∫

Ψ̂†(z, k)Ψ̂(z, k)e−ibk dk =
√

2π

∫

Ψ̂†(z, x)Ψ̂(z, x+ b) dx.

For z ̸= z′, the fields inside the expectation value commute, so this moment is already
symmetric, and its Wigner function is

C(z, z′, t) = Re

⟨∫

ψ†(z, x)ψ(z, x+ b) dx

∫

ψ†(z′, x′)ψ(z′, x′ + b) dx′
⟩

.

So the obvious method, computing a correlation function for the relative phase of the
Wigner samples, will give the right answer except at z = z′.

32. Hartree modes

The discussion of the split trap experiments started in Section 24 with a line of cold atoms
that split into two lines. By Section 31, the description had changed to a two-dimensional
plane. This section adapts that theory to more closely resemble the original description.
There are several aims to this. It would be nice to know if the original description in terms
of lines of gas and beam splitting is quantitatively true. When the experiments are analysed
numerically, it will be more efficient to describe them in one dimension than in two. Fur-
thermore, the truncated Wigner method is most trustworthy when many atoms occupy few
modes; a model that employs a handful of discrete transverse modes will be more reliable
than one on a transverse grid.

The remainder of this chapter derives one way to expand the order parameter over
a small number of transverse modes, to reduce the Gross-Pitaevskii equation to a system
of one-dimensional partial differential equations for the components of those modes, and
to initialise those components so that the expanded three-dimensional field is distributed
according to the Wigner distribution for a coherent atomic field. The derivation is
fairly complete, but no simulations have yet been done using this approach. The results in
Section 30 suggest that a coherent state is not an accurate enough approximation to the
ground state of the interacting gas before the trap is split, and it is likely that this work
would need to be extended to a Bogoliubov initial state to avoid the oscillating correlations
in those results.

Figure 19 shows the transverse ground state of the atomic field as the trap splits. The
transverse potential becomes a double well; each well has its own ground state, and these
are nearly orthogonal. The initial ground state becomes a symmetric superposition, and
the vacuum mode becomes an antisymmetric superposition. The energy gap between the
ground state and the vacuum mode reduces as the well expands and splits; eventually, the
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symmetric and antisymmetric states become degenerate. The virtual atoms in the vacuum
mode become a phase difference between the two lines of condensate. If this field is to be
expanded over a small number of transverse modes, it is clear that the modes will have to
evolve with the trap potential.

The next step is to find mode functions that satisfy this description. The quartic po-
tential that approximates the trap has the form K2(x, y, z) = Q2(z) +R2(x, y). This allows
a complete set of transverse modes θj to be defined, as the eigenmodes of Schrödinger's
equation in two dimensions,

(

−∂xx − ∂yy +R2
)

θj = k2j θj . (62)
The wave function can be expanded in the form

ψ(s, x, y, z) =
∑

j

ψj(s, z)θj(x, y). (63)

When this form is substituted into the time dependent Schrödinger's equation, it reduces
to a set of independent one-dimensional differential equations,

2i∂sψj =
(

−∂zz +Q+ k2j
)

ψj .

The thermal energy available in the bisection experiment is only sufficient to excite atoms
to the lowest few transverse modes, so only a few of these equations would have to be
solved, and all the other ψj remain zero.

This works for non-interacting atoms, but the order parameter for interacting bosons
satisfies a nonlinear Gross-Pitaevskii equation instead of the linear Schrödinger's equation.
The input and output modes are still well defined, being the stationary states with lowest
energy of the initial and split traps; these can be found by standard numerical methods.
On the other hand, the vacuum mode becomes a vague concept when the atoms interact.
This is supposed to be an excited state of the initial trap, but it is not even clear that excited
stationary order parameters exist when atomic repulsion is allowed for. Even if the vacuum
mode can be defined, the solutions to the GPE do not obey a superposition principle, so
the input and vacuum modes might not remain independent as they propagate through
splitting of the the trap.

It is physically clear that some one-dimensional model ought to exist, particularly in the
limit where all the atoms are in the transverse ground state; the conceptual and computa-
tional benefits of treating the atoms in one dimension are significant. This section derives a
set of modes that are self consistent with respect to atomic repulsion, similar to the Hartree
states for mutually repelling electrons in an atom. Section 33 will expand the dynamics of
the order parameter over these modes. The resulting equations of motion are not exactly
independent, but the interactions between modes are reduced as much as possible.

The first step in defining the self-consistent modes is to allow the order parameter to
separate approximately instead of exactly, and the modes to vary over time. Both of these
can be allowed by expanding the order parameter in the form

ψ(s, x, y, z) =
∑

j

ψj(s, z)θj(s, x, y, z). (64)
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The new expansion reduces to Equation 63 in the case that ψj and θj are independent of
time, while θj is independent of z. We will relax these requirements, requiring the functions
to vary gradually with these variables instead of being independent of them, so that the
derivatives ∂sψj , ∂sθj and ∂zθj are small but not necessarily zero. When the dynamical
equations are derived in the next section, the rates at which atoms scatter between the
modes will turn out to be proportional to these derivatives.

The more general form of Equation 64 affords some extra freedom in the choice of
modes: an arbitrary function of z can be factored from ψj into θj without changing ψ.
These functions can be normalised by imposing a condition

∫

θ∗i θj dS = δij . (65)

With this normalisation, the total number of atoms is
∫

|ψ|2 dV =
∑

j

∫

|ψj |2 dz.

In order for ∂zθj to be small, the phase of θj needs to vary gradually along the trap axis;
apart from that, this phase will remain arbitrary. With various levels of numerical effort,
it could be set to zero on the trap axis, chosen to minimise the kinetic energy of the wave
function θj , or chosen to minimise the rates at which atoms scatter between modes.

In the next section, it will be shown that the wave functions ψj evolve most indepen-
dently when the modes θj satisfy a transverse Schrödinger equation

(

−∂xx − ∂yy +K2 + 8πaρ
)

θj = (k′j)
2θj , (66)

where ρ(s, x, y, z) is a real valued function representing the atomic density, and the modes
satisfy a self-consistency condition

ρ = |ψ|2 =
∣

∣

∣

∑

j

ψjθj

∣

∣

∣

2

. (67)

This condition is very similar to the one Hartree used to approximate the wave function
of an atom whose electrons repel each other. That is not entirely surprising: Hartree's
simplifying assumption, that every particle occupies a well-defined state, is also assumed
in deriving the Gross-Pitaevskii equation. It turns out that his iterative method of finding
stationary states of an atom is also able to find excited stationary states of a condensate
order parameter. The results were shown above in Figure 19.

Section 22 noted that the one-dimensional healing length in the trap, ξ = 0.29µm, is
comparable to the transverse length scale x0 = 0.24µm. Therefore repulsion will signifi-
cantly expand the cloud in the transverse plane.

The mean-field theory for a condensate has the additional constraint that the state of
every atom is the same, and in this way our problem is simpler than Hartree's. However, in
the usual atomic problem, only the ground state must be determined. In the bisected trap,
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at least one of the excited states is also involved, the one that mixes vacuum noise into the
antisymmetric mode. These two modes must be found self-consistently, as a function of the
spin variable that represents the distribution of atoms between them. For a Monte-Carlo
simulation, the self-consistent modes can be computed once, but the longitudinal dynamics
are simulated many times.

Hartree started by constructing a wave function in which N electrons occupied the
lowest N/2 orbitals of a hydrogen atom [82]. This is not a stationary state when electro-
static repulsion is taken into account, so he had to adjust it. First, he added up the density
of charge in these orbitals, along with the nuclear charge, to find a total charge distribution
and the corresponding electrostatic potential. He took this potential as given, and found
adjusted orbitals for a single electron moving under its influence. Finally, he constructed a
new wave function, with electrons in the lowest N/2 of the adjusted orbitals, and repeated
the process. This converged to a many-electron wave function, self-consistent under the
assumption that the state separated with each electron occupying a definite orbital.

The trapped bosons in the split trap will be distributed between the two transverse
modes with lowest energy, leaving the degrees of freedom as the linear density in each
mode, and the relative phase between them. The other modes have significantly higher
energies, but the lowest two become degenerate as the trap splits. For fixed densities and
phase, it is possible to search for two mode functions that produce a self-consistent trans-
verse density when combined with the appropriate phase. The shapes of these modes de-
pend not only on the proportions in which atoms are distributed between them, but also
on the total linear density of atoms at that point along the trap. However, the atoms re-
pel strongly, so the total linear density will stay close to its equilibrium value, and a linear
expansion around equilibrium should suffice.

These modes can be computed iteratively. Fortunately, the iterations converge, and the
transverse Gross-Pitaevskii equation has excited stationary states.

33. One-dimensional field dynamics

Section 32 derived sets of self-consistent transverse modes for the interacting atomic field.
These modes depend on a one-dimensional order parameter that has multiple components,
one for each transverse mode. This section derives equations of motion for these compo-
nents, reducing the Gross-Pitaevskii equation to a system of partial differential equations in
one space coordinate. The effective healing length in these equations varies along the axis,
depending on the linear density of the atoms and their distribution among the transverse
modes. In the limit where the transverse modes are uniform along the line, and the linear
density is constant, these equations become independent. Near this limit, atoms tunnel at
small rates between the field components.

Suppose some atoms are contained by an external potentialK2(x, y, z), and their order
parameter satisfies Equation 15,

2i∂sψ = (−∇2 +K2 + 8πa|ψ|2)ψ.
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The potential K2 has a sharp minimum around the z axis, where the particles are trapped,
and it varies gradually along the length of the trap. Let ρ(s, x, y, z) be a notional density
of atoms, define modes θj(s, x, y, z) that satisfy Equation 66, then expand ψ in the form of
Equation 64. At this point, ρ is an arbitrary function. Following Hartree, we will eventually
specify that the atoms occupy a fixed superposition of the transverse modes, and require
ρ and the mode functions θj to be mutually consistent according to Equation 67. Their
orthogonality and normalisation were discussed in Section 32.

When the expansion of Equation 64 is substituted into Equation 15, and terms that
occur in Equation 66 are collected, the result is

2i
∑

j

(

(∂sψj)θj + ψj(∂sθj)
)

=
∑

j

(

−(∂zzψj)θj − 2(∂zψj)(∂zθj) − (∂zzψj)θj

+ψj(−∂xx − ∂yy +K2)θj + 8πa|ψ|2ψjθj
)

.

The aim is to eliminate the the transverse coordinates x and y, leaving a system of partial
differential equations in s and z, that will hopefully resemble the Gross-Pitaevskii equation.

Projecting out the transverse mode θi on each side, and replacing the transverse deriva-
tives with their eigenvalue from Equation 66, gives

2i(∂sψi) = (−∂zz + k2′i )ψi + 8πa
∑

j

ψj

∫

θ∗i θj
(

|ψ|2 − ρ
)

dS

−
∑

j

(

ψj

∫

θ∗i (∂zz + 2i∂s)θj dS + 2(∂zψj)

∫

θ∗i (∂zθj) dS

)

. (68)

The longitudinal wave functions ψj are independent of the transverse coordinates, so they
factor out of the integrals. The second line is small compared to the first line, because every
term is proportional to a derivative of θj with respect to z or s.

The self-consistency condition ρ = |ψ|2 eliminates the term in Equation 68 that is
proportional to 8πa, causing the order parameters ψj to evolve as independently of each
other as possible. Given this condition, the eigenvalue k2′j is the expectation value

k2′j =

∫

θ∗j (−∂xx − ∂yy +K2 + 8πa|ψ|2)θj dS.

Substituting this eigenvalue, and neglecting the second line of Equation 68 for now, gives

2i∂sψj =

(

−∂zz + k2j + 8πa

∫

|θj |2|ψ|2 dS
)

ψj , (69)

where
k2i =

∫

θ∗j (−∂xx − ∂yy +K2)θj dS.

This is the transverse energy of θi, an eigenstate of the Hartree potential K2 + 8πaρ2, in
the trap potential K2.
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What have we gained, in return for the extra work of computing transverse modes?
Equation 69 is still three-dimensional, with an integral over the |ψ|2 that we started with,
so the modes are not entirely separated. On the other hand, in the absence of the second
line of Equation 68, the atoms that start out in each mode remain in that mode: they collide
with atoms in other modes, and those collisions push them along the z axis, but they do
not scatter into other modes.

This is simplest in the truly one-dimensional case, where the energies k2j for the excited
states are too large for those states to matter, so that ψ = ψ0θ0. It is shown below that,
provided these energies are large enough and the trap potential changes adiabatically, the
second line of Equation 68 has a small effect. Equation 69 preserves the form ψ = ψ0θ0,
so when this effect is neglected, the particles remain in the original mode. The result is a
one-dimensional Gross-Pitaevskii equation with a z-dependent repulsion,

2i∂sψ0 =

(

−∂zz + k20 +
4a

l20(z)
|ψ0|2

)

ψ0. (70)

As in Chapter 2, the nominal trap radius is l20(z) = (2π
∫

|θ0|4 dS)−1, and the ground orbital
is now self-consistent with respect to repulsion. The integral ∫ |θ0|4 dS depends on ψ0

through the self-consistency condition; this integral depends on the two real variables z
and |ψ0|2, and could easily be tabulated. The linear density of particles |ψ0|2 will often
vary only by small amounts, in which case a linear expansion about its mean value would
suffice, and the result would be a Gross-Pitaevskii equation with an extra term in |ψ0|4ψ0.

In the split trap experiments, the order parameter can be represented in this single-
mode form before it starts to split. After the two wells have split entirely, the lowest two
transverse modes become degenerate, so the symmetric and antisymmetric modes can be
replaced by the ground states θl and θr of the two wells. Since these do not overlap, Equa-
tion 69 reduces to two independent equations of the form 70 for the corresponding fields ψl
and ψr.

The interesting part of the trap splitting is the tunnelling regime. The transverse tun-
nelling rate that defines this regime is equivalent to the energy gap between the ground and
vacuum modes. In the tunnelling regime, the gap is too small for the changes in the trap
potential to be adiabatic, and the vacuum mode matters. On the other hand, tunnelling
matters too: the modes are not degenerate, so they can not be converted into ground states
of two separate wells. In this case, the system must be represented using the input and
vacuum modes θ0 and θ1. Equation 69 becomes a pair of coupled equations for ψ0 and ψ1,
with nonlinear terms of the form

2i∂sψ0 = · · · + 8πa





∑

ij

ψ∗
i ψj

∫

|θ0|2θ∗i θj dS



ψ0,

and likewise for ψ1. The integrals are functions of ψ0, ψ1 and z that can easily be tabulated.
It remains to consider the effect of the second line of Equation 68. This is

2i∂sψi = · · · −
∑

j

(

ψj

∫

θ∗i (∂zz + 2i∂s)θj dS + 2(∂zψj)

∫

θ∗i ∂zθj dS

)

.
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Physically, it is a kind of Coriolis effect that results from a cloud being expanded over chang-
ing mode functions. Just as the Coriolis effect can be interpreted as an extra force, these
terms can be interpreted as familiar processes from quantum dynamics. The term pro-
portional to ψj is equivalent to tunnelling between the components at a rate ∫ θ∗i (∂zz +

2i∂s)θj dS. The part 2i
∫

θ∗i ∂sθj dS is atoms being driven from one mode to another by a
time-varying repulsion potential; the other part is harder to interpret.

The term in ∂zψj is less familiar, but it has an obvious interpretation. Atoms in mode j
move along the trap with velocity ∂zψj , and therefore the transverse potential they suffer
varies with time, at a rate proportional to (∂zψj)(∂zθj). This drives them into other modes.

When the atoms are confined to the lowest few modes, most of the tunnelling terms can
be eliminated adiabatically. According to Equation 68, the phase of the wave function ψj
rotates at a rate around k2′j . Suppose this is much faster than the tunnelling rates, and the
energies of the occupied modes from which atoms can tunnel into the empty mode j. Then
the tunnelling term will average to zero over each cycle of ψj , and no atoms will ever occupy
mode j. This is a sufficient condition for the one-dimensional formalism to be valid. It is
also a necessary condition, in the sense that if the mode functions change so sharply that
atoms scatter into many transverse modes, it would be misleading to describe the dynamics
as one-dimensional.

The next step is to add quantum noise to the one-dimensional order parameter. When
we do this, the empty modes will have Gaussian random order parameters. However, the
argument about separation is still valid, the high-energy modes that initially hold vacuum
noise will never be occupied by any atoms, and calculations need only consider the low
energy modes. This result, that quantum noise added to energetic transverse modes does
not propagate to the occupied modes with low energy, is well known empirically from
truncated Wigner simulations.

34. Sampling for Hartree modes

Section 33 explained how the dynamics of a classical order parameter can be computed by
expanding it as a one-dimensional field with multiple components for different transverse
modes. Computing these classical dynamics is one of the requirements that must be met
in order to simulate the dynamics of a quantum gas using the truncated Wigner method.
The other requirement is that an initial condition for the classical field can be obtained
by sampling the Wigner distribution for the state of the quantum field. This is somewhat
harder to achieve, because the transverse modes form part of a mean field theory, not a
quantum field theory.

It is possible to proceed as follows. Suppose that the field is initially in a multimode
coherent state, with order parameter ψ(0, x, y, z). This mean field has a density ρ = |ψ|2,
so Hartree modes θi(0, x, y, z) can be derived as the eigenstates of Equation 66, and the
order parameter can be expanded in the form of Equation 64. Supposing that the atomic
cloud lies between −L/2 and L/2 along the z axis, the components ψj can be expanded as
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Fourier series to give

ψ(0, x, y, z) =
1√
L

∑

jn

L− 1

2αjnθj(0, x, y, z)e2πinz/L.

The functions L− 1

2 θj(0, x, y, z)e2πinz/L are an orthonormal basis, so the quantum field can
be expanded similarly, with

Ψ̂(0, x, y, z) =
1√
L

∑

jn

ajnθj(0, x, y, z)e2πinz/L.

In the initial state with order parameter ψ(0, x, y, z), the state of the mode ajn is coherent
with amplitude αjn. The Wigner distribution of the field can be sampled in the usual way,
taking a mean field

ψ(0, x, y, z) =
1√
L

∑

jn

(αjn + ξin)θj(0, x, y, z)e2πinz/L,

where ξin is a complex Gaussian variable with ⟨ξin⟩ = 0 and ⟨|ξin|2⟩ = 1
2 . This has the

effect of adding the usual Gaussian noise to the one-dimensional fields ψj .
The next step is to integrate the mean field equations of motion given in Equation 69

with the Wigner initial condition, taking spectral derivatives on a finite grid as is usually
done in truncated Wigner simulations. For systems where a one-dimensional treatment is
physically appropriate, only a few of the components ψj will need to be included in the
simulation; the other transverse modes will remain in vacuum states.

The final step is taking averages to calculating expectation values. Each Wigner sample
generates a set of fields ψj(s, z), which are interpreted as if they are samples from the
Wigner distribution of the quantum field

Ψ̂(s, x, y, z) =
∑

j

ψ̂j(s, z)θj(s, x, y, z).

The goal is to find the expectation value of some observable Â of the field, that can be
expanded in the same form as

Â(x, y, z) =
∑

j

Aj(s, z)θj(s, x, y, z).

The modes θj determine the correction from putting this observable into normal order,
and in principle these are different for every sample. However, they are unlikely to be
very different, and the corrections can be averaged in the same way as the moments. For
example, the atomic density could be determined as

ρ(s, x, y, z) =
1

N

∑

n





∣

∣

∣

∣

∑

j

ψnjθnj(s, z)θnj(s, x, y, z)

∣

∣

∣

∣

2

− 1

2

∑

j

|θnj |2


 ,
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where the outer sum is taken over N samples, each with its own ψnj and θnj .
The above derivation assumes that the initial state of the field is coherent. However, the

results in Sections 28 and 30 suggest that a coherent state is not an adequate approximation
to the ground state of a bosonic gas, at least when density and phase correlations are being
considered. If the Hartree modes were going to be used to simulate the splitting of a trap, it
would be useful to consider how to initialise them in order to sample the Wigner distribution
of a Bogoliubov state instead of a coherent state.

35. Sound wave dynamics

The first theoretical analysis of the spit trap was by Takuya Kitagawa [83], using a Luttinger
liquid model. This was invented to describe one-dimensional clouds of electrons, interact-
ing through charge and spin [84]. It is usually solved using Green's functions, and it can be
shown to be a universal behaviour of long-wavelength motion in one-dimensional quantum
systems [85]. This section will take a different approach that is easier to compare to phase
space methods. The dynamics of sound waves in an order parameter are an extension of
sound waves in an wave function. We will start with the wave function, following Dirac's
approach [26], then consider the effects of atomic repulsion.

In dispersion units, Schrödinger's equation is

2i
∂ψ

∂s
= (−∇2 +K2)ψ.

For this section, Leibniz notation will turn up to be more convenient. The wave function
can be written in polar form,

ψ = Aeiϕ, (71)

where A and ϕ are real. Now suppose the wave function is a wave packet, where eiϕ is
a carrier wave, and A is an envelope that varies gradually over many wavelengths of the
carrier. In this limit, the phase ϕ satisfies a Hamilton-Jacobi equation

−∂ϕ
∂s

= (∇ϕ)2 +K2,

so the dynamics become classical. The probability density A2 is determined by ϕ, and
satisfies an equation of continuity

∂2A

∂2s
= −2

∂

∂z

(

A2 ∂ϕ

∂z

)

. (72)

This implies that a particle at position z has velocity

v(z) =
∂ϕ

∂z
.

In geometric units, velocity is identified with the de Broglie wavenumber of a moving atom,
and has dimensions of inverse length. For a free particle, the solution to the Hamilton-
Jacobi equation is a wave travelling with the velocity of the particle: in the limit of broad
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wave packets, the wave packet propagates as a unit, without expanding. This is an en-
tirely classical limit, where the particles follow classical laws of motion, and their density
is determined by continuity.

A sound wave model for the order parameter of a Bose-Einstein condensate can be de-
rived similarly [1], starting from Equation 69, the one-dimensional Gross-Pitaevskii equa-
tion. The order parameter is written as ψ = Aeiϕ, where A and ϕ are real; the density of
atoms is |ψ|2 = A2. The wave packet assumption means that A varies slowly and gradually,
so that derivatives of A are small compared to those of ϕ. In a dense condensate, the atoms
repel each other strongly density fluctuations are suppressed, so this is a good assumption.
Furthermore, a uniform atomic field implies that the atomic velocity ∂zϕ is uniform, so that
higher order derivatives of ϕ are comparable to derivatives of A.

Substituting the form ψ = Aeiϕ in Equation 18 gives

i
∂A

∂s
−A

∂ϕ

∂s
= e−iϕ

(

− ∂2

∂z2
+K2

z + gA2

)

eiϕA.

Also,
e−iϕ

∂

∂z
eiϕ =

∂

∂z
+ i

∂ϕ

∂z
,

so the right-hand side reduces to
(

−
(

∂

∂z
+ i

∂ϕ

∂z

)2

+K2
z + gA2

)

A.

Taking the real part and neglecting a small term gives

∂ϕ

∂s
= −

(

(

∂ϕ

∂z

)2

+K2
z + gA2

)

. (73)

Except for the dependence on A, this is a Hamilton-Jacobi equation. The particles travel
classically, and their repulsion is averaged over their density.

Taking imaginary parts gives

∂A

∂s
= −

(

∂2ϕ

∂z2
)A+ 2

∂ϕ

∂z

∂A

∂z

)

,

which reduces to Equation 72, so that order parameters satisfy the same continuity equation
as do wave functions. Substituting into Equation 73 gives

∂2ϕ

∂s2
= − ∂

∂s

(

∂ϕ

∂z

)2

+ g

(

2A
∂A

∂z

∂ϕ

∂z
+A2 ∂

2ϕ

∂z2

)

.

The first term is small by assumption; it is unclear why the second term is small. However,
neglecting these leaves

∂2ϕ

∂s2
= gA2 ∂

2ϕ

∂z2
, (74)
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which is simply a wave equation. We can assume thatA is constant in this equation, with the
density of the trap ground state. In this case, the solutions are waves propagating at speed
cs = 4

√
πa1A2. In Equation 73, A oscillates rapidly, and can not be assumed constant. The

solutions for ϕ determine the velocity of the atoms. If their density is known at an initial
time, its values at later times are determined by continuity.

The original derivation of the sound wave model is restricted to one dimension, so it
could not simulate the bisection of the condensate. However, the Hamilton-Jacobi equa-
tion is not limited to one degree of freedom, and it would be possible to model quantum
noise during bisection with three-dimensional sound waves, substituting the mean field in
Equation 74 to give a variable speed of sound. However, this might not be much easier than
a truncated Wigner simulation with more realistic dynamics given by the Gross-Pitaevskii
equation.

Suppose the solution to Equation 74 has the form of small sound waves in a uniform
density N0. Then Equation 72 can be approximated as

∂A2

∂s
= −2N2

0

∂2ϕ

∂z2
.

This is now linear in A2 and ϕ, so sound waves obey a superposition principle, provided
their amplitudes are small. This has a solution

ϕ = ϵk cos(kz)eiχs, A2 = Nk cos(kz)eiχs,

provided
Nk
N0

= −2ik

cs
ϵk.

Note that the real part of ϵk determines the phase ϕ, and its imaginary part determines the
density Nk. The small amplitude assumption is that N1/N0 ≈ ϵ ≪ 1. There exist similar
solutions with sines in place of the cosines, and the general solution is

ϕ =
∑

k>0

(

ϵk cos(kz) + ϵ′k sin(kz)
)

eiχs,
A2

N0
= 1 −

∑

k>0

2ik

cs

(

ϵk cos(kz) + ϵ′k sin(kz)
)

eiχs.

Every expression below of the form A cos kz implies an additional term A′ sin kz.
The wave equation is second order, so its initial condition must specify ϕ and ∂ϕ

∂s . The
goal is to choose these to be equivalent to sampling ψ from a Wigner distribution. To
determine them, the sound wave solution must be substituted back into ψ = Aeiϕ. The
solution A2 to Equation 74 is complex, which is allowed because the equation is linear. To
find A, however, the real part of A2 must be taken explicitly. For the initial conditions,
s = 0, so

A2

N0
= 1 +

∑ 2k

cs
Im ϵk cos(kz),

and to first order in ϵk,
A√
N0

= 1 +
∑ k

cs
Im ϵk cos(kz).
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Substituting this, and keeping the first order terms, gives

ψ =
√

N0

(

1 +
∑ k

cs
Im ϵk cos(kz)

)

(

1 + i
∑

Re ϵk cos(kz)
)

=
√

N0 +
∑√

N0

(

k

cs
Im ϵk + iRe ϵk

)

cos kz.

For normalisation purposes, suppose that the condensate extends over a lengthL, and wher-
ever cos kz appears in the last two paragraphs it means

√

2/L cos(kz). When ψ is drawn
from the Wigner distribution for a coherent state, the variances of the real and imaginary
coefficients of cos kz are both 1

4 . This can be achieved by drawing ϵk with variances

V (Re ϵk) =
1

4N0
=
k2

c2s
V (Im ϵk).

This corresponds to the variance of ϕ being 1/N0, and of N being N0, as expected for a
coherent state. The quantity k is actually an atomic wave number; cs is the wave number
of an atom moving at the speed of sound. Therefore, k/cs is a kind of Mach number for the
atoms.

For a mode of the atomic field to be a coherent state, the corresponding mode of the
Luttinger liquid must be in a squeezed state. For subsonic modes, with k < cs, the quadra-
ture corresponding to the phase of the field is squeezed, and that corresponding the atom
number is anti-squeezed. As time passes, the squeezed quadrature rotates, and the phase
of the field is scrambled.

These sound wave dynamics approximate the mean-field dynamics. If noise is added
as above, the result will approximate the samples of a truncated Wigner simulation. When
the condensate is bisected, it can be treated as passing through a beam splitter, on the
assumption that the bisection is instant. In this case, the twin parts can be given the same
mean field, with independent quantum noise added. The mean field will contain thermal
fluctuations from the original condensate, but this is common to both bisected parts.

Because this is a linear wave equation, the solution obeys a superposition principle.
It is therefore clear that the common and relative phases of two uncoupled condensates
evolve independently at this level of approximation. This will presumably not be the case
with mean field dynamics, where fluctuations in the common density propagate into the
relative phase through the nonlinear term ψ̇ ∝ Nψ.

36. Field theory

Sections 32 and 33 discussed how to expand an order parameter over transverse modes
that adapted to the repulsive field. This expansion could be used to simulate the dynamics
in a truncated Wigner model. However, this could be done more rigorously if the quantum
field was expanded instead of the order parameter, to reduce a three-dimensional quantum
field ψ̂(x, y, z) to a system of one-dimensional fields Ψ̂j(z).

One way to proceed is to make the transverse modes observables, so that θ̂j(x, y, z) is a
function of the ψ̂j(z), but not of the field operators ψ̂j(z′) at other points on the axis. More
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precisely, θ̂j(z) should be a function of the atomic density n̂(z), whose value is the solution
to Equation 64 for a given density.

In second quantisation, the Hamiltonian for an atomic field is given by Equation 14,

Ĥ =

∫

Ψ̂†(r)(−∇2 +K2(r))Ψ̂(r) d3r + 8πa

∫

Ψ̂†(r)Ψ̂†(r)Ψ̂(r)Ψ̂(r) d3r.

In a quantum field theory, the atomic density is an observable n̂(r) = Ψ̂†(r)Ψ̂(r), and the
transverse modes θi(r, n̂(r)) are functions of this. This is to say, the modes are complex fields
when the atomic field is in a density eigenstate, but in general different atomic densities
are superposed. The modes can still be defined as solutions to the eigenvalue problem

(−∂xx − ∂yy +K2 + 8πan̂)θi = (k̂i)
2θi, (75)

but these eigenvalues are operators themselves, that depend on the operator n̂.
Given a fixed eigenstate |n(r)⟩, the modes are complete, and satisfy the usual orthonor-

mality condition,
∫

θi(n, x, y, z)θj(n, x, y, z) dS = δij , (76)

so the field operator Ψ̂(x, y, z) can be expanded as follows:

Ψ̂(x, y, z) =
∑

nn′

|n⟩⟨n|Ψ̂(x, y, z)|n′⟩⟨n′|

=
∑

inn′

|n⟩
(

θi(n, x, y, z)

∫

θ∗i (n, x′, y′, z)⟨n|Ψ̂(x′, y′, z)|n′⟩ dx′ dy′
)

⟨n′|

=
∑

i

θi(n̂, x, y, z)

(∫

θ∗i (n̂, x′, y′, z)Ψ̂(x′, y′, z) dx′ dy′
)

=
∑

i

θi(n̂, x, y, z)Ψ̂i(z).

(77)

There is also an orthonormality condition for the operators θi(n̂, x, y, z),
∫

θi(n̂, x, y, z)θj(n̂, x, y, z) dx dy =
∑

n

∫

θi(n, x, y, z)|n⟩⟨n|θj(n, x, y, z) dx dy

=
∑

n

δij |n⟩⟨n| = δij .

If the expansion of Equation 77 is substituted into the single-particle term of the Hamil-
tonian, and Equation 75 applied, the result is approximately

∫

Ψ̂†(−∇2 +K2)Ψ̂ =
∑

i

∫

Ψ̂†
i (z)(−∂zz + k̂2i )Ψ̂i(z) dz − 8πa

∫

Ψ̂†n̂Ψ̂.

One approximation involved is that θi(n̂) commutes with Ψ̂, which is true to the extent that
θi(n+ 1) is close to θi(n)—physically, the condition is that adding one atom has little effect
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on the mode functions. The other approximation is that θi varies gradually with z. The
second term exactly cancels the two-particle term of the Hamiltonian, leaving

Ĥ =
∑

i

∫

Ψ̂†
i (z)(−∂zz + k̂2i )Ψ̂i(z) dz.

Writing
k̂20i =

∫

θ∗i (−∂xx − ∂yy +K2)θi dx dy,

and commuting θi and k̂2i , both being functions of n̂, this becomes

Ĥ =
∑

i

∫

Ψ̂†
i (z)

(

−∂zz + k̂20i + 8πa

∫

θ∗i n̂θi dS

)

Ψ̂i(z) dz. (78)
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Chapter 5 Expansions over Coherent States

Quantum and atom optical systems include many particles distributed among many modes.
Their quantum mechanical states are vectors in Hilbert spaces of high dimension, far too
high for the components to be stored on any possible computer. In Chapters 3 and 4, these
states were represented by randomly sampling amplitudes in phase space. Whe the fair
sampling assumption holds, this method makes the impossible quite easy. When it doesn't,
the impossible fails to converge.

Although the simplest mechanical systems allow Schrödinger's law of motion to be
solved in closed form, most problems in quantum mechanics must be solved approximately.
This is often done using variational methods. These specify a class of approximate solutions
that can be manipulated algebraically, then identify the member of that class which most
nearly satisfies the laws of motion. Coherent states, or Gaussian wave packets, have often
been used as variational approximants, because they are defined by their width and their
central position and momentum, making them a simple and general approximant to any
localised quantum state.

Much work has gone into a class of approximants that are called, paradoxically, multi-
configurational Hartree states [86]. These approximants have been applied to atom optics,
but they tend to require very many parameters to represent the many-particle states in-
volved.

This chapter describes another approach. Instead of sampling coherent amplitudes at
random, we will hope to expand the state over a small set of coherent states, and have the
coherent and probability amplitudes evolve in time so that their superposition approximates
the state of the system. This is a type of variational method. For reasons that this chapter
eludicates, this procedure is only practical when the state overlaps with a small region of
quantum phase space.

This method might sound very similar to the phase space methods discussed in Chap-
ter 3. In the P and positive P methods, the density operator of the system is expanded over
coherent state projectors as ρ =

∫

P (α∗, β)|α⟩⟨β| d2αd2β. The method presented in this
Chapter applies to kets instead of density operators, but it could be modified to apply to a
density operator. In that case, the variational ansatz would be ρ =

∑

i Pi|αi⟩⟨βi|, a very
similar form to the phase space representations.

Although the coherent state expansion is very similar to the existing phase space rep-
resentations, the variational dynamics are quite different from the Monte Carlo dynamics
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that have traditionally been used with these representations. In the Monte Carlo methods,
each trajectory (αi, βi) evolves independentlyof the other trajectories. In the variational
methods, the whole ensemble of coherent amplitudes is evolved as one set. In return for
this more complex implementation, the dynamics should converge to quantum dynamics
in the limit of a large ensemble, and there is no stochastic term in the equations of motion,
avoiding the large sampling errors that prevent positive P simulations from continuing past
a certain time.

This way of discretising phase space was originally suggested by Heller. In the 1970s,
he put variational mechanics and phase space expansions together [14], and proposed to
simulate quantum dynamics variationally, using superpositions of a finite set of coherent
states as the approximants. At first blush, this approach seems very sensible. In the limit
of a large set of coherent states, the finite superposition converges to a continuous phase
space expansion, and every quantum state can be approximated in this way. The experience
of quantum optics shows that there are interesting systems in which this converges while
the number of states in the set is reasonably small, and variational dynamics should avoid
the covergence problems that limit the Monte-Carlo methods.

There have been several attempts to implement Heller's proposal [57, 18], but none
of them has entirely succeeded. In all cases, numerical instability has prevented the super-
position being expanded to the point of convergence. These attempts have aimed to solve
chemistry problems that involve dozens of atoms. Their failure to converge limited their
precision, but useful results were obtained from superpositions with a few components, and
ad-hoc methods to improve their stability. For example, the trajectories of the centres of
the wave packets can be constrained to be classical trajectories [14]; this makes the calcula-
tions more stable; this will share some of the limitations of the truncated Wigner approach,
for example it must fail when the wave function expanded by the packets tunnels through
a barrier or does anything else inconsistent with classical mechanics.

The problems that are tackled with phase space methods come from atom optics or
condensed matter; even in second quantisation, they involve thousands of modes. The in-
stability would prevent any useful information being obtained about these problems, so a
systematic approach to regularisation is required in order to tackle these problems vari-
ationally. The prospective rewards are significant: one problem for which Monte Carlo
methods struggle involves metastable quantum fields that are relevant to the dynamics of
the early universe [87].

The physicists and quantum chemists who encountered the instability of variational
Gaussian methods did not systematically investigate their origin. However, work in other
fields sheds some light: expanding a function as a sum of Gaussian wave packets is a some-
what obvious idea, which has occurred to mathematicians and signal engineers as well as
to physicists. The research effort that developed wavelet expansions studied Gaussian wave
packets too [2]. What physicists call a phase space expansion, these mathematicians call
a windowed Fourier transform. They have proved some general results about discrete sets
of coherent states. They have also studied overcomplete sets of vectors, and the stability of
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expansions over them, with results that were introduced in Section 12. Many of the general
ideas offer insight into the specific case of coherent state frames.

There is another source of instability that stems from the dynamics of Schrödinger's
equation. This occurs whenever Schrödinger's equation is integrated with a quartic Hamil-
tonian, over discrete time steps. In the second quantised picture, the repulsion between par-
ticles causes the amplitudes to oscillate very rapidly where many particles occupy a mode.
The simulation becomes stable when these components are removed, but that changes the
dynamics. Integrating Schrödinger's equation with repulsive particles either requires very
short time steps, or special integration formulae that exploit features of unitary dynamics
[88]. It is difficult to apply these formulae to the variational dynamics of the coherent
states, because their dynamics are not unitary.

This chapter will start by discussing expansions of kets as finite sums of coherent states,
then it will discuss the implications for dynamical simulations. Some insight is gained into
the stability problems. They are not fully resolved, but some steps for further development
are proposed.

37. Multivariate derivatives

This thesis will use a modern notation for functions and partial derivatives, based on the
one popularised by Spivak [89]. We will extend it to treat functions whose values are kets
and operators, not only real and complex numbers. The thesis will consider complicated
least squares problems, and this notation will allow them to be described concisely.

Suppose that a certain atomic potential has a ground state ϕ(x, y, z), and an atom that
moves through the potential has the wave function ψ(t, x, y, z). We will write the partial
derivatives of these functions in a compact notation, for example

D2ϕ(x0, y0, z0) =
∂ϕ

∂y

∣

∣

∣

∣

x=x0,y=y0,z=z0

.

The partial derivative D2ϕ is a function similar to ϕ. The subscript 2 indicates a partial
derivative with respect to the second argument. For functions such as ϕ, whose arguments
are spatial coordinates, the count starts from 1. For functions of time such as ψ, the time
will be the first argument, and the notation ∂t will be used for the partial derivative. So in
this case

D2ψ =
∂ψ

∂y
and ∂tψ =

∂ψ

∂t
.

Multiple derivatives are written as

D32ϕ =
∂2ϕ

∂z∂y
,

and Laplacian operators over some of the spatial axes as

∇2
nf = D11f + · · · +Dnnf.

The three-dimensional Laplacian ∇2
3 is also written simply as ∇2.
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The partial derivatives compose a Jacobian matrix

ϕ′ = (D1ϕ D2ϕ D3ϕ ) .

The Jacobian ϕ′ is a function of the coordinates. The value ϕ′(x, y, z) is a row vector of
three complex numbers, and it satisfies

ϕ(r + h) = ϕ(r) + ϕ′(r) · h+ o(h2), (79)

where r and h are 3-vectors. The arguments of a function will sometimes be identified
with a column vector, as in the matrix product ϕ′(r) · h. If, instead of the scalar function
ϕ, we considered a vector-valued function, perhaps a trapping magnetic field B(x, y, z) =
(

B1(x, y, z), B2(x, y, z), B3(x, y, z)
), the Jacobian would still be a function of the coordi-

nates, but the value B′(x, y, z) would be a 3 × 3 matrix instead of a 1 × 3 row vector:

B′ =





D1B
1 D2B

1 D3B
1

D1B
2 D2B

2 D3B
2

D1B
3 D2B

3 D3B
3



 ,

However, Equation 79 is still satisfied with B in place of ϕ. In this notation, the chain rule
can be written

(f ◦ g)′ = (f ′ ◦ g)g′,

the same form as in ordinary calculus. The difference is that the derivative functions are
matrix-valued, and the right hand side is a matrix product.

In the case of analytic functions of a complex variable, the partial derivatives are the
usual complex derivatives. For more general complex functions, we could define deriva-
tives D∗

i as in Wirtinger calculus. The work presented in this thesis does not require such
derivatives, but some of the extensions proposed in it do.

A useful convention is that nested vectors concatenate. For example, if r = (x, y, z),
then (t, r) = (t, x, y, z).

We will take derivatives of functions whose values are kets and operators, not just real
and complex numbers. An example of a ket valued function is |f(z, w)⟩ = z|A⟩ + w2|B⟩.
The partial derivatives |D1f(z, w)⟩ = |A⟩ and |D2f(z, w)⟩ = 2w|B⟩ are ket-valued functions
similar to |f⟩. The derivative operator Di is written inside the ket because it acts on the
function, not on the ket that is the value of the function.

In this notation, Schrödinger's equation is written

ih̄|Ψ′(t)⟩ = H|Ψ(t)⟩. (80)

Here, |Ψ⟩ is a function of time, whose value at time t is the ket |Ψ(t)⟩. The derivative of the
function |Ψ⟩ is the function |Ψ′⟩. In contrast, the Hamiltonian H acts on the value |Ψ(t)⟩,
so it is written outside the ket. Schrödinger's equation could be abbreviated to

ih̄|Ψ′⟩ = H|Ψ⟩,
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equating the functions instead of their values at time t. Since |Ψ⟩ is a function of a single
variable, the Jacobian is a scalar |Ψ′⟩ = |∂tΨ⟩, and Equation 80 can be written

ih̄|∂tΨ⟩ = H|Ψ⟩.

38. Notation for kets and vectors

Quantum mechanics is formally based on a Hilbert space of bras and kets, but our computers
must work in finite dimensional spaces whose elements expand to matrices and column
vectors. In order to describe numerical quantum mechanics, this chapter combines Dirac
notation with matrices, using a sort of block matrix in which some blocks are matrices of
complex numbers while others are elements of Hilbert spaces.

A linear combination of kets has the form |ψ⟩ = c1|a1⟩ + c2|a2⟩ + · · · + cR|ar⟩. This
can be written as a matrix product |ψ⟩ = |A⟩c, where the kets form a row vector |A⟩ =

( |a1⟩ · · · |ar⟩ ), and their coefficients form a column vector c = ( c1 · · · cr )
T. When

the kets are coherent states, the function |o⟩ defined in Section 4 evaluates to the row
vector |o(α1, . . . , αr)⟩ = ( |α1⟩ · · · |αr⟩ ). All of the coherent states in this chapter are of
a single mode, so there can be no confusion about their assignment to modes and states.

The vector |A⟩ defines a linear operator taking vectors of complex numbers to kets.
Its adjoint ⟨A| = ( ⟨a1| · · · ⟨ar| )T takes kets back to column vectors. Under the rules of
matrix multiplication—or the equivalent rules of operator composition—the product

⟨A|A⟩ =







⟨a1|a1⟩ ⟨a1|ar⟩
. . .

⟨ar|a1⟩ ⟨ar|ar⟩







is an operator on C
r. On the other hand, the product |A⟩⟨A| = |a1⟩⟨a1| + · · · + |ar⟩⟨ar|

operates on Hilbert space.
Instead of regarding |A⟩ as a 1×r vector, we could regard the kets as columns of infinite

length, making |A⟩ an ∞× r matrix and the operator |A⟩⟨A| an ∞×∞ matrix.
Other matrix products are possible. Provided the kets |ai⟩ are linearly independent,

there will be a singular value decomposition as discussed in Section 10. This will have
the form |A⟩ = |U⟩SV †, where |U⟩ is a row vector of r orthonormal kets, S is a diagonal
r × r matrix of complex numbers, and V is a unitary r × r matrix. In fact, |A⟩ has an SVD
when the kets |ai⟩ are linearly dependent, but |U⟩ and S are smaller in this case, and the
span of |U⟩ has dimension less than r. In order to make up r orthonormal kets, some extra
dimensions would need to be chosen from Hilbert space, and there is no consistent way
to select them. Instead of using the full form of the SVD, we will use the reduced form
where |U⟩ is a row of m kets and S is a m× r matrix; here m is the rank of |A⟩.

As well as mappings from kets to vectors, we will also consider linear mappings from
kets to infinite dimensional spaces. Computer simulations of fields store discrete approxi-
mations to them, and the continuous field is often simpler to analyse than the discretisation.
Let ⟨Φ| be a linear mapping from kets to functions of a complex variable. This defines a
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linear pointwise mapping ⟨Φ(α)| from kets to complex numbers, where ⟨Φ(α)|ψ⟩ = f(α)

and f = ⟨Φ|ψ⟩. Therefore mappings from kets to functions of a complex variable can be
identified with functions taking complex numbers to bras. We have already seen one of
them: the function ⟨o| that takes complex amplitudes to coherent states also takes kets to
phase space functions, where we consider an inner product of a function and a ket such
as ⟨o|ψ⟩ to be a function itself.

Going the other way, we can identify a ket-valued function such as |o⟩ with a conjugate-
linear mapping that takes the function f of a complex variable to the corresponding ex-
panded ket |ψ⟩ =

∫

f∗(α)|o(α)⟩ d2α. This integral has the same form as the L2 inner prod-
uct on functions, where the inner product of f and g is ∫ f∗g.

Considered in this way as linear mappings, functions such as |Φ⟩ and |o⟩ have singular
value decompositions. These have the form

∫

f∗|Φ⟩ =
∞
∑

i=1

|ui⟩σi
∫

f∗vi,

where the left singular kets |ui⟩ are an orthonormal basis for ket space, and the right singular
functions vi are orthonormal under the L2 inner product. The coherent states form a tight
frame for ket space: by Equation 8 every singular value of |o⟩ is 1/π. Therefore its singular
kets can be any orthonormal basis; it is often convenient to choose the number states, in
which case the right singular functions are fn(α) = π− 1

2 ⟨α|n⟩.
More general matrices are sometimes useful. For instance, the operator

M =

(

0 |A⟩
⟨A| 0

)

acts on columns of the form ( |ψ⟩ z1 · · · zr )
T to give columns of the same form. Indices

are ordinal numbers, so ∞ + r is a valid size. The top left zero in the above matrix is an
operator on Hilbert space, while the bottom right one is an r × r matrix: the elements in
each row must have the same column dimension and visa-versa.

39. How the variational method is supposed to work

This section presents a simple variational method where the approximant is a linear com-
bination of coherent states, in order to demonstrate what we intend to do. This method
is too simple to be numerically stable. The following sections elaborate why it is unstable,
consider what might be done to improve it, and discuss which kinds of simulated systems
are likely to generate stable variational dynamics as a result.

The variational approximants to the state |Ψ(t)⟩ that we consider in this chapter have
the form

|ψ(ϕ, α)⟩ =

R
∑

r=1

eϕ
r+αra† |0⟩. (81)

Using the notation of the last section, this can be written in the form

|ψ(ϕ, α)⟩ = |o(α)⟩c (82)
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where |o(α)⟩ = ( |α1⟩ · · · |αR⟩ ) and c =
(

eϕ
1+ 1

2
|α1|2 · · · eϕ

R+ 1

2
|αR|2

)T. This form
is simpler, but Equation 81 is an analytic function of ϕ and α, which is convenient for
optimisation.

In the case that ϕ and α are R-vectors, and z = (ϕ, α) is the 2R-vector formed by
concatenating them, and |ψ(z)⟩ = |o(α)⟩c, we will refer to z as the variational parameters,
α as the variational amplitudes, and c as the variational coefficients. In the limit of large
R, the sum in Equation 81 becomes an integral over phase space, and this approximant can
represent any state according to Equation 9.

The variational approximation supposes that the solution |Ψ(t)⟩ has the form |ψ(ζ(t))⟩,
where ζ(t) is a vector of time-varying variational parameters. This form can be substituted
in Schrödinger's equation,

|Ψ′(t)⟩ = −iH|Ψ(t)⟩. (83),
to give

|ψ′(ζ(t))⟩ · ζ ′(t) = −iH|ψ(ζ(t))⟩. (84)
For the discussion of variational methods, we will set h̄ = 1. The Jacobian vector |ψ′(ζ(t))⟩
on the left hand side is composed of partial derivatives |Diψ(ζ(t))⟩. These are multiplied
by coefficients from the column vector ζ ′(t) = ( (ζ1)′(t) · · · (ζ2R)′(t) )

T. When a single
coherent state is parameterised in the form of Equation 81, its Jacobian is

|ψ′(ϕ, α)⟩ = ( |D1ψ(ϕ, α)⟩ |D2ψ(ϕ, α)⟩ ) = ( 1 a† ) |ψ(ϕ, α)⟩.

When the approximant is a superposition of coherent states with R > 1, the Jacobian is

|ψ′(ϕ, α)⟩ = ( |ψ(ϕ1, α1)⟩ . . . |ψ(ϕR, αR)⟩ a†|ψ(ϕ1, α1)⟩ . . . a†|ψ(ϕR, αR)⟩ ) . (85)

Unless the solution to Schrödinger's equation has the exact form of the approximant, no
function ζ will satisfy Equation 84 exactly. The elements of |ψ′(ζ(t))⟩ span a 2R-dimensional
subspace of Hilbert space, and the right hand side H|ψ(ζ(t))⟩ will usually fall outside this
subspace. We can, however, find a least-squares solution: if we allow ζ(t) to be an arbitrary
2R-vector z, there is some 2R-vector ζ̇H(z) that minimises the Hilbert-space residual

∥

∥|ψ′(z)⟩ · ζ̇H(z) + iH|ψ(z)⟩
∥

∥

2
. (86)

This is a linear least squares problem, whose solution defines the function ζ̇H . The system
of ordinary differential equations

ζ ′(t) = ζ̇H(ζ(t)) (87)

can be solved for some variational parameters ζ(t), and hopefully |ψ(ζ(t))⟩ approximates
the state |Ψ(t)⟩.

The solution to the least squares problem ζ̇H can be calculated using the pseudoin-
verse that was introduced in Section 12. The Jacobian vector |ψ′(z)⟩ has a singular value
decomposition

|ψ′(z)⟩ = |U⟩SV †,
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and the kets |ui⟩ that compose |U⟩ are an orthonormal basis for the space of kets that can
be expressed as |ψ′(z)⟩ · x for some coefficient vector x. The solution ζ̇H is the vector for
which |ψ′(z)⟩ · ζ̇H is closest to −iH|ψ(z)⟩. These kets are closest when their components
along the basis |ui⟩ are equal, with

−i⟨U |H|ψ(z)⟩ = ⟨U |ψ′(z)⟩ · ζ̇H = SV †ζ̇H .

The solution is
ζ̇H(z) = −i⟨(ψ′)+(z)|H|ψ(z)⟩, (88)

where the pseudoinverse is ⟨(ψ′)+(z)| = V S−1⟨U |.
The kets |Diψ(z)⟩ might not be linearly independent. In this case, as discussed in

Section 38, the vector |U⟩ and the matrix V have fewer than 2R columns, and there are
only that many singular values in the matrix S. The columns of |U⟩ still form a basis for
states of the form |ψ′(z)⟩ · ζ̇, the argument remains valid, and Equation 88 still solves the
least squares problem.

This process is called the Dirac-Frenkel variational method [90, 91]. It can be used
with entirely general forms of |ψ⟩, but this chapter will stick with the form of Equation 81.

All this can be interpreted geometrically. The right hand sketch in Figure 29 depicts a
curved manifold in Hilbert space, comprising the states that have the form |ψ(x)⟩ where x
lies in the volume of phase space depicted to the left. Suppose that the system currently
has state |ψ(z)⟩. The rate of change required by Schrödinger's equation, −iH|ψ(z)⟩, will
take the state off the manifold, so that it can not be represented by an approximant of the
right form. This is shown as a vector starting from |ψ(z)⟩.

The shaded surface is the tangent space to the manifold, the kets that are |ψ′(z)⟩ · ζ̇ for
some ζ. This is the subspace spanned by the kets |ui⟩. The least squares solution |ψ′(z)⟩ż
is the projection of the rate of change −iH|ψ(z)⟩ onto this subspace; the dashed line is
normal to the tangent plane. In Figure 29, the correct rate of change is almost normal to
the manifold, and so the variational approximation would be very poor. Hopefully, in actual
simulations, the rate of change will be almost tangent to the manifold, and the two vectors
nearly equal.

The Dirac-Frenkel solution is only optimised locally. There might be some other pa-
rameter function w such that, at large times, |ψ ◦w⟩ approximates |Ψ⟩ better that the Dirac-
Frenkel solution |ψ ◦ ζ⟩ does. This would require that, at early times, |Dψ ◦ ζ⟩ is closer to
−iH|ψ ◦ ζ⟩ than |Dψ ◦w⟩ is to −iH|ψ ◦w⟩, but that ζ loses the ability to track the dynamics
at later times. When we discuss regularisation below, we will see that this is in fact the
usual case.

In this chapter, we will suppose that the variational method is being used to solve
Schrödinger's equation. However, it could be applied to the Liouville equation for a density
operator, or to a quantum master equation, with very little modification. Instead of ex-
panding a state |ψ⟩ over Gaussian wave packets |αr⟩ with dimension equal to the number
of modes, we would expand a state ρ over Gaussian wave packets |αr⟩⟨βr| with dimension
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z1

z2

z

ζ̇

|ψ(z)〉

−iH|ψ(z)〉

|ψ′(z)〉 · ζ̇

Figure 29. The Dirac-Frenkel method in parameter space and Hilbert space.

twice the number of modes, and project the Liouvillian superoperator Lρ onto their tangent
space. There is one complication. Every ket |o(α)⟩c actually represents a quantum state,
but linear combinations of |αr⟩⟨βr| are not necessarily density operators. Combinations of
the form |αr⟩⟨αr| are all density operators, but this is a discretisation of the P distribution,
so it has the limitations discussed in Section 16 and in [40].

Having described how the method is supposed to work, we now turn to how it fails.
Equation 88, the Dirac-Frenkel equation of motion, must usually be solved with a finite
difference formula whose stability depends on the Jacobian of ζ̇H(z) = ⟨(ψ′)+(z)|H |ψ(z)⟩.
The mapping |ψ′⟩ can badly conditioned, in the case where the partial derivatives |Diψ(z)⟩
do not form a tight frame for some subspace of Hilbert space that includes H|ψ(z)⟩. In
this case, the Jacobian can have large eigenvalues, so that Equation 88 will require an
impractically small time step to solve numerically.

The next sections will explain how, for many states, the expansion of Equation 81 re-
quires very large variational coefficients to give the best approximation, and this causes the
linear transformation ζ ′ to become badly conditioned. The following sections will explain
how this causes Equation 87 to become stiff, in the sense introduced in Section 11, and re-
quire impractically small time steps to solve. Finally, starting in Section 44, we will discuss
some ways to improve the conditioning while maintaining variational accuracy.

40. Expansions over frames

Section 39 derived Equation 87, the variational equation of motion, and concluded that
it would be stiff unless the kets |ψ′(z)⟩ form a snug frame for some ket subspace that in-
cludes H|ψ(z)⟩. Section 13 analysed grids of sinc wave packets as a frame for functions;
the analysis of coherent states as a frame for wave functions is quite similar, because the
wave function of a coherent state is a Gaussian wave packet, but we will carry it out using
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Dirac notation.
The Jacobian |ψ′(ϕ, α)⟩ in Equation 85 includes two types of element. The partial

derivatives |DR+1ψ⟩ through |D2Rψ⟩ have the form a†|ψ(ϕr, αr)⟩. We will defer consid-
ering these until Section 43. For the next sections, we will consider expansions over the
kets |D1ψ⟩ through |DRψ⟩. These are unnormalised coherent states |ψ(ϕr, αr)⟩, where the
normalisation is the variational coefficient c(ϕr, αr) = eϕ

r+ 1

2
|αr|2 . The varying sizes of the

elements affect the condition of the frame as discussed in Section 12. When H|ψ(z)⟩ is ex-
panded, the small kets will be assigned large coefficients, which will cause the equation of
motion to be stiff in a fairly obvious way. For actual computation, it would be best to use the
normalised parameters of Equation 82, expand everything over real and imaginary parts,
and avoid this. But this leaves the question of the condition of the normalised frame |o(α)⟩.
This is quite interesting, and is treated in the next sections.

There are two reasons to be concerned about the condition of expansions over a dis-
crete set of coherent states. The first issue is that a finite set of variational amplitudes αi
is contained in a finite volume of phase space. The state |ψ⟩ being expanded might have
components ⟨β|ψ⟩ where the amplitude β is distant from this volume, and thus by Equa-
tion 7 the state |β⟩ is nearly orthogonal to every frame element |αi⟩. The coefficients that
extrapolate this component of |ψ⟩ have to be large and oscillating, so that the components
of different |αi⟩ nearly cancel out. Section 41 considers this issue.

The second issue is how densely the sample amplitudes fill the volume that contains
them. The situation here is very similar to the sinc interpolants that were analysed in
Section 13: there is a critical sampling density, below which a discrete grid of coherent
states fails to span ket space, and the condition of the frame gets rapidly worse as the
density decreases towards the limit. This is discussed in Section 42.

The formalism for expansions over continuous volumes of quantum phase space differs
somewhat from that for discrete expansions. A discrete expansion has a vector of coeffi-
cients c, which the expansion operator |o(α)⟩ maps to the expanded state |o(α)⟩c. When the
full quantum phase space is used, the coefficients are a function of a complex variable f(α),
which the expansion operator |Γ⟩ maps to a ket as

|Γ⟩f =

∫

f(α)|α⟩ d2α.

It follows from Equation 8 that

∥⟨Γ|ψ⟩∥2 =

∫

|⟨α|ψ⟩|2 dα = ⟨ψ|
∫

|α⟩⟨α| d2α |ψ⟩ = π,

so the full quantum phase space is a tight frame for Hilbert space, with bound π.
This holds more generally than for coherent states. It is the case for any normalisable

wave packets |ψ0⟩ that
∫

d2αD†(α)|ψ0⟩⟨ψ0|D(α) = π, (89)

where D(α) is the phase space displacement operator [2].
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The operator |Γ⟩ has a singular value decomposition, as discussed in Section 38. There-
fore it has a pseudoinverse ⟨Γ+|, and expansion functions can be constructed as f = ⟨Γ+|ψ⟩.
This defines a linear functional ⟨Γ+(α)|ψ⟩ = f(α). Because |Γ⟩ is a tight frame, this func-
tional is 1

π ⟨o(α)|, the coherent state function divided by the frame bound. That is not true
for general frames, but they do have a pseudoinverse, and it defines a similar functional. In
this general case, the kets |Γ+(α)⟩ are generally known as the dual frame of the kets |o(α)⟩
[2].

We will consider various operators |A⟩ that are related to |Γ⟩, for example by restricting
the integral to a finite volume of phase space. These will not be tight frames, and will not
always span ket space. In these cases, where kets are being expanded approximately, we
can define an error operator E =

(

1 − |A⟩⟨A+|
), so that when f = ⟨A+|ψ⟩, the residual in

the expansion is E|ψ⟩ = |ψ⟩ − |A⟩f . Graphs of this operator can give hints as to how the
expansion fails: for example, investigating how it expands over energy eigenvectors gives
an idea of the energy cut off for the representation. However, the error operator does not
give any information about the condition of the expansion. To find that out, we will usually
have to look directly at the singular values of |A⟩ and |A+⟩.

Figure 30 illustrates four expansion operators |o(α1, . . . , α9)⟩, each of which is an ex-
pansion over 9 coherent states. The amplitudes α1 through α9 are marked by white circles
on the complex plane. In the left column, these form a grid, in the right column, they are
drawn at random from a square centred on the origin, with an area that generates the same
average density as the grid to the left. The grid spacing is 0.7 in the top row, and 1.5 in the
bottom row—this compares with the critical spacing of √π = 1.77, where a grid of coherent
states is a basis for ket space [37].

The residual ∥(1−|o(α)⟩⟨o+(α)|)|β⟩∥2 when an arbitrary coherent state |β⟩ is expanded
over each ensemble is shown by grey shading at the point β. Coherent states whose ampli-
tude is shaded black can be expanded exactly, those shaded white are orthogonal to every
element of the frame, and those shaded grey have residuals intermediate between 0 and 1.

The red contours show the norm of the coefficient vector ⟨o(α)+|β⟩. This takes the
value 1 at the amplitudes of the frame elements, where β = αi and the expansion is the
state itself. It could take smaller values, for example when β = αi = αj and the smallest
expansion is |β⟩ = 1

2 (|αi⟩ + |αj⟩) with |c| = 1/
√

2.
For each ensemble, the black region in which coherent states can be expanded exactly is

a circle or square of area around 9. This is expected: the states in the ensemble are linearly
independent, so they span a subspace of dimension 9, which will be close to the subspace
spanned by the number states |0⟩ through |8⟩. In phase space, this subspace corresponds to
the disk of radius 3 on which these kets have large components.

The dense sets of amplitudes lie in a square whose area is around 4.4, and the black
area extends well outside it. The coherent states at the perimeter of the black area can
still be expanded—their amplitudes are shaded black—but the red contours show that the
expansion coefficients are large. This is necessary because the frame elements only contain
small components of the number states around the perimeter of the black area. The norm |c|
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Figure 30. Residuals (shading) and coefficient sizes (red contours) for expansion of a co-
herent state |β⟩ over a set of 9 coherent states (amplitudes indicated by white
circles).

rises to around 350 for the dense grid, and to a maximum of the same order for the random
ensemble. The amplitudes in the sparse grid fill the black area of expandable states, so the
elements include larger components of the number states around the perimeter. For this
grid, the maximum of |c| occurs at the perimeter, where it does for the dense grid, but it is
not nearly as large.

Outside the perimeter, the expansion coefficients decrease. Coherent states with these
large amplitudes are very nearly orthogonal to the ensemble components: their component
in the span of |o(α)⟩ is a small ket that can be expanded with small coefficients.

The sparse random grid has some isolated amplitudes that happen to lie away from
the others. In the region of phase space adjacent to one of these, say β ≈ αi, the closest
approximation to |β⟩ is its projection parallel to |αi⟩. There is only one nonzero expansion
coefficient, with norm |⟨αi|β⟩|. This forms a Gaussian blob of grey shading around the
isolated amplitude.

41. Extrapolation in phase space

When frames were introduced in Section 12, the spaces were finite dimensional, and the
expansion operator was a complex matrix. The sinc interpolants in Section 13 were an
infinite set, but they were placed at discrete sample points, so that the set of coefficients
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formed a discrete sequence.
The operator |Γ⟩ represents kets by phase space distributions, functions defined on the

whole complex plane. When the ket |ψ⟩ represents an orbital occupied by many particles,
the phase space representation with least norm, the distribution ⟨Γ+|ψ⟩, is concentrated
far from the origin. Such kets will occur when interacting particles are simulated, because
the interaction energy is proportional to the square of the number of particles, so that the
Hamiltonian operator amplifies many-particle components of the kets on which it acts. In
order to represent kets on a computer, the distribution functions must be sampled on a
finite region of the complex plane. If ⟨Γ+|ψ⟩ extends beyond the sampled region, the ket
can still be represented by another distribution, because |Γ⟩ is not one-to-one. However,
this distribution will take larger values and oscillate more sharply. Therefore it will have to
be sampled carefully in order for the simulation to be numerically stable.

The inner product of coherent states with different amplitude,

⟨α|β⟩ = e−
1

2
|α|2− 1

2
|β|2+β∗α,

first given in Equation 6, has a consequence for expansions. Suppose a coherent state |β⟩
is approximated in the form in Equation 81, with variational parameters such that the er-
ror ∥|β⟩ − |o(α)⟩c∥ is at most ϵ, but the amplitudes are placed with |β − αr| > δ. Then
|⟨β|o(α)⟩c| > 1−ϵ, by applying the Cauchy-Schwartz inequality to |β⟩ and |β⟩−|o(α)⟩c. On
the other hand |⟨β|o(α)⟩c| = |∑⟨β|αr⟩cr| ≤ e−

δ2

2

∑ |cr| ≤
√
Re−

δ2

2 ∥c∥. Therefore, as the
amplitude β of the approximated state moves away from the variational amplitudes α, the
coefficients ∥c∥ must grow as e δ2

2 . The error condition requires that ∥|o(α)⟩c∥ < 1+ϵ, so the
variational terms must almost entirely cancel. This bodes badly for the numerical stability
of such expansions: it seems that states can be represented in a stable fashion only when
the whole region of phase space that the state overlaps is covered by variational amplitudes.
There remains the question of how densely it must be covered.

Although the operator |Γ⟩ maps functions to kets, it still has a singular value expansion.
The right singular vectors are functions, and the left singular vectors are kets, and the form
of the expansion is

|Γ⟩f =
∑

i

|ui⟩σi
∫

v∗i f,

where ∫ g∗f is the L2 inner product on complex functions. The singular values are real
numbers. In fact, because the frame is tight, all the singular values are 1, we can choose
any orthonormal basis to be the singular kets |ui⟩, and the corresponding singular functions
are vi(α) = π− 1

2 ⟨α|ui⟩. The singular functions do not span the space of square integrable
functions, and |Γ⟩ maps some functions to the zero ket.

Bargmann [34] noted that, for a fixed |ψ⟩ = |Γ⟩f , the function f has the least L2 norm
when the function e

1

2
|α|2f(α∗) is analytic. He deduced that the analytic functions form a

Hilbert space under the inner product ⟨g, f⟩ =
∫

e−|α|2g∗(α)f(α) d2α. This Hilbert space
is isomorphic to ket space, with |Γ⟩ as the isometry. It is sometime convenient to work
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with analytic functions, but for the discussion of frames we will stick with the expansion
function f .

To think about extrapolation from a limited region of phase space [92], define a re-
stricted operator

|Γχ⟩f = π− 1

2

∫

|α⟩χ(α)f(α) d2α.

For example, χ could be a characteristic function, restricting the integral to its support.
The operator |Γχ⟩ would then have some small singular values, where the support of the
singular function vi barely overlapped the support of χ.

Suppose a ket |ψ⟩ was expanded over a region of phase space χ located distant from
the origin, centred around an amplitude α. The expansion coefficients would be the same
as those for the expansion of the ket D†(α)|ψ⟩ over the translation of this region to the
origin. So it suffices to consider extrapolation from a disk around the origin of phase space.
Luckily, in this case, the singular values turn out to values of a standard special function.

Suppose that χ is the characteristic function of a disk, with χ(α) = 1 when |α| ≤ b, and
0 otherwise. From symmetry, it can be guessed that the singular kets will be the number
states |n⟩—this is verified numerically below. It can be shown by a Lagrange multiplier
argument that the singular functions are the truncations to the disk of

fn = ⟨Γ+|n⟩ = π− 1

2 ⟨α|n⟩ = π− 1

2 e−
1

2
|α|2

∞
∑

n=0

αn∗√
n!
.

The singular functions are scalar multiples of this that have unit norm when truncated.
However, the singular values are ratios of norms, so the normalisation factors cancel out
and can be ignored.

To evaluate the singular value σn, we will first evaluate ∥fn∥. We have

∥fn∥2 =
1

π

∫

|α|≤b

e−|α|2 |α|2n
n!

d2α

=
1

π

∫ b

0

e−r
2 r2n

n!
2πr dr

=
1

n!

∫ b2

0

une−u du = Γ(n+ 1, b2),

where Γ(n, x) is the incomplete gamma function. Everyone seems to define this function
slightly differently, and the convention used here copies the one used in Matlab.

129



The norm of |Γχ⟩fn can be found from

∥|Γχ⟩fn∥|n⟩ = |Γχ⟩fn = π− 1

2

∫

|α|≤b

|α⟩fn(α) d2α

=
1

π

∞
∑

m=0

∫

e−|α|2 α
m

√
m!

|m⟩α
n∗

√
n!
d2α

=
1

π

∫ b

0

re−r
2

∞
∑

m=0

rm+n

√
m!n!

|m⟩ dr
∫ 2π

0

ei(m−n)ϕ dϕ

=

∫ b

0

2re−r
2 r2n

n!
|n⟩ dr

= Γ(n+ 1, b2)|n⟩.

The singular value comes out to

σn =
∥|Γχ⟩fn∥
∥fn∥

=
√

Γ(n+ 1, b2). (90)

Numerical experiments support the idea that the singular kets are number states, and
the singular functions truncations of ⟨α|n⟩. Figure 31 shows the singular functions for |Γχ⟩,
where χ is the circle about the origin of radius b = 5. These were computed by taking the
SVD of a matrix, where phase space was discretised on a square grid with pitch h = 0.3,
and ket space was discretised by expanding over number states |0⟩ through |24⟩. This gives
the first 25 singular kets and functions.

This demonstrates why such extrapolation is unstable. The function vn that satis-
fies |Γχ⟩vn = σn|n⟩, and vn has the smallest possible norm, is the restriction of f(α) =

⟨α|n⟩ to the disk χ. The function f takes its largest values on an annulus around the cir-
cle |α|2 = n. If n is small compared to b2, then all the coefficients fit inside the disk, |Γχ⟩ acts
on vn very nearly the same way as |Γ⟩ does, and the singular value is 1 in both cases. For
large n, only the inner edge of the annulus falls inside the set χ. This is still an expansion
of |n⟩, but it is an inefficient one with large coefficients, and the singular value is small.

The contour plot in Figure 32 shows how the analytic expression for the singular values
σn decays with n during extrapolation from a disk of radius b. Reading along a horizontal
line, we see that the largest singular values are close to one, then they drop to zero when
n is around b2. This decay gets proportionately sharper as the disk gets larger. The rule of
thumb is that there one large singular value for every unit circle of phase space, or area π.

The set of coherent states in any bounded region of phase space spans ket space. It
is a frame for any set of kets that has bounded energy or particle number. However, as
the bound on the energy increases, the lower frame bound shrinks, and some kets require
expansion functions to take very large values. This will make the expansion operator ill-
conditioned, and the differential equations derived from it stiff. If variational methods with
coherent states are to be used numerically, the variational amplitudes must cover the region
of phase space where the wave function has support.

This suggests that variational methods will not work for systems with many modes. In a
high dimensional phase space, the volume of coherent states that overlap the wave function
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Figure 31. Singular kets of the expansion operator over a disk in phase space.
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Figure 32. Singular values of the expansion operator over a disk in phase space.

will be huge. For many types of state, it will increase exponentially with the dimension of the
space. The next section considers the density at which phase space must be sampled; it turns
out that, in order for the variational method to stable, the states must be as dense as if they
formed a grid. Therefore the variational method it will not be practical for high dimensional
systems. It might however be a useful method for systems of moderate dimension.
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42. Density of coherent amplitudes

The last section discussed extrapolation from a bounded part of phase space to represent
states in a larger part. It showed that, when kets are expanded over the coherent states
within a bounded area, the expansion operator has one large singular value for each area
π that the coherent states cover. This suggests that each such area corresponds to one
independent ket; perhaps kets could be reconstructed exactly given one sample amplitude
per area π, in a similar way that functions can be reconstructed exactly when they are
sampled at their Nyquist density.

Another reason to suspect this might be possible is the angle between coherent states
from Equation 7. Coherent states within a unit disk in quantum phase space point in similar
directions in ket space to the state at its centre.

In fact, a discrete grid of coherent states with amplitudes αmn = mαR+inαI does span
phase space whenever the grid is dense enough that αRαI ≤ π [93, 37]. Some of these
sources state the critical area as x0k0 = 2π, which is equivalent to an area π in quantum
phase space given that dx dk = 2d2α. The critical density is shown in Figure 33, where
each coherent state is drawn as a circle of area π, and the grid has spacing √

π. It was later
shown that at the critical density, where αRαI = π, the grid of coherent states is a basis
for ket space, but there are states |ψ⟩ for which the ratio ∥⟨o(αmn)|ψ⟩∥/∥|ψ⟩∥ is arbitrarily
small, and whose expansion coefficients must therefore be arbitrarily large [94]. So, in
order for the grid of coherent states to be a frame, making expansions numerically stable,
the density of the grid must be greater than the critical density.

Figure 33. A square grid of coherent states covers phase space.

Daubechies analysed frame bounds for grids of coherent states as they approached
this limit [2]. The ratio of the frame bounds, which determines the condition of the ex-
pansion operator, increases quite sharply as the density approaches the π−1 limit. Also,
the dual frame elements that determine the expansion coefficients approach singular func-
tions. When phase space is densely sampled, and the frame is snug, the dual frame elements
are very nearly the sampled coherent states themselves. So, if the sampled states cover the
wave function, it is necessary to sample more densely than one state per unit circle of phase
space.

As well as requiring a grid of coherent states to be be dense enough in phase space,
Daubechies also found that the spacing of the grid points along the real axis must be similar
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to that along the imaginary axis: the coherent states are circles in phase space, and the grid
should be square rather than rectangular. Figure 34 illustrates why this is necessary. The
grid is at the critical density, so the coherent states will be a basis for ket space. However,
the momentum eigenstate shown as a dashed line has small components along all the co-
herent states in the grid, so its expansion coefficients will have to be large. This state is not
normalisable, but a highly squeezed state exhibits the same problem. Daubechies did some
numerical experiments, which suggest that the frame becomes significantly looser when
the ratio of the real and imaginary grid spacings is around 2.

Figure 34. A rectangular grid of coherent states does not overlap all of phase space.

Daubechies derived some limits for the results for the frame bounds of a grid of co-
herent states formed from translations and momentum kicks of a wave packet that might
not be Gaussian [2]. The main requirements for the frame to be snug are the the enve-
lope∑j |ψ(x− jx0)|2 is close to a constant function of x, where ψ0(x) is the wave function
for the vacuum state, and that a certain autocorrelation function is small, which ensures
that the coherent states cover all momentum values.

Between the results of Section 41 and this section, the requirements for a discrete set
of coherent states to form a snug frame are quite stringent. In order to avoid extrapolation,
which requires large coefficients, the sample amplitudes must cover the disk of coherent
states that can be expanded over them; this requires the amplitudes to be spread out so that
each of them has an area π to itself. On the other hand, they can not be any more spread
out than this, or else they stop spanning phase space.

The most basic result from Daubechies is that a tight frame of coherent states must be
a grid in phase space. This is a very serious problem if the variation coherent state method
is to be applied to cold atom systems. Simulations of cold atoms typically require dozens or
hundreds of modes to be included in the simulated atomic field, resulting in a phase space
with dozens or hundreds of dimensions. The number of points in a grid grows exponentially
with the number of dimensions, and a phase space grid for an atomic field will be too large
for practical computations.

The results here have considered regular grids of coherent states. For sinc wave pack-
ets, theorems exist about frame bounds of irregularly positioned wave packets [38]. Pre-
sumably similar theorems are possible for coherent states that are placed irregularly in
phase space.
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43. Discrete variational frame

The previous sections discussed expansions over coherent states. However, in the original
variational problem, the derivative −iH|ψ(z)⟩ is expanded over the frame |ψ′(z)⟩. For the
coherent state approximant of Equation 81,

|ψ′⟩ = ( 1 a† ) |ψ⟩.

It follows that

⟨D1ψ|D1ψ⟩ = ⟨ψ|ψ⟩ = e2Reϕ+|α|, ⟨D2ψ|D2ψ⟩ = (1 + |α|2)⟨ψ|ψ⟩,

and
⟨D1ψ|D2ψ⟩ = e2Reϕ+|α|⟨α|a†|α⟩ = α∗⟨ψ|ψ⟩.

The angle between |D1ψ⟩ and |D2ψ⟩ satisfies cot θ = |α|. The frame comprises pairs of the
partial derivative kets, which are orthogonal for the vacuum state, but approach parallel
as |α| increases and |α|2 becomes proportionately close to 1+ |α|2. A pair of vectors like this
was the first example in Section 12, and by the result derived there, the condition of |ψ′⟩ =

( |D1ψ⟩ |D2ψ⟩ ), with one coherent state, in the limit of large α, is approximately |α|2. The
condition number of |ψ′⟩ is at least as large as this, so the variational frame will loosen as it
includes larger variational amplitudes. This will cause the variational equations of motion
to become unnecessarily stiff.

Consider dynamical tunnelling, where the probability amplitude shifts from one region
of phase space to another without passing through the points between. In terms of phase
space, the values of ⟨α|Ψ(t)⟩ change, but the region of phase space where this has support
stays the same. If this process were expanded over a set of coherent states, then it might
be expected that the variational amplitudes would stay constant, and the dynamics would
be generated by changes in the variational coefficients. One consequence of the pairs of
frame elements becoming parallel, with |D2ψ⟩ large compared to |D1ψ⟩, is that a change in
a variational amplitude has a larger effect on ⟨α|ψ(z)⟩ that a change of the same size in the
variational coefficient, so that dynamic tunnelling might cause the variational amplitudes
to shift instead of the coefficients.

This suggests that, although the least squares calculation might be more complicated
if we parameterised the approximant as

|ψ(α, c)⟩ = |o(α)⟩c,

the improvement in the condition of |ψ′⟩ would make it worth doing.
The bounds for the variational frame will depend on the distribution of the coherent

amplitudes and the size of the coefficients. Most obviously, if two amplitudes are nearly
equal, the lower frame bound will be small. The two coefficients corresponding to these
amplitudes can change in opposite ways, producing two Hilbert space vectors that cancel
each other out, with very little effect on the expanded ket. If the coefficients correspond-
ing to these amplitudes are already large and cancel, the upper bounds will become large
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as well: a small change in one of the amplitudes, keeping everything else the same, will
produce a large change in the expanded ket.

Figure 35 repeats Figure 30, except with an ensemble of 4 instead of 9, the density of
the amplitude grid halved, and expansions made over the variational frame instead of the
coherent states. The coefficients are smaller, because the states a†|αr⟩ have components of
higher number states than do |αr⟩. The effect of randomness is larger, owing to the smaller
ensemble size.
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Figure 35. Residuals and coefficient sizes for variational frame expansions.

At this point, it should be clear that frames of coherent states, and variational frames
composed from their partial derivatives, can very easily have loose bounds. The next sec-
tions will detail how this can lead to stiff equations of motion, and what it might be possible
to do about it.

44. Regularisation

The Dirac-Frenkel equations of motion for the variational parameters ζ(t), for a quantum
state whose dynamics are governed by a Hamiltonian H, have the form of Equation 87,
ζ ′(t) = ζ̇H(ζ(t)). This equation of motion will be stiff whenever there is a way to perturb
the parameters that significantly changes a component of the ket H|ψ(ζ)⟩ on the border
of the region of phase space on which the variational frame |ψ′(ζ)⟩ is snug. In this case,
it is not possible to compute the trajectory ζ(t) in a reasonable number of steps, so we
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must look for a better conditioned problem that generates a less stiff equation of motion
w′(t) = ζ1(w(t)). Provided that the state |ψ(w(t))⟩ closely approximates |ψ(ζ(t))⟩, the
variational parameters w(t) that satisfy this equation can greatly differ from the original
solution ζ(t). The variational problem is badly conditioned; there are ways to perturb ζ(t)

that hardly change |ψ′⟩ · ζ, and functions such as ζ1 do exist. The aim is to find one whose
equation of motion is practical to solve.

This approach, where a badly conditioned problem is replaced by one that is physically
equivalent but better conditioned, is known as regularisation. It is widely useful, and Sec-
tion 45 will describe the contexts in which it is traditionally used. The remainder of this
section will determine which parts of the variational problem need to be improved.

As explained in Section 11, the longest time step for which the usual integration for-
mulae are stable is determined by the size of the Jacobian ζ̇ ′H . The Dirac-Frenkel method
sets

ζ̇H(z) = −i⟨ψ′(z)+|H|ψ(z)⟩,

so this will depend on the Jacobian of the mapping f(z) = ⟨ψ′(z)+|, a complicated second
derivative of |ψ⟩. We will suppose for simplicity of analysis that ⟨ψ′(z)+| is independent of
z, hoping that values of z that cause its derivative to be large also cause ⟨ψ′(z)+| to be badly
conditioned, so that the term in ζ̇ ′H proportional to its derivative is never much larger than
the other terms. With this assumption, the function ζ̇H is the composition of the nonlinear
function |ψ⟩ with the linear mappings H and ⟨ψ′(z)+|. The size of the Jacobian is largely
determined by the norms of the linear mappings and of |ψ′⟩.

The mapping |ψ⟩ has a large derivative and is badly conditioned whenever the varia-
tional coefficients are large. In this case, as discussed in Section 43, small changes in the
variational amplitudes α cause large changes in the state |ψ(α, ϕ)⟩. In order for the coherent
state ansatz to generate stable variational equations of motion, the size of the variational
coefficients must remain modest. Section 15 showed that this condition, along with the
requirement that the approximant |ψ(α, ϕ)⟩ must stay close to the state |Ψ⟩, requires the
discrete variational amplitudes α to fill the volume of phase space where the overlap ⟨α|Ψ⟩
is significant. The variational equations of motion will be reasonably stiff only when the
coherent states cover phase space densely, and |o(α)⟩ forms a snug frame for the kets that
can occur as H|ψ⟩.

The linear operator H is its own derivative. Its size is a physical quantity, the max-
imum energy present in the state |ψ(z)⟩, and it can not be reduced by numerical means
without compromising the physical realism of the dynamics. However, the composition
of H with |ψ⟩ can have a worse condition than necessary when |ψ′(z)⟩ is large and some
of the singular kets belonging to its large singular values have large energies. When the
variational coefficients are large and oscillating, so that the Jacobian |ψ′⟩ is already large,
the composition with H can make its condition worse.

The condition of ⟨ψ′(z)+| is equal to the condition of |ψ′(z)⟩, because their singular
values are reciprocals. In the worst case, a singular ket belonging to a large singular value
of |ψ′(z)⟩ not only has a large energy, but is also rotated byH onto a singular ket belonging
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to a small singular value of |ψ′(z)⟩, which becomes a large singular value of ⟨ψ′(z)+|. The
chance of this happening will presumably approach certainty as the number of large singular
values increases.

Regularisation can not work miracles. In a high-dimensional phase space, the volume
where ⟨α|Ψ⟩ is significant will likely be too large for the discrete amplitudes α to fill it at
the required density. Therefore any coefficients c that expand |Ψ⟩ as |o(α)⟩c will be large
and oscillating, and so will any coefficients that closely approximate |Ψ⟩. There is no hope
of expanding an arbitrary state of many field modes as over a small set of coherent states:
the only plausible way to represent such states is by fair sampling, where almost all of the
parameters are recorded implicitly by assuming that they are similar to the few that are
explicitly stored. A variational method with a fair sampling ansatz is an interesting idea,
but outside the scope of this thesis.

We will conclude by discussing methods available today that might allow coherent
states to be used as variational approximants in Heller's original context of moderate di-
mensional phase spaces. There are two related issues.

The first issue is to find a well conditioned replacement for |ψ′(z)⟩, so that the ζ1(z)

which expands H|ψ(z)⟩ is moderately sized and no more sensitive than necessary to small
changes in H|ψ(z)⟩. This type of issue, in which a badly-conditioned problem must be
solved in isolation and the result will stand on its own, has been studied extensively and is
well understood. There are standard methods to address it, which the following sections
apply to variational dynamics.

The other issue is to ensure that |ψ′(z)⟩ remains well conditioned as the simulation
progresses. Variational dynamics does not solve one time step in isolation, rather it sets up
a kind of feedback where the solution from one time step becomes the problem for the next
one. The standard regularisation methods can avoid large and oscillating values of ζ̇1(ζ(t)),
but this is not enough: each step ∆z = ζ̇1(ζ(t))∆t might be small, but there are a lot of
steps, and they can add up to produce large and oscillating variational parameters ζ(t) at
later times. These will cause |ψ′(z)⟩ to become badly conditioned and the equations of
motion to become stiff. So as well as regularising the least-squares problem at each time
step, it is necessary to ensure that the variational parameters propagate in a way that keeps
the problem well conditioned.

This type of issue has attracted much less interest than one-off regularisation. However,
Fabčič's work offers a plausible approach. The function |ψ⟩ becomes badly conditioned
when the variational coefficients become large compared to the size of the quantum state
they are representing; the obvious solution is to constrain their vector norm |c| to not exceed
a certain size limit. Implementing this is a step for the near future, and an solution will be
sketched in Section 48.

45. Ill-posedness

Section 11 mentioned that differential operators have large singular values, because si-
nusoidal functions with large wave numbers are greatly magnified when they are differ-
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entiated. This causes partial differential equations to reduce to stiff ordinary differential
equations when they are discretised by a method of lines on a fine grid. It causes a more
serious problem when a quantity is measured or sampled on a grid, and a derivative of the
quantity is computed from the results—for example, we might want to know the speed of
a object, but the only thing we can directly measure is its position at a set of discrete times.

The errors in the measurements vary randomly from one grid point to the next, so they
include components with large wave numbers; when these components are magnified by
differentiation, they can become larger than the derivative of the original quantity. Cal-
culations in which this occurs are known as ill-posed problems, and they are the classic
application of regularisation. The problem is illustrated schematically in Figure 36.

reality

noise

signal

observation

reality

fantasy

reconstruction

signal

noise

observation

Figure 36. Schematic diagrams of signal and noise in an ill-posed problem.

The top figure shows the real relation between, for example, the speed of an object and
the results of measurements of its position. There is a physical relationship between the
speed and the position, represented by a grey process that turns reality into a signal. The
process of measuring the signal combines it with some noise to produce the measurement
results.

In contrast, the bottom figure shows the relation that is assumed when the results of
position measurements are differentiated to determine a velocity. The derivative operator
does not know that there are errors: it sees the measurement results, treats them as the
true position of some physical object, and determines the velocity that this object would
have required in order to pass exactly through the measured positions at the given times.
The measured positions have Fourier components with large frequencies, due to the noise,
so the derivative operator determines that such an object would have had to move very
quickly.

This computed trajectory is not compatible with the law of inertia, and a smarter dif-
ferentiation program could take this into account, allow for the errors, and return a realistic
trajectory. This is called regularisation. Section 46 will discuss ways it can be done.

The effect of regularising the derivative operator is to make the computed derivative
less sensitive to components of the function with large wave numbers. In the context of
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partial differential equations, this is exactly what is required to improve the condition of
the operator, and make the method of lines produce less stiff ordinary differential equa-
tions. In principle the stiff equations could be addressed by regularisation, although in
practice it is much simpler and equally effective to compute the solution on a coarser grid,
so that the components with large wavenumbers are discarded or aliased. However, when
Schrödinger's equation is solved by a variational method, it is rarely possible to neatly char-
acterise the components with large singular values, and regularisation becomes a practical
approach.

The eigenvectors of differentiation are the complex exponentials, and the eigenvalues
are their wavenumbers. Differentiating a function f with errors u can be expanded as

D(f + u)(x) =
1

2π

∫

dk eikxk

∫

dx′ e−ikx
′(

f(x′) + u(x′)
)

=
1

2π

∫

dk eikxk(F (k) + U(k)).

Assuming that the derivative Df exists, the coefficients kF (k) must decay as the wave
number increases, so that the integral ∫ eikxkF (k) converged. However, there is no reason
that the integral over ∫ eikxkU(k) should converge. For instance, the integral does not
converge when the errors u are due to white noise, making U(k) a constant function; in
this case, the derivative computed from the noisy data will diverge as f(x) is sampled more
frequently. The requirement that this does not happen, and the eigenvalues and noise
components are such that their integral converges, is known as the Picard condition [95].

Differentiation has eigenvalues and eigenvectors, but in general there will be singular
values in place of the k and singular vectors in place of the complex exponentials. In Sec-
tion 15, we expanded the operator |Γχ⟩ from phase space functions to kets as a series of
singular values and vectors

|Γχ⟩f =
∞
∑

i=1

|ui⟩σi⟨f, vi⟩.

Because |Γχ⟩ is a finite operator, this series will have to converge. The least squares problem
was solved using the pseudoinverse, which can be expanded formally as

⟨Γ+
χ |ψ⟩ =

∞
∑

i=1

viσ
−1
i ⟨ui|ψ⟩.

It is not obvious that this series converges, because the restricted expansion operator |Γχ⟩
has many small singular values that tend to zero as i increases.

For the case where the set χ is a disk, the singular values given by Equation 90 decrease
exponentially with i [96]. So it is possible to construct a normalisable state |ψ⟩ = i−1|ui⟩,
for which the coefficients σ−1

i ⟨ui|ψ⟩ increase exponentially as i increases. This certainly
does not satisfy the Picard condition, and it is not surprising that these expansions are
unstable.

The need for regularisation in variational dynamics differs from the traditional prob-
lems of deducing information from noisy measurements. The small singular values that
occur in measurement problems have a physical origin: there exist sets of states that are
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physically quite different, but that will produce nearly the same measurement data; when
the details of implementation are stripped away, regularisation is based in a prejudice about
which of these states is the most realistic one. In variational dynamics, on the other hand,
the singular values are those of an expansion operator, and they are small because we have
chosen to expand the states over a loose frame. However, there is no way to choose a tight
frame for the whole physically accessible part of a high-dimensional phase space, at least
not one that fits into the storage of a computer. We can try to constrain the variational
frame to keep it as tight as possible, but it will inevitably have some small singular values
in directions that overlap with the state being expanded, and the variational problem will
have to be regularised.

This causes a difference in principle. The large and oscillating results that satisfy un-
regularised measurement problems are physically incorrect. They are attempts to find a
physical state that would reproduce the errors in the experimental data. But those errors
are produced by the process of measurement, not by the state being measured; the unreg-
ularised problem is unphysical, and the regularised problem is a better model of what is
really occurring. In the variational problem, on the other hand, the large and oscillating
solutions more nearly satisfy the laws of motion: the state that satisfies those laws has com-
ponents with phase space amplitudes that are distant from the variational amplitudes, and
the oscillating solutions represent those components more accurately than the regularised
ones do. Regularising the variational problem is a compromise in which the original equa-
tions of motion are replaced by ones that are less realistic, but that numerical integration
formulae are capable of solving.

46. Tikhonov conditioning

The type of ill-posed problem that occurs in when partial differential equations are discre-
tised is known as the discrete type; the distinguishing feature is that the singular values of
the ill-posed operator decrease continuously rather than suddenly dropping to zero. The
standard way to regularise these problems is due to Tikhonov [97].

The problem
|Γχ⟩f = |ψ⟩

can be regarded as a least squares problem, where |ψ⟩ is chosen to minimise the resid-
ual ∥|Γχ⟩f − |ψ⟩∥2. The exact solution has residual zero, and it is dominated by com-
ponents belonging to the small singular values that make |Γχ⟩ badly conditioned and the
variational equations stiff. Tikhonov modified this problem, choosing |ψ⟩ to minimise the
Tikhonov residual ∥|Γχ⟩f − |ψ⟩∥2 + λ∥f∥2. Here λ is a positive number, called a Lagrange
parameter for reasons that will become clear shortly. Methods similar to this have been
invented independently and applied to the Dirac-Frenkel problem [98].

There are two things to note. Firstly, the modified problem is still a linear least squares
problem: it is equivalent to minimising

∥

∥

∥

∥

(

|Γχ⟩
λI

)

f −
(

|ψ⟩
0

)∥

∥

∥

∥

2

,
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where I is the 2R × 2R identity matrix. This can be solved by the usual least squares
methods.

Secondly, suppose that fλ is the solution for a given value of λ. If another function,
g, had the same norm but a smaller residual, then f would not minimise the Tikhonov
residual. Therefore Tikhonov regularisation is equivalent to constraining the norm of f , and
seeking the solution with smallest residual given that norm. Or, equivalently, constraining
the residual and seeking the solution with smallest norm. The parameter λ is a Lagrange
parameter for this constrained optimisation problem.

Solving the Tikhonov problem for various values of λ generates a family of solutions.
These can be plotted on a graph of residual against solution norm, where they mark the
edge of the space of possible solutions. Above and to the right of the curve, a solution can
be found with the given norm and residual: below and to the left, it can't. The boundary
curve is known as an L-curve.

A typical L-curve that might result when measured data with errors are reduced using
Tikhonov regularisation is shown in Figure 37. In the classic example, a derivative g(x) =

f ′(x) is being computed from discrete samples fi = f(xi) + ei, which include errors ei.
The top left is the limit where λ is large, constraining the norm of the solution ∥g∥ to be
zero, so that the regularised solution is g = 0, and the residual is the norm of the vector
of samples fi. As the constraint on the norm is relaxed, the solution becomes closer to the
true value g = f , and the residual decreases. At the elbow of the curve, ∥g∥ is constrained
to be close to ∥f∥, so the solution is close to the true value, and the residual is the norm of
the measurement error ∥e∥. Relaxing the constraint further allows spurious solutions that
fit the measurement results fi better than the true values f(xi) do. Typically, these won't
fit much better, and the residual doesn't decrease much below ∥e∥. However, the solution
now includes components belonging to small singular values, and in the limit of small λ, at
the lower right, the norm of the solution will increase as far as it is allowed to.

residual

solution norm

‖e‖

norm of rhs

‖x0‖

Figure 37. Regularisation L-curve for a normal ill-posed problem.

In a measurement problem, the elbow in the L-curve provides a way to choose the
Lagrange parameter λ. When the regularised solution lies at the elbow on the curve, it con-
tains all the components of the quantity that the data allow to be deduced: the remaining
components belong to small singular values of the measurement process, and their effect
on the results is smaller than the errors in the measurements. Fitting the measurement
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results less closely would throw away information. On the other hand, fitting them more
closely would not infer any more about the quantity being estimated, and would become
an attempt to reproduce the measurement errors.

To demonstrate how this applies to expansions over coherent states, Figure 38 shows
a cat state, and indicates the amplitudes of a set of 40 coherent states over which it can
be expanded in the form |ψ⟩ = |o(α)⟩ · c. These amplitudes have been drawn from phase
space, with the distribution |⟨α|ψ⟩|2. Section 41 showed that the singular values of the
restricted expansion operator |Γχ⟩ decay to very small values, whose singular vectors are
number states that lie outside the sampled region χ. However, adding these singular vectors
to numerical expansions with large coefficients can contribute to a better approximation of
the expanded state.
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Figure 38. Cat state sampling problem.

Therefore, as shown in Figure 39, the L-curve for this problem does not have an obvious
elbow. As the regularisation is reduced, and the coefficient vector c is allowed to become
larger, the approximation |o(α)⟩ · c keeps converging towards |ψ⟩. The L-curve does not
contain enough information to choose a regularisation parameter; it suggests that less reg-
ularisation is always better. In variational dynamics, the constraint is the stiffness of the
regularised equations of motion, which can not be inferred from the L-curve. This would
need to be estimated directly, and sufficient regularisation chosen that the equations can
be solved numerically. But ideally no more than that, so that the solution to the regularised
equations satisfies the quantum law of motion as nearly as computationally possible.

Figure 40 shows a Picard plot for this problem. It displays three quantities: the sin-
gular values σr of the expansion operator |o(α)⟩, the components of the singular kets |ur⟩
in the expanded ket |ψ⟩, and the components ⟨ur|ψ⟩/σr of the singular vectors vi in the
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Figure 39. L-curve for cat state sampling problem.

unregularised coefficient vector c. Note that, at the right of the graph, these components
grow with r, despite the decay in the components ⟨ur|ψ⟩. This suggests that regularisation
is essential for this problem: as more amplitudes are added to the set α, the coefficient
vector c that best approximates |ψ⟩ will keep growing.
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Figure 40. Picard plot for cat state sampling problem.

143



47. Effects of Tikhonov conditioning

As described above, the Tikhonov regularised variational problem assigns expansion coef-
ficients d in order that

(

|ψ′(z)⟩
λI

)

d ≈
(

−iH|ψ⟩
0

)

,

this equation being satisfied in a least-squares sense. The solution is given by

d = −i⟨ψ′(z)+λ |H|ψ⟩ = −i
(

|ψ′(z)⟩
λI

)+

EH|ψ⟩,

where ·+ denotes the Moore-Penrose pseudoinverse of a matrix, ·+λ is the Tikhonov pesu-
doinverse, and E is the linear mapping

E|ψ⟩ =

(

|ψ⟩
0

)

.

Suppose that |ψ′(z)⟩ has the singular-value decomposition |ψ′(z)⟩ = |U⟩SV †, so that
(

|ψ′(z)⟩
λI

)

vr =

(

σr|ur⟩
λvr

)

=
√

σ2
r + λ2wr.

The orthonormality of thewr follows from that of the |ur⟩ and vr, so this provides a singular-
value decomposition

(

|ψ′(z)⟩
λI

)

= WTV †,

with singular values τr =
√

σ2
r + λ2. Therefore

⟨ψ′(z)+λ | =

(

|ψ′(z)⟩
λI

)+

E = V T−1W †E,

and E selects the first column of W †, as

W †E =









σ1√
σ2

1
+λ2

⟨u1|
...

σR√
σ2

R
+λ2

⟨uR|









.

It follows that the right singular vectors of ⟨ψ′(z)+λ | are the kets |ur⟩, and the singular values
are

σ+
r =

σr

τr
√

σ2
r + λ2

=
σr

σ2
r + λ2

.

This shows that Tikhonov conditioning divides the singular values of |ψ′(z)⟩ into large
ones and small ones, as compared to λ. For large σr, the singular value is very close to
the unregularised inverse, with σ+

r ≈ 1/σr. For small σr, the component of |ur⟩ is nearly
discarded, with σ+

r ≈ σr/λ
2. In this subspace, |ψ′(z)+⟩ ≈ λ−2|ψ′(z)⟩. In between, there is

a maximum at σr = λ, with σr = 1/2λ, half the unregularised value.
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This has consequences for the conditioning of the regularised problem, and how that
varies with λ. When λ < σR, regularisation has very little effect: the condition of ψ′(z)+|
is the same as that of |ψ′(z)⟩, which is often bad. As λ increases, so that σ1 < λ < σR, the
singular values lie on either side of the σr = λ peak; the condition of ⟨ψ′(z)+| is determined
by how far below this peak σ1 and σR fall, and the condition number has a sharp minimum
when σ+

1 = σ+
R . When λ dominates the singular values, and |ψ′(z)+⟩ = λ−2|ψ′(z)⟩, it is

again the case that their condition is the same. Of course, stiffness is determined by the
size of the largest eigenvalues of the Jacobian, not the condition number.

This is illustrated in Figure 41, which plots the logarithms of the singular values of
|ψ′(z)⟩ against those of ⟨ψ′(z)+|, both scaled to the regularisation parameter λ. In the right
hand plot, λ is small compared the the singular values, so these lie very close to the line
σ+ = 1/σ. In the left hand plot, λ is large, |ψ′(z)+⟩ is nearly λ−2|ψ′(z)⟩, and the singular
values lie on λσ+ = σ/λ. The singular values have been inverted, but this does not change
the ratio of the smallest to the largest, so in both cases the condition numbers of |ψ′(z)⟩
and |ψ′(z)+⟩ are the same.
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Figure 41. Effect of Tikhonov regularisation on singular values.

In the middle plot, λ is of the same order as the singular values, which is the usual case
in well-regularised problems. In the illustrated case, where the singular values span several
orders of magnitude, the condition number of |ψ′(z)+⟩ is about the square root of that of
|ψ′(z)⟩. If the singular values were more even to begin with, and all fit in the curve at the
top of the peak, the improvement would be greater. However, in this case it is unlikely that
the problem would need to be regularised, so the square root improvement is likely the best
that can be expected.
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48. Conditioning with constraints

Fabčič [18] investigated a different way of avoiding stiffness in the variational equations of
motion. While Tikhonov conditioning replaces the badly conditioned function ζ̇H(z) with
a better conditioned one, this method constrains the variational parameters ζ(t) to values
where partial derivatives |Diψ⟩ form a snug frame, so that ζ̇H is already well conditioned
around the values of z that actually occur as ζ(t).

This work did not systematically investigate the causes of the stiffness—it noted that
the numerical integration routines sometimes required very short time steps, developed
some heuristics about the sets of variational parameters for which this occurred, and con-
strained ζ(t) to avoid those kinds of parameters.

The main heuristic was that none of the variational coefficients was allowed to fall to
a very small value. In this case, it is clear that |ψ′(z)⟩ will be badly conditioned. When the
coefficient of a coherent state is small, changes in its amplitude have a small effect on the
superposition. However, this is not the only way that |ψ′(z)⟩ can become nearly singular.
For example, two coherent states with large coefficients and nearly equal amplitudes can
cancel each other out. This occurs quite often when the quartic oscillator is simulated.

This approach partially succeeded. The stiffness occurred less often than with the un-
constrained equations of motion, allowing some systems to be simulated that were unstable
before. However, although stiffness occurred less often, it still occurred.

Knowing about frames and stiffness, it should be possible to take this approach, but
to choose the constraints more systematically. The goal is to constrain z so that the vari-
ational frame |ψ′(z)⟩ remains snug. The above analysis shows that this requires that the
variational coefficients have reasonable magnitudes, that the variational amplitudes fill the
region of phase space that overlaps the expanded state, and that they are sufficiently dense
in this region. The constraints do not need to take all this into account. The reason that
it is desirable for |ψ′(z)⟩ to be a snug frame is simply that it allows the coefficients c in
the expansion |Ψ(ϕ, α)⟩ = |o(α)⟩ · c(ϕ, α) to have reasonable magnitudes. So it might be
sufficient to constrain the norm of the coefficient vector c(ϕ, α), and hope that the resulting
constrained least squares problem forces the variational amplitudes to form a snug frame.

The mechanics of solving the constrained problem are detailed in [18]. Suppose that
the constraint is |c(ζ(t))| ≤ C. At time steps when the parameters ζ(t) satisfy the constraint
with |c(ζ(t))| < C, the variational method can proceed unconstrained. It will probably
require some Tikhonov type regularisation to avoid stiffness due to small variational co-
efficients, and also to limit the step ∆ζ in one time step to a size where the differential
approximation |ψ(ζ + ∆ζ)⟩ ≈ |ψ(ζ)⟩ + |ψ′(ζ)⟩ · ∆ζ is valid. At other time steps, when the
constraint is only just satisfied and |c(ζ(t))| = C, there are two possibilities. In the case
that the unconstrained ζ̇H(t) points in a direction that reduces |c(ζ(t))|, there is no problem.
Otherwise, it is necessary to find a ζ̇H(t) that satisfies the variational problem as well as
possible, while keeping |c(ζ(t))| constant. In other words, we need ζ̇H(t) to be orthogonal
to the gradient of c. Although c is not an analytic function, this gradient can be expressed
either in terms of real and imaginary parts, or in terms of Wirtinger derivatives [99].
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49. Other approximants

Besides the expansions over coherent states that we have been studying, there is another
class of approximants in common use for simulations of quantum chemistry and atom op-
tics. This is paradoxically named the multiconfigurational Hartree approach [86]. It was
proposed in 1990, since when it has been used quite widely, and with considerable success
in quantum chemistry applications with moderate numbers of particles [100].

The approximant is usually presented as an expansion of a wave function in first quan-
tisation with many coordinates; in our context, it would expand a wave function in second
quantisation over many modes, but the form is identical. The ansatz comprises an orthonor-
mal set of wave functions for each mode, ϕ(i)1 through ϕ(i)ri , where i indexes the modes. The
approximant combines products of these functions with arbitrary coefficients, as

ψ(x1, x2, . . . , xn) =

r1
∑

j=1

· · ·
rn
∑

l=1

aj...l ϕ
(1)
j (x1) . . . ϕ

(n)
l (xn).

Numerically, the functions ϕ are stored as sets of sample values, or expanded over some
fixed basis for each mode.

When this form has been used numerically, it has been constrained in order to avoid
the kind of stiffness that occurs in coherent state expansions. The set of functions ϕ(i)j for a
fixed mode j are usually required to be orthonormal. Also, when the Dirac-Frenkel method
is applied, the rate of change ∂tϕ(i)j is constrained to be orthogonal to all the ϕ(i)j . This
does not lose any generality—any component parallel to these functions can be absorbed
into their coefficients—but it reduces the redundancy in the representation and improves
the condition of the variational frame. Some regularisation still had to be applied. For
example, when the expanded state actually is a Hartree state, all but one of the coefficients
should be zero, say a11...1. Then the dynamics of ϕ(m)

i with i > 1 are not determined by the
variational method.

The Gaussian wave packet approximant is a special case of this, where all coefficients
are zero except for the diagonal ajj...j , and the wave function ϕ

(1)
j (x1) . . . ϕ

(n)
j (xn) is a

coherent wave packet |α(1)
j ⟩ ⊗ · · · ⊗ |α(n)

j ⟩. For practical purposes, the question is how
rapidly the approximant converges to the exact state as the number of parameters increases;
whether the coherent state or the multiconfigurational form converges more rapidly will
no doubt depend on the state to be represented. When the state is actually a Hartree state,
for example, the multiconfigurational form is as efficient as could reasonably be expected,
but the coherent state form will require a very large grid of amplitudes covering the high
dimensional phase space. Unfortunately, the orthogonality constraints that stabilise the
multiconfigurational approximant numerically are not compatible with the ϕj continuing
to have the form of coherent states.

There are elaborations of this form. Most of these apply it recursively, with func-
tions ϕ(j)i (xn, . . . , xn) that are themselves expanded in multiconfigurational form [101].
This has produced converged solutions to the spin boson problem [102, 103], so it has some
potential in quantum field applications.
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However, other applications of this method to quantum fields have been less successful.
As more configurations are added, this method converges to an exact representation of
the quantum state, and the amount of computer storage required to exactly represent a
quantum field increases exponentially with the number of particles and modes. In practice,
only a handful of modes can be treated, and the convergence can not be tested. Some
published results have turned out to be wrong due to an inadequate number of modes
being used [104, 105, 81].
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Chapter 6 Conclusion

The truncated Wigner simulations of one-dimensional cold atom experiments performed
as expected. In one set of simulations, a coherent state was sampled with a constant order
parameter as the field amplitude. This was not a steady state under truncated Wigner
dynamics. The coherence function g(2) relaxed from 1, the coherent state value, towards
the Bose field ground state value. Meanwhile, the density of bosons in momentum space
oscillated, and the dispersion relation was consistent with these oscillations being caused
by Bogoliubov sound waves.

In a second set of simulations, samples were drawn from a Bogoliubov approximate
ground state instead of a coherent one. The oscillations in the momentum density were
much smaller, suggesting that this is a better approximation to the ground state. For values
of γ above 0.1, there was still some noticable relaxation of the coherence function, and the
oscillations appeared to follow the Bogoliubov dispersion curve. This is surprising, because
the Bogoliubov sound waves should not be excited in this state. The Bogoliubov state was
calculated using the density of the condensate mode, without correcting for the repulsion
from non-condensate bosons. For larger values of γ, the non-condensate fraction becomes
appreciable, and it is possible that the initial state was simply calculated with the wrong
density. The Bogoliubov state can be modified to account for non-condensate bosons [106],
and this might reduce the oscillations further.

There are some alternative approaches to drawing Wigner samples for the ground state
of the atomic field. One of them involves sampling the field in a coherent state, with the
repulsion of the atoms initially set to zero, so that the coherent state is the exact ground
state of the atomic field. The atoms are then simulated as the repulsion increases adiabati-
cally [107]. This method was reported to be more effective in open systems, where atoms
and energy were exchanged between the field and some thermal reservoir, than for closed
systems such as the split traps.

The other method is a somewhat similar approach [108]. The field is sampled in an
arbitrary state—a coherent state is convenient—and a simulation is carried out of the dy-
namics of this field in contact with a thermal reservoir. In principle, such a simulated field
should approach thermal equilibrium, at which point it will generate an ensemble of sam-
ples for the thermal state of the field. At low temperature, this will be the ground state.
This method has been derived on paper, and numerical simulations have been attempted,
but these have not yet been made to converge.
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The sensible approach to truncated Wigner simulations of these tightly-confined gasses
would be to develop all three methods in parallel. It is possible that the convergence issues
in each method have some common cause, or possibly one method might succeed.

This goal of this project was to simulate the dynamics of atomic fields, by expanding
the quantum state of the field as a superposition of multimode coherent states. Chapter 5
argued that this can not be done. The multimode coherent amplitudes lie in a high dimen-
sional phase space. There is a special case where the state of the field is exactly coherent, or
where the coherent amplitudes of the modes are very strongly correlated, so that the state
can be expanded over a few coherent states. In general, the coherent amplitudes for which
the state has significant components will fill a volume of phase space, and the number of
coherent states required to cover this volume will increase exponentially with the number
of modes. It was shown in Section 41 that the coherent amplitudes must fill the volume
of phase space overlapping the expanded state, or else the expansion will be numerically
unstable, and the variational equations of motion will be impractically stiff. So the varia-
tional method, in the general case, is no more efficient than a grid of coherent amplitudes
in phase space.

The variational method is still worth pursuing in its original context, systems with
a dozen or so degrees of freedom. It has not been used as widely as it might, because
attempts to employ it keep failing due to numerical instability. Hopefully, the analysis that
demonstrates why the method can not simulate quantum fields will allow these problems
to be addressed more systematically, and the method might be made reliable enough to be
used more widely in the future.
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