
 

 

biblio.ugent.be 

 

The UGent Institutional Repository is the electronic archiving and dissemination platform for all 
UGent research publications. Ghent University has implemented a mandate stipulating that all 
academic publications of UGent researchers should be deposited and archived in this repository. 
Except for items where current copyright restrictions apply, these papers are available in Open 
Access. 

 

This item is the archived peer‐reviewed author‐version of: 

Title:  Simulation of hydrogen auto‐ignition in a turbulent co‐flow of heated air with LES and 
CMC approach 

Authors: I. Stanković, A. Triantafyllidis , E. Mastorakos, C. Lacor, B. Merci 

In: Flow, Turbulence and Combustion: Volume 68, Issue 3, 689‐710, 2011. 

The original publication is available at www.springerlink.com 

To refer to or to cite this work, please use the citation to the published version: 

I. Stanković, A. Triantafyllidis, E. Mastorakos, C. Lacor, B. Merci. (2011) Simulation of 
hydrogen auto‐ignition in a turbulent co‐flow of heated air with LES and CMC approach. 
Flow, Turbulence and Combustion. 86:689‐710,2011 (DOI: 10.1007/s10494‐010‐9277‐0) 
 



Noname manuscript No.
(will be inserted by the editor)

Simulation of hydrogen auto-ignition in a turbulent co-flow of

heated air with LES and CMC approach

I. Stanković · A. Triantafyllidis · E. Mastorakos ·
C. Lacor · B. Merci

Abstract Large-Eddy Simulations (LES) with the first order Conditional Moment Closure

(CMC) approach of a nitrogen-diluted hydrogen jet, igniting in a turbulent co-flowing hot air

stream, are discussed. A detailed mechanism (9 species, 19 reactions) is used to represent

the chemistry. Our study covers the following aspects: CFD mesh resolution; CMC mesh

resolution; inlet boundary conditions and conditional scalar dissipation rate modelling. The

Amplitude Mapping Closure for the conditional scalar dissipation rate produces acceptable

results. We also compare different options to calculate conditional quantities in CMC res-

olution. The trends in the experimental observations are in general well reproduced. The

auto-ignition length decreases with an increase in co-flow temperature and increases with

increase in co-flow velocity. The phenomena are not purely chemically controlled: the turbu-

lence and mixing play also affect the location of auto-ignition. In order to explore the effect

of turbulence, two options were applied: random noise and turbulence generator based on

digital filter. It was found that stronger turbulence promotes ignition.

Keywords Conditional Moment Closure · Large Eddy Simulations · Auto-ignition ·
Hydrogen

1 Introduction

The understanding of the complex interaction between turbulence, molecular diffusion and

slow chemistry, leading to auto-ignition, is an important element for the development of

many combustion devices (e.g low NOx diesel and homogeneous charge compression injec-

tion engines and lean premixed pre-vaporized gas turbines). This motivated Markides and
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Mastorakos [1] to perform experiments of the auto-ignition of a hydrogen jet, diluted with

nitrogen, issued into a co-flow of pre-heated air at atmospheric pressures. In the experiment,

different auto-ignition regimes (“no-ignition” regime, “random spots” regime, flashback,

and lifted flame) were obtained by varying the co-flow temperature and velocity. It was

shown that the auto-ignition length decreased with an increase in co-flow temperature and

increased with increase in co-flow velocity.

In the present study, we combine the Large-Eddy Simulation (LES) technique with the

first order Conditional Moment Closure (CMC) [2] approach as turbulent combustion model

and we examine the experiment of [1]. In the literature, there are only few LES studies of

hydrogen auto-ignition, using the probability density function (PDF) as a sub-grid scale

model [3,4], or tabulated chemistry [5]. In [3,4], the ignition length was well reproduced

and it was also demonstrated that flashback occurs at high co-flow temperatures. The CMC

model has been applied on this test case [1] in the past only in a RANS context [6], without

success in reproducing the “random spot” regime (in all cases studied an attached flame was

formed). For the n-heptane jet case, in equal velocity conditions in the same geometry, i.e. jet

velocity equal to the co-flow velocity, the ignition length was captured well using RANS and

CMC [7]. In the context of LES, the CMC model has been used to study methane flames

(Sandia D [8], lifted flame stabilized by auto-ignition [9] and bluff-body flames [10,11])

with very good results.

In CMC, transport equations are solved for the conditionally averaged reacting scalars,

conditioned on mixture fraction, a conserved scalar. When CMC is used, it is common prac-

tice to use a dual mesh approach, where the CMC grid is coarser than LES one. A coarse

spatial grid can be used in CMC since the conditional mean quantities have weaker spatial

dependence than unconditional quantities. This reduces the computational cost of a simula-

tion. As the CMC equations require flow-field information obtained from the LES (mixture

fraction, velocity, scalar dissipation rate and diffusivity), an averaging procedure has to be

used. This is discussed in Section 2.2. Another important aspect is the modelling of the

conditional scalar dissipation rate, since it has an important effect on auto-ignition [12].

The specific objectives of the present paper are twofold. First, we investigate the effect

of numerical accuracy and model options:

– qualitative appreciation of the simulation results when the LES/CMC methodology is

applied to the auto-ignition test case of [1];

– study of the influence of the CFD grid resolution;

– investigation of the influence of the CMC mesh resolution in physical space;

– examination of the influence of the turbulence inlet boundary conditions;

– study of the impact of the model for the conditional scalar dissipation rate.

Second, we study the effect of variations in boundary conditions:

– co-flow temperature;

– co-flow air velocity.

Due to a lack of available experimental data, the comparison with the experiment is

limited to the ignition length.
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2 Modelling

2.1 Large Eddy Simulations

In LES, only the large energy-containing scales, are resolved, while modelling is applied to

represent the effect of the smaller unresolved scales, which contain only a small fraction of

the turbulent kinetic energy. The Favre-filtered continuity and Navier-Stokes equations are:

∂ ρ̄
∂ t

+
∂ (ρ̄ũi)

∂xi
= 0 (1)

∂ (ρ̄ũi)

∂ t
+

∂ (ρ̄ũiũ j)

∂x j
=−

∂ p̄
∂xi

+
∂ τ̃i j

∂x j
−

∂τ sgs
i j

∂x j
(2)

where ρ̄ is the resolved density, τ̃i j is resolved stress tensor and τ sgs
i j = ρ̄(ũiu j − ũiũ j) is the

sub-grid scale stress tensor. The momentum equations can be further elaborated, approxi-

mating the resolved stress tensor:

τ̃i j = µ̄
(

∂ ũi

∂x j
+

∂ ũ j

∂xi
−

2

3

∂ ũk

∂xk
δi j

)
(3)

The sub-grid scale stresses are closed with the standard Smagorinsky model [13]:

τ sgs
i j −

1

3
τ sgs

kk δi j =−2µt

(
S̃i j −

1

3
S̃mmδi j

)
=−2ρ̄(Cs∆)2

∣∣∣S̃
∣∣∣
(

S̃i j −
1

3
S̃mmδi j

)
(4)

where S̃i j = (1/2) (∂ ũi/∂x j +∂ ũ j/∂xi) is the filtered rate-of-strain tensor and the charac-

teristic filtered rate of strain is

∣∣∣S̃
∣∣∣=
(

2S̃i jS̃i j

)1/2

. The model constant, Cs, is fixed; Cs = 0.1

is used. The filter width is defined as ∆ = (∆x∆y∆z)
1/3.

A transport equation for the filtered mixture fraction ξ̃ is also solved:

∂ (ρ̄ξ̃ )
∂ t

+
∂ (ρ̄ũ j ξ̃ )

∂x j
=

∂
∂x j

(
ρ̄D

∂ ξ̃
∂x j

− ρ̄Jsgs
j

)
(5)

In equation (5) the unknown term Jsgs
j , which represents scalar transport due to sub-grid

scale fluctuations, must be modelled. It is modelled similarly to the sub-grid scale stress

tensor i.e. Jsgs
j =−Dt∂ ξ̃ /∂x j. We assume equal diffusivities (D = ν/Sc, Dt = νt/Sct , νt =

µt/ρ̄), with a constant Schmidt number (Sc = Sct = 0.7) and we also assume unity Lewis

number.

The mixture fraction variance is obtained from a gradient type model [14]:

ξ̃ ′′2 =C∆2 ∂ ξ̃
∂xk

∂ ξ̃
∂xk

(6)

where C is a coefficient with a constant value (C = 0.1).

The unconditional scalar dissipation rate is modeled according to [14,15] derived from

a equilibrium hypothesis:

Ñ =

(
ν
Sc

+
νt

Sct

)
∂ ξ̃
∂xk

∂ ξ̃
∂xk

(7)

Equation (7) therefore gives the total (resolved plus estimated sub-grid scale) scalar dissipa-

tion rate.
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2.2 Conditional Moment Closure

In the CMC method [2], transport equations are solved for the conditionally filtered reacting

scalars, conditioned on the mixture fraction, ξ . The conditional mean or first conditional

moment of reactive scalar of the α -species, Yα , is defined as:

Qα ≡ Ỹα |η = Ỹα ,η ,α = 1, ...n (8)

where η is the sample space variable for ξ (mixture fraction) and the operator ·|η denotes

the fulfillment of the condition on the right hand side of the vertical bar. The conditional

fluctuations around the conditional mean are neglected in the first order CMC. The uncon-

ditional and conditional filter values are related by:

Ỹα =

∫ 1

0
Ỹα |η P̃(η )dη (9)

The density-weighted filtered PDF (P̃(η )) is assumed to have a β-shape and is calculated

from the resolved and sub-grid scale variance of the mixture fraction (equations (5) and (6)).

The CMC transport equations for the conditionally filtered reactive scalars, Qα , read

[8]:
∂Qα
∂ t

+ ũi|η
∂Qα
∂xi︸ ︷︷ ︸

T1

− Ñ|η
∂ 2Qα
∂η 2

︸ ︷︷ ︸
T2

= W̃α |η︸ ︷︷ ︸
T3

+ eY︸︷︷︸
T4

, α = 1, ...,n (10)

The equations are solved for the n species of the reaction mechanism. The first term on the

left-hand side of equation (10) is the unsteady term. The second term (term T1) represents

the transport by convection through the conditional velocity. The last term on the left-hand

side (term T2) represents diffusion in mixture fraction space. The first term on the right-hand

side (term T3) is the conditional chemical source term. The last term on the right-hand side,

i.e. the sub-grid scale conditional flux, (term T4) accounts for the conditional transport in

physical space.

Additionally to the solution of the transport equations for the conditional mean species

mass fractions, the transport equation for the conditional mean temperature is solved, ignor-

ing radiation and pressure work [16]:

∂QT

∂ t
+ ũi|η

∂QT

∂xi︸ ︷︷ ︸
T1

− Ñ|η

[
1

cpη

(
∂cpη

∂η
+

n

∑
α=1

cpαη

∂Qα
∂η

)
∂QT

∂η
+

∂ 2QT

∂η 2

]

︸ ︷︷ ︸
T2

=

−
1

cpη

n

∑
α=1

˜hαWα |η
︸ ︷︷ ︸

T3

−
∇ · (ρ̄ũ′′T ′′|η P̃(η ))

ρ̄P̃(η )︸ ︷︷ ︸
T4

(11)

The main advantage of the CMC approach is that the conditional fluctuations are much

smaller than unconditional fluctuations. Therefore, a first order closure of the conditional

chemical source term can often be applied, using the mean conditionally filtered reacting

scalars:

W̃α |η =Wα (Qα ,QT ) (12)

We adopt this approach here. The chemical mechanism used here is described in Section

4.1.
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The unclosed terms in equations (10) and (11) are the term eY , the conditionally filtered

velocities (ũi|η ) and the conditionally filtered scalar dissipation rate (Ñ|η ). These terms rely

on flow-field information, obtained from the LES. The term eY is modeled with the gradient

diffusion approach [8]:

eY =−
∇ · (ρ̄ũ′′Y ′′

α |η P̃(η ))

ρ̄P̃(η )
≈ ∇ · (Dtη ∇ Qα )+

Dtη

ρ̄P̃(η )
∇ Qα · ∇ ρ̄P̃(η ) (13)

where Dtη is the sub-grid scale turbulent diffusivity.

The conditionally filtered scalar dissipation rate can be modelled with the Amplitude

Mapping Closure (AMC) [17]:

Ñ|η =
ÑG(η )

∫ 1
0 P̃(η )G(η )dη

G(η ) = exp(−2[er f−1(2η −1)]2) (14)

where Ñ is the resolved plus sub-grid scale unconditional scalar dissipation rate (equation

(7)). In the AMC model as described, the conditional scalar dissipation rate profile as func-

tion of mixture fraction is prescribed by the bell-shape of function G(η ).
In practice, a coarse grid is used to solve equations (10) and (11). This is justified by

the weaker spatial dependence of conditional quantities [16]. This implies that averaging is

applied to transfer the flow-field information from the LES resolution to the CMC resolution.

One of the possibilities is to use mass weighted volume averaging [18]:

ψ̃∗ =

∫
ψ̃ρ̄dV∫
ρ̄dV

|CFD∈CMC (15)

where ψ̃ is a scalar calculated in the LES code. Another possibility is to use PDF averaging:

ψ̃|η =

∫
ρ̄P̃(η )ψ̃|ηLESdV
∫

ρ̄P̃(η )dV
|CFD∈CMC (16)

For the conditionally filtered scalar dissipation rate this gives:

Ñ|η =

∫
ρ̄P̃(η )Ñ|ηLESdV
∫

ρ̄P̃(η )dV
|CFD∈CMC (17)

In equation (17), Ñ|η LES is provided by the AMC model (14) applied to the LES cell. The

notation ·|CFD∈CMC denotes averaging over all CFD cells within the CMC cell considered.

Note that now the shape of the conditional scalar dissipation rate profile is no longer pre-

scribed by G(η ), but also affected by P̃(η ).
We discuss three options in the paper. In “option 1”, we apply mass weighted volume

averaging (equation (15)) to the conditionally filtered velocity as:

ũi|η = ũ∗i (18)

The turbulent diffusivity is evaluated as:

Dtη = D∗
t (19)
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also applying mass weighted volume averaging. For the conditional scalar dissipation rate

we apply equation (17) (PDF averaging).

In “option 2”, mass-weighted volume averaging is applied for the calculation of the

conditionally filtered velocity (equation (18)), turbulent diffusivity (equation (19)) and the

unconditional scalar dissipation rate. The AMC model is applied directly to the CMC cells

(i.e. first equation (15), then equation (14)).

The third option is to apply simple conditional averaging over all CFD cells within each

CMC cell [8]:

Ñ|η =
〈

Ñ|η
〉

CFD∈CMC
; ũi|η = 〈ũi|η 〉CFD∈CMC ; Dtη = 〈Dt |η 〉CFD∈CMC (20)

By examining the results obtained for the present auto-ignition problem, which should

be sensitive to the scalar dissipation rate [1], we may assess the accuracy expected when

using these various options for transferring LES information to the CMC grid.

3 Test Case Description

Fuel is injected into a co-flowing air stream through a 2.25mm (d) diameter nozzle at ambi-

ent pressure (Fig. 1). The fuel consists of hydrogen, diluted with nitrogen (YH2
= 0.13 and

YN2
= 0.87). The stoichiometric mixture fraction, ηST , is 0.184. The burner inner diameter

is 25mm. In the experiments [1], co-flow air velocities (uc f ) up to 35m/s, with tempera-

tures (Tc f ) up to 1015K, have been achieved. The fuel velocity ranged from 20 to 120m/s,

with temperatures between 650K and 930K. Air was electrically preheated and flowed into

a circular tube, after passing through a perforated plate to promote turbulence. Different

auto-ignition regimes (no ignition, random spots, flashback and lifted flame) are obtained

by varying the temperature of the air and the inlet air velocity. Regions of presence of OH

chemiluminescence were considered as an “auto-ignition spot” [1]. Table 1 summarizes the

settings for our numerical simulations.

4 Numerical methods and model options

4.1 Chemical kinetics

The chemical kinetics, leading to ignition, is complex and a detailed chemical mechanism

must be used. Here, we use the scheme of [19], which consists of 19 reactions and 9 species

(H2, H, O, O2, OH, H2O, HO2, H2O2, and N2). A two-dimensional DNS study [20] con-

firmed that the ignition always occurs at the location where the mixture fraction is close

to the “most reactive” mixture fraction, ηMR. The “most reactive” mixture fraction is de-

fined as a mixture fraction with a optimal composition which is likely to ignite first. At

that value of mixture fraction, the reaction rate becomes maximum and scalar dissipation

rate is low [12]. We determine ηMR with a stand-alone 0D-CMC code. This is equivalent to

equation (10), without physical transport terms, i.e. a one dimensional equation in η -space,

where the micro-mixing was switched off, using a scalar dissipation rate of 10−20s−1, giv-

ing thus a parallel solution to a series of homogeneous reactors of varying mixture fraction.

The number of nodes in mixture fraction space is 51, as in the 3D-CMC simulations. Two

auto-ignition criteria (increase of temperature of 1% over the nominal co-flow temperature

[3] and mass fraction of OH reaches 2×10−4 [21]) gave the same result. The most reactive
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mixture fraction depends on the co-flow temperature (Table 2). It is always located in the

very lean side, ηMR < ηST .

4.2 Numerical set-up

The flow field solver is an in-house LES code, developed at VUB [22]. In the momentum

equations, the convective fluxes are discretized in a central manner (second order spatial

accuracy). In the transport equation for mixture fraction, the convective terms are discretized

with a second order TVD scheme. In our basic simulations, the solution domain (67.5mm ×
25mm × 25mm) contains 192 × 48 × 48 CFD cells and we compare to the results obtained

on a CFD mesh with 96 × 48 × 48 cells. The implementation is parallel, with 4 blocks in the

axial direction. At the inlet of the domain, Dirichlet boundary conditions have been used,

imposing the velocity and mixture fraction. At the outlet, Neumann boundary conditions

have been applied for all quantities except for pressure, which is imposed (atmospheric

pressure).

The CMC code has been developed and validated at Cambridge University [11,16].

In this code, using the velocity and mixing field as obtained from the flow field solver,

transport equations are solved for species mass fractions and temperature, conditioned on

mixture fraction. In order to obtain the unconditional mean density, as required for the flow

calculations, the conditionally averaged values, obtained from the CMC calculations, are

integrated with the mixture fraction PDF (Eq. (9)). As mentioned, we use pre-assumed β-

PDF shapes.

A dual mesh approach is used. Thus, each CMC cell contains a number of CFD cells.

The basic CMC mesh, covering the same physical space domain as the CFD mesh, consists

of 40 × 4 × 4 cells. In order to investigate the influence of the resolution, a finer CMC grid is

also used (80 × 8 × 8 cells). In [23], for the lifted hydrogen jet diffusion flame in cold air, it

was shown that the cross-stream dependence of conditional reactive scalars is most notable

at the lifted flame base and it becomes negligible downstream. This justifies use of 3D-

CMC with a relatively low number of CMC cells in the cross stream directions. The mixture

fraction space is discretized into 51 nodes, clustered at the lean side in mixture fraction

space, i.e. around the most reactive mixture fraction. In [24], the influence of the resolution

in mixture fraction space was investigated and we concluded that, with the clustering at the

lean side, this resolution is sufficient.

The turbulence inlet boundary conditions are important. In this flow, the turbulence is

dominated by the co-flow, with shear-generated turbulence between the jet and the co-flow

to be of some significance only for a short length from the nozzle. We expect the turbulence

at the jet inlet to be less important. Therefore, we simply apply random white noise in the jet.

We investigate different approaches applied for the co-flow. As basic option, we apply the

digital filter of [25]. This technique generates turbulence structures, correlated in time and

space, with specified turbulent time and length scales. The procedure starts with the creation

of a 3D random field. Convolution with a filter results in a three-dimensional signal (one for

each velocity component) with prescribed two point statistics (length scale, energy spectra).

In that way, homogeneous turbulence is obtained. The chosen length and time scales are

4.5mm and 1ms, with turbulence intensity 12.5% [1,5]. A second option is to apply random

white noise, although this is known not to describe real turbulence adequately.

Table 3 summarizes all the cases studied at Tc f = 945K and co-flow velocity 26m/s.

The general solution strategy is as follows: first, a developed inert turbulent mixing field

is computed, from which we start the LES-CMC simulation. At time, t0, we solve the CMC
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equations. After a while, before t0 + 3.75ms, auto-ignition occurs. We only discuss results

in the statistically steady state (t0 + 20ms). We time-average the results between t0 + 10ms

and t0 + 20ms. At the inlet, a frozen mixing distribution of reactive scalars was used while

adiabatic boundary conditions were used at the walls.

5 Results and Discussion

5.1 Basic flow structure

We first show results for case 1 of Table 3, with Tc f = 945K and uc f = 26m/s. Instantaneous

resolved temperature fields and species mass fraction fields (ỸOH , ỸH , ỸH2
, ỸH2O, ỸHO2

) are

shown in Figures 2 and 3 at: t0 + 10ms and t0 + 20ms, respectively. As mentioned, the

reaction first starts at the so called “most reactive mixture fraction”. These first ignition

events lead to the small local increase in temperature and subsequently propagate ignition

and chemical reaction towards higher values of mixture fraction (not shown). After a suf-

ficiently long distance from the nozzle, the maximum temperature is reached around the

stoichiometric mixture fraction (0.184). The maximum flame temperature is around 2400K.

For the examined test case, both temperature and OH mass fraction can be used for detection

of auto-ignition.

HO2 is produced during induction time, prior to auto-ignition. The HO2 radical acts

as a precursor to auto-ignition and as combustion proceeds it is mostly consumed, thus

seemingly remaining at the flame base. During the auto-ignition process, H2 and O2 are also

slowly consumed while the concentrations of H, OH, H2O increase at the ignition location.

The highest values of the H radical are found in the rich region, after ignition, while H2O

corresponds to the high temperature region. The hot regions, corresponding to high OH mass

fraction, are convected downstream out of the domain.

The auto-ignition phenomena in the test case under study are transient but statistically

steady and the average behavior can be studied. In Fig. 4, contours of the time averaged

temperature and species mass fraction in physical space are shown. Radially averaged and

time averaged conditional temperature and conditional species mass fraction profiles are

shown in Fig. 5. Each line in Fig. 5 corresponds to one CMC cell. Time averaging for the

LES and CMC results was performed with data being collected over 10ms. A lifted flame

is seen with a lift-off height of approximately 19.5mm. The structure is consistent with the

experimental results, and the flame structure shows a gradual progression from the inert

(“frozen”) distribution at the inlet to the “burning” distributions (Figs. 4 and 5).

5.2 Balance of terms in CMC equation

The balance of the individual terms in the CMC equation for ỸHO2
|η (equation (10)) and

the temperature (equation (11)) is examined here for case 1, in order to discuss the flame

stabilization process. The analysis is done at a long time after ignition (t0 + 20ms). In Fig.

6, the contour of time averaged temperature is given, where positions P0 to P5, marked

with vertical lines, denote axial positions for which we show the profiles at one radial lo-

cation (corresponding to r = 3.0mm, horizontal line in Fig. 6). Point P0 corresponds to the

pre-ignition region, point P1 corresponds to a point just before ignition, while point P5 cor-

responds to a burning flamelet. The points in between show intermediate values. Each of
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the terms at the given positions is plotted separately in mixture fraction space for the CMC

equation for the conditional temperature (Fig. 7) and the CMC equation for ỸHO2
|η (Fig. 8).

In the induction time, point P0, the temperature and HO2 build-up occurs around the

most reactive mixture fraction. Reactions are suppressed by convection (T1) and the scalar

dissipation rate (T2). In Fig. 7, just before the burning region (P1), the convection (T1) and

the scalar dissipation rate (T2) are negative and balance the chemistry (T3). Diffusion in

physical space (T4) is a small term (also further downstream). As we move into the burning

region (P2, P3), the chemistry term is orders of magnitude larger than before and balances

with convection. Further downstream (P4, P5), the heat release term is again lower and the

scalar dissipation rate (T2) becomes more important, although convection still prevails.

Figure 8, for ỸHO2
|η , is particularly interesting, as HO2 is a precursor for auto-ignition.

The positive T3 term, prior to ignition, becomes negative once ignition has occurred. This is

clearly seen, e.g. at η = 0.04: T3 is positive for P0, P1 and P2, while it is negative further

downstream. Also, the motion of the negative T3 values in mixture fraction space, for P0 to

P5, clearly shows the lean and rich fronts propagating after ignition. Build-up of HO2 ahead

of the flame edge and along the most reactive mixture fraction isoline shows that base of the

flame is stabilized by auto-ignition (Figs. 3 and 4).

5.3 Influence of the numerical settings

Figure 9 shows the radial variation of the instantaneous conditional temperature profiles at t0
+ 20ms for positions P2 to P5 (see Fig. 6), i.e. at the flame base and further downstream. At

the flame base, the radial dependence is significant, a phenomenon that cannot be captured

in 1D-CMC simulations [23]. Downstream, the radial dependence is small, hence justifying

the relatively low number of CMC cells in the transverse directions.

In Fig. 10, the contours of the time averaged temperature fields for all cases studied are

shown. We first examine the effect of the CFD and CMC mesh resolution (cases 1, 2 and 3).

Clearly, the CMC mesh resolution strongly affects the lift-off height: case 2 and case 3 give

the same value (13.9mm), insensitive to the CFD mesh, while in case 1, the flame is further

downstream. Case 1 is in better agreement with the experiments (see below). It is possible

that further refinement of the CMC mesh would move the flame even further downstream,

but this has not be investigated yet. These observations are attributed to convection and

to a lesser extent to (numerical) diffusion in the CMC equations. When volume averaging

(equation (15)) is applied, the conditional velocity is affected mostly near the nozzle when

there are not enough cells in the jet region. Consequently, the conditional velocity is lower

than when a finer CMC mesh (case 1) is used. With finer CMC cells (80 × 8 × 8), the effect

of convection is better captured and CMC predictions are improved. As a TVD scheme is

used, the impact of the numerical diffusion is small, but not negligible.

There is also an effect on the conditional scalar dissipation rate. In general, the scalar

dissipation rate is higher when a coarser CFD mesh is used. This is demonstrated in Fig.

11, where radially averaged and time averaged conditional scalar dissipation rate profiles

are shown. Each line on each graph corresponds to one CMC cell. The CMC mesh does

not have a big impact on the scalar dissipation rate (Fig. 11: case 1 and case 2). Thus, use

of a coarser CFD mesh results in slightly higher conditional scalar dissipation rate, but this

still does not have a strong influence on the auto-ignition location. This confirms that the

scalar dissipation rate is less dominant than the convection (in the CMC equations) in the

determination of the flame lift-off height.
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The influence of the inlet turbulence is investigated comparing case 3 and case 4: a

turbulence generator based on the digital filter [25] (case 3) and random white noise (case 4).

With more realistic turbulence, turbulent mixing is more intense and ignition occurs earlier.

When random white noise is applied, mixing is slower and ignition is delayed, because the

‘turbulence’ dies due to lack of any temporal and spatial coherence.

Finally, we discuss the three options to transfer information from the LES to the CMC

grid (case 3, 5 and 6). For positions A, B and C, we show the conditional temperature

and scalar dissipation rate evolution at the centerline (Fig. 12). Options 1 and 2 predict

approximately the same lift-off height (Fig. 10). Figure 12 shows that the characteristic bell-

shaped profile for the conditional scalar dissipation rate in option 2, indeed does not strongly

deviate from the profile obtained with option 1. In particular, at the lean side, the levels are

very similar. Option 3, however, leads to strong fluctuations in the scalar dissipation rate.

This results locally in spots with very low scalar dissipation rate, earlier auto-ignition [12]

and finally an attached flame, what is not in agreement with the experiments. This suggests

that, for this problem, simple conditional averaging is not a suitable manner to transfer

the fine-grid LES information to the coarse CMC mesh. Mass weighted averaging or PDF

integrations are required. In the problem studied, the AMC model for the conditional scalar

dissipation rate can be directly applied on the CMC mesh, without strong influence on the

simulation results.

5.4 Variation of the inlet temperature and velocity

The inlet fluctuations, the co-flow velocity and the co-flow temperature affect the first emer-

gence of auto-ignition. In order to show the sensitivity of the system to the co-flow temper-

ature, four simulations, using the fine CFD and CMC mesh as in case 1, were carried out

with different co-flow temperatures: 935K, 945K, 960K and 980K (Fig. 13). At the lowest

temperatures (935K), high-temperature kernels are generated at a certain distance from the

nozzle and convected out of the domain. The temperature is too low for the propagating

fronts to establish a real lifted flame. Increasing the co-flow temperature results in a change

in the flame behavior. The flame propagates and stabilizes closer to the injector, where the

local scalar dissipation rate is high but the temperature is also high enough. A higher co-flow

temperature is necessary to access the flashback regime where, as soon as the fuel mixture

was injected, auto-ignition and flashback occurred, which resulted in a jet diffusion flame

stabilized on the injector nozzle. The sensitivity to the co-flow temperature is due to the

chemistry. The possible impact of the chemical mechanism on the ignition delay time was

presented in [24]. In Fig. 14, the ignition length observed in experiments (Lmin), is com-

pared with the present simulations. In the experiment, Lmin is defined as the minimum axial

location of an OH spot observed during a data run. If present simulations are shifted 60K

the results fit well with the experimental ignition length, but the trend was well captured

even without this shift. This discrepancy can be attributed to uncertainties in the chemical

mechanism and in the determination of the temperature in the experiment. In [26], it was

indeed shown that for the studied configuration the difference in the ignition distance for the

different mechanisms can be up to 12 nozzle diameters.

The effect of the co-flow velocity is tested for Tc f = 945K and options as in the case

1, Fig. 15. With a higher co-flow velocity influence of the convection becomes stronger in

the balancing flame propagation and the flame stabilizes further downstream. The fact that

for the same co-flow temperature, a higher co-flow velocity results in delayed auto-ignition,

confirms the delaying effect of the air stream on auto-ignition.
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6 Conclusions

LES results, with the first order CMC, have been presented for hydrogen auto-ignition in a

turbulent co-flow of heated air, using detailed chemistry. The results are qualitatively con-

sistent with experimental data and previous calculations found in the literature. The auto-

ignition length decreases with an increase in co-flow temperature and increases with increase

in co-flow velocity. Discrepancies in the lift-off height can be attributed to uncertainties in

the chemical mechanism. The phenomena are not only chemically controlled but the turbu-

lence and mixing play a role in determining the location of auto-ignition. Build-up of HO2

ahead of the flame edge and along the most reactive mixture fraction isoline shows that base

of the flame is stabilized by auto-ignition. After auto-ignition, lean and rich flame fronts

propagate in mixture fraction space.

It was found that using the Amplitude Mapping Closure model for the conditional scalar

dissipation rate gives reasonable results. Various sensitivities of the results to the operating

conditions and the manner the fine-grid LES information is transfered to the coarser CMC

grid are explored and it was found that, for the problem under study, conditional averaging

is not a suitable manner to transfer the fine-grid LES information to the coarse CMC mesh.

Mass-weighted averaging or PDF integrations are required.
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Table 1 Boundary conditions for the simulation

Fuel jet Co-Flow

Velocity, (m/s) 120 20-35

Temperature, K 691 935-980

Composition YH2
= 0.13 YO2

= 0.233

YN2
= 0.87 YN2

= 0.767

Table 2 Most reactive mixture fraction as a function of co-flow temperature, based on homogeneous reactor

calculations

Tc f [K] 935 945 960 980

ηMR [-] 0.0145 0.0190 0.0234 0.0278

Table 3 Cases studied with the options used in the simulations (Tc f = 945K, uc f = 26m/s)

CFD resolution CMC resolution Type of the turbulence generation Type of conditional averaging

Case 1 192x48x48 80x8x8 digital filter option 1 (Eqs. (17), (18), (19))

Case 2 192x48x48 40x4x4 digital filter option 1 (Eqs. (17), (18), (19))

Case 3 96x48x48 40x4x4 digital filter option 1 (Eqs. (17), (18), (19))

Case 4 96x48x48 40x4x4 random noise option 1 (Eqs. (17), (18), (19))

Case 5 96x48x48 40x4x4 digital filter option 2 (Eqs. (15), (18), (19))

Case 6 96x48x48 40x4x4 digital filter option 3 (Eq. (20))

Fig. 1 The experimental set-up of [1]
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Fig. 2 Instantaneous resolved temperature, ỸOH , ỸH , ỸH2
, ỸH2O and ỸHO2

fields in a symmetry plane at t0 +

10ms (case 1). Inner isoline: ηST = 0.184, outer isoline: ηMR = 0.019
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Fig. 3 Instantaneous resolved temperature, ỸOH , ỸH , ỸH2
, ỸH2O and ỸHO2

fields in a symmetry plane at t0 +

20ms (case 1). Inner isoline: ηST = 0.184, outer isoline: ηMR = 0.019
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Fig. 4 Contours of the time averaged temperature, ỸOH , ỸH , ỸH2
, ỸH2O and ỸHO2

fields in a symmetry plane

(case 1). Inner isoline: ηST = 0.184, outer isoline: ηMR = 0.019
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Fig. 5 Time averaged conditional temperature, ỸOH |η , ỸH |η and ỸHO2
|η as a function of mixture fraction

(case 1)
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Fig. 6 Contour of the time averaged temperature in K (left) and conditional temperature (right) at r = 3.0mm

(case 1)
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Fig. 7 The terms in the CMC equation Eq. (11) for the conditional temperature at the location P0 (top left),

P1 (top right), P2 (middle left), P3 (middle right), P4 (bottom left) and P5 (bottom right). The corresponding

locations (P0-5) are indicated in Figure 6 (case 1)
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Fig. 8 The terms in the CMC equation Eq. (10) for ỸHO2
|η at the location P0 (top left), P1 (top right), P2
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Fig. 9 Conditional temperature at different axial positions (top left: P2, top right: P3, down left: P4 and down

right: P5) for four different radial locations. The corresponding axial locations (P2 to 5) and radial (squares)

are indicated in Figure 6 (case 1)
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Fig. 10 Contours of the time averaged temperature in a symmetry plane for case 1 (top left), case 2 (top

right), case 3 (middle left), case 4 (middle right), case 5 (bottom left) and case 6 (bottom right). The black

lines denote the contours of time averaged ξ̃ = ηMR and ξ̃ = ηST
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Fig. 11 Time averaged conditional scalar dissipation rate (Ñ|η ) for case 1 (top left), case 2 (top right), case

3 (bottom)
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Fig. 12 Conditional temperature (left) and scalar dissipation rate (right) profiles in mixture fraction space for

case 3 (top), case 5 (middle) and case 6 (bottom) at the centerline. The corresponding axial locations (A, B

and C) are indicated in Figure 10
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Fig. 13 Contours of the time averaged temperature in a symmetry plane with different co-flow temperatures:

935K (top left), 945K (top right), 960K (down left) and 980K (down right). Inner isoline: ηST , outer isoline:

ηMR (options as in case 1)
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